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ABSTRACT 

Supported with laboratory observations, this paper describes the mechanisms that lead to violent eruptions in 
stormwater and combined sewer systems. This is the first time that violent eruptions have been produced in a 
laboratory setting. Each geyser produced consists of a few consecutive violent eruptions within a time frame 
of a few seconds with heights that may exceed 30 m, measured from the top of the dropshaft. These 
characteristics resemble those geysers that occurred in actual stormwater and combined sewer systems. 
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1 INTRODUCTION 
Geysers have been studied over three decades in terms of water phase only or air-water interaction (Guo 

and Song, 1991; Vasconcelos, 2005; Lewis, 2011; Wright et al., 2011). Even though geysers were studied for 
a relatively long time, their violent behavior was neither reproduced experimentally nor numerically. In 
particular, it is not clear how to predict a large geyser height as observed in actual stormwater and combined 
sewer systems. For instance, for a geyser eruption to rise a height of 20 meters, the velocity of the gas-liquid 
mixture at the manhole exit would be about 20.4 m/s [w = (2gH)0.5 where H is the eruption height]. Also, it is 
not clear the reasons for consecutive eruptions, where the second or third eruption is typically the strongest in 
terms of height and velocity. Hence, it can be inferred that the processes that lead to the occurrence of violent 
geysers are not yet well understood. The motivation of this article is to, based on laboratory observations, 
describe the mechanisms that lead to violent geysers in stormwater and combined sewer systems. The 
present conference paper is a summary of part of the material in Leon (2017). For an in-depth discussion on 
the mechanisms that lead to the occurrence of violent geysers in stormwater and combined sewer systems, 
the reader is referred to Leon (2017). 

2 MECHANISMS FOR GEYSERING IN STORMWATER AND COMBINED SEWER SYSTEMS 
On average, each laboratory geyser event consisted of a few consecutive violent eruptions (3 to 8 

eruptions) within a time frame of a few seconds (e.g., 2 to 10 seconds) with heights that may exceed 30 m. 
The violent eruptions produced resemble the characteristics of those that occurred in actual stormwater and 
combined sewer systems. For details of the experimental work, the reader is referred to Leon et al. (2016). 
The laboratory observations are summarized in schematics (Figure 1.1-1.6), video snapshots for vertical pipe 
(Figure 2), video snapshots for horizontal pipe (Figure 3), and data of pressure transducers (Figure 4-6). Nine 
pressure transducers were used in the visualization experiments. The location of pressure transducers 2 to 8 
are presented in Figure 7. Pressure transducer 1 was located at the top of the upstream tank (see complete 
experimental setup in Leon et al., 2016). For clarity, the pressure head traces for transducers 3, 5 and 7 are 
omitted in Figure 5 and 6. The main mechanisms that lead to geysering can be summarized as follows:  

i. A large air pocket, which is formed during the filling of near-horizontal tunnels (Vasconcelos, 2005),
approaches the dropshaft. This can be observed in Figure 1.1 and 3.

ii. The large air pocket enters the dropshaft and rises due to buoyancy. The front of the air pocket,
which resembles the classical Taylor bubble, occupies almost the entire cross-sectional area of the
dropshaft. The tail of the air pocket ascending in the dropshaft is highly turbulent with a near
homogenous mixture of air and water with great content of void fraction. In a similar way to the
classical Taylor bubble, as the air pocket ascends, a significant amount of liquid that is on top of the
air pocket is carried upwards and a portion of the water falls on the sides of the pocket (e.g., film
flow). This can be observed in Figure 1.2 and 2.

iii. When the Taylor-like bubble reaches the top of the dropshaft, most of the water that is on top of the
air pocket is spilled (Figure 1.3).

iv. As water is quickly lost due to spilling, the hydrostatic pressure in the dropshaft is rapidly reduced,
which accelerates the air entering the dropshaft. The rapid acceleration of air leads to a weak
eruption from the dropshaft (Figure 1.4). Subsequently, the rapid increase in air velocity in the
horizontal pipe results in the Kelvin-Helmholtz (KH) instability that transforms the initial stratified flow
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regime (Figure 3) to wavy and, eventually, slug flow, which is a series of liquid plugs (slugs) 
separated by relatively large air pockets. The liquid slugs have some entrained air. The 
aforementioned wavy air interfaces and slugs can be observed in snapshots 3 to 24 in Figure 3. 
During this process, the flow in the dropshaft is highly mixed and turbulent (see Figure 2).  

Figure 1.1. Air pocket approaching dropshaft. 

Figure 1.2. Rising of Taylor-like bubble. 

Figure 1.3. Water spill and acceleration of air pocket in horizontal pipe. 
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Figure 1.4. First eruption and formation of liquid slugs. 

 
v. Once the slugs are formed in the horizontal pipe, they are violently propelled into the dropshaft right 

after a sudden drop of pressure in the dropshaft (e.g., after the previous eruption). During this 
process, new slugs can be formed in the horizontal pipe. The slugs in the horizontal pipe are 
propelled in bursts, each of which may result in a new eruption. The propelling of liquid slugs is 
activated whenever a significant pressure gradient between the horizontal pipe and the dropshaft is 
attained. Note in Figure 4-6 that geyser eruptions (e.g., large pressure fluctuations at transducer 9), 
are preceded by large pressure gradients between the horizontal pipe (e.g., transducers 4 and 6) 
and the dropshaft (e.g., transducer 8). Note also in Figure 4-6 that the pressures located 
downstream of the dropshaft (transducers 6 and 7) have significant fluctuations around the mean 
pressure. Note also in Figure 6 that the pressure trace at transducer 8 follows a similar pressure 
oscillation pattern to that of transducer 6, although with a slight delay. This means that pressure 
transients in the horizontal pipe are propagated to the dropshaft, and hence, pressure transients can 
also have an impact on geyser eruptions. In particular, large pressure gradients may be developed 
between the horizontal pipe and the dropshaft due to pressure transients. Note also in Figure 6 that 
the pressure head at transducer 2 decays slowly and it is not significantly affected by the pressure 
head oscillations at transducer 8. This is because of the discontinuity produced by the slugs, which 
block the uniform release of air from the horizontal pipe. The slow decay of pressure head in the 
horizontal pipe, due to the slugs, provides the pressure to still achieve significant pressure gradients 
(between the horizontal pipe and dropshaft) after the first geyser eruption. It is worth mentioning that 
the liquid slugs supply the water for the eruptions. Overall, the second or third geyser has the largest 
intensity in terms of height (Figure 1.5). 

vi. After the second or third eruption, there may be a few more eruptions, however as water is lost in 
the dropshaft and the horizontal pipe around the dropshaft is depressurized, the geysering is 
terminated (Figure 1.6). On average, we observed between 3 to 8 eruptions in a time frame of 2 to 
10 seconds. After the eruptions are terminated, the water depth at rest in the horizontal pipe is 
between 10% to 50% of the pipe diameter. The violent propelling of slugs was reported in various 
studies of two-phase flows (Wallis and Dodson 1973; Grotjahn and Mewes, 2007). 

 The author’s laboratory experiments were performed using air as the gas. In addition to air that is 
entrapped in near-horizontal tunnels and that is transported to the dropshaft, it is argued that, in a similar way 
to the degassing pipes in Lakes Nyos and Monoun (Leon, 2016), geysering can be enhanced by exsolution of 
dissolved gases (Halbwachs et al., 2004). A sewer system contains a mixture of toxic and non-toxic gases 
that can be present at various levels depending upon the source (Hutter, 1993; Viana et al., 2007). For 
instance, ammonia, which is widely used in fertilizers, is present in large amounts in stormwater and combined 
sewer systems. Some of the gases, such as ammonia, are easily absorbed in water. Ledig (1924) has shown 
that ammonia is absorbed in water at least 100 times faster than carbon dioxide. In most cases, it is likely that 
dissolved gases are below saturation, however they can be exsolved when the air pocket moves bottom water 

 Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5723



  

 

upward to the point where dissolved gas pressure exceeds local hydrostatic pressure. The role of exsolution 
of dissolved gases on geyser intensity is not part of the present study. 

Figure 1.5. Successive eruptions as a result of blowout of slugs. 

Figure 1.6. Depressurization and propagation of waves in the horizontal pipe. 
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Figure 2. Flow snapshots in the experimental vertical pipe at various times. 
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Figure 3. Flow snapshots in the experimental horizontal pipe at various times. 
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Figure 3. Flow snapshots in the experimental horizontal pipe at various times (Cont.). 

 

 Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5727



  

 

Figure 4. Example of pressure heads recorded in a geyser experiment (dropshaft height = 6 m). 

Figure 5. First zoom-in of Figure 4. 
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Figure 6. Second zoom-in of Figure 4. 

 

 
Figure 7. Location of pressure sensors for visualization experiments (Not To Scale). 
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3 CONCLUSIONS 
Based on laboratory observations, this paper describes the mechanisms that lead to violent geysers in 

vertical shafts. This is the first time that violent eruptions have been produced in a laboratory setting. Each 
geyser produced consists of a few consecutive violent eruptions within a time frame of a few seconds with 
heights that may exceed 30 m, measured from the top of the dropshaft. These characteristics resemble those 
geysers that occurred in actual stormwater and combined sewer systems. 
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ABSTRACT 

Pumping mains that are conveying large quantity of water from lower elevation to higher elevations over long 
distance may experience undesirable water hammer pressures and are also referred to as hydraulic transients. 
They may arise due to abrupt operations like sudden opening or closing of valves or power failure to pump in 
pumping mains. Unplanned power tripping generates water hammer pressure that may fluctuates from minimum 
pressures or vacuum pressures to maximum transient pressures. Liquid column separation is the phenomena 
which may occur in a pumping mains when the pressure head decreases to vapour pressure of the flowing 
liquid and this analysis is important for planning transient mitigation devices. This paper presents a study on 
numerical simulation of water hammer with column separation events. A case study of pumping main of JCR 
Devadula Lift Irrigation Project, Telangana, India is presented. Discrete vapour cavitation model (DVCM) was 
applied to simulate the transient pressures in pumping mains for pump trip scenario. The effect of wave speed 
(500-1200m/s) and specific speed of the pump (17-52) on the developed transient pressures were investigated. 
The water hammer equations were solved using Method of Characteristics (MOC) approach. The effect of 
unsteady friction was neglected. Then, discrete vapour cavity equations were incorporated at each 
computational grid (node) to simulate cavitation locations, along delivery length of pumping main. The results 
show that when the specific speed of the pump increases, the minimum pressure head near pump delivery 
increased and cavitation event does not occur. Similarly, the maximum pressure head decreases as the specific 
speed increases. Moreover, results show that the maximum transient’s pressures heads are increasing and 
minimum pressures are decreasing for higher value of wave speeds. 

Keywords: Fluid Transients; wave speed; pumping main; specific speed; liquid column separation. 

1 INTRODUCTION 
Transient flow analysis is very important for the design and commissioning of water pumping systems. 

Simulation of transient pressure heads (positive and negative) for pump trip scenario and planning suitable 
surge mitigation devices in the transmission mains is a great challenge for hydraulic engineers. Pipe collapse, 
joint movements, extreme vibration and excessive noise may occur from negative transient pressure conditions. 
When pressure in the system drops to vapour pressure of the liquid at a given temperature, vapourous cavitation 
and water column separation occurs (Davis, 2004). This can create vapour bubbles or cavities near pump valve 
or check valve, knee points or elevated points in the pipe system. Due to dynamics in the pipe system, these 
cavities may collapse and the pressures generated after the collapse are very high and these high positive 
pressures can be so high that the pipe may burst if sufficient wall thickness is not provided for pipes (Chaudhry, 
1979; Ramos et al., 2005). 

Cavitation phenomenon is very high in transmissions mains as compared to distribution systems due to 
the absence of branch networks, take-off’s and loop networks which attenuate or reduces the transient pressure 
wave created by a disturbance (Izquierdo and Iglesias, 2004). The use of large diameter pipes, and high 
discharge transmission mains in present day water demand driven scenario further increased the need to study 
the cavitation phenomenon. (Ruben, 2017). Much theoretical and experimental analysis have been done in the 
realm of cavitation and water column separation which was first identified by Joukowsky in the early twentieth 
century (Bergant et al., 2006; Ghidaoui et al., 2005). The intensity of water column separation and its associated 
pressure spikes resulted by rapid closure of a reservoir-pipe-valve system was studied and analysed by three 
numerical models namely, discrete vapour cavity model (DVCM), discrete gas cavity model (DGCM) and 
generalized interface vapour cavity model (Bergant and Simpson, 1999). They claimed that DVCM involves 
simple algorithm and takes smaller computational time compared to more complex and still in development 
stage GIVCM model. The results show that DVCM generates accurate results when the number of reaches is 
restricted. A laboratory test was conducted and the numerical prediction of pressure changes during water 
hammer with liquid column separation by DVCM were compared with experimental results (Adamkowski and 
Lewandowski, 2012). In their experiment, visualization of cavities and its associated pressures were observed 
not only at the vicinity of shutoff valve but along some discrete points of the pipeline. A small difference between 
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laboratory and experimental values may be accounted for not considering unsteady friction in the model was 
pointed out. However, it is worthy to mention that the first two pressure waves generated by DVCM with steady 
friction and DVCM with unsteady friction shows no difference. As for practical design aspect, the first or second 
pressure head is very important in design of pipe diameter, thickness etc. They concluded that DVCM with 
steady friction can also be used for field systems. 

Numerical prediction of water hammer and column separation with DVCM and GIVCM approach for 
imaginary pump-pipeline was analysed (Sadafi et al., 2012). In their study, the effect of various hydraulic and 
geometric parameters like pipe diameter, pump-motor inertia and specific speed were investigated. A simple 
reservoir pipe valve was numerically simulated by DVCM during rapid filling of the system (Malekpour and 
Karney, 2014). The major findings showed that the knee points are prone to the occurrence of water column 
separation and that the magnitude of the resultant over pressures depends on the geometrical and hydraulic 
characteristics of the profile. In the literature for many years, it was confirmed from the investigations that specific 
speed (Ns) can affect the characteristics of the pump (Aydar et al., 2009; Rohani and Afshar, 2010). A practical 
method to prevent column separation in sewage pumping system was studied by increasing the specific speed 
of the pump (Yang, 2001). All the aforementioned studies on cavitation have focused on simple reservoir-pipe-
valve systems and a simple pump-pipeline profiles (laboratory test apparatus) using DVCM. Many studies on 
hydraulic transients caused from power failure to pumps can be found in Thorley and Faithfull (1992), Ramos 
et al. (2005), Lingireddy and Wood (1998), Ulanicki et al. (2008), Jedral et al. (2002).  

The main objective of this research is to study the effect of wave speed and pump specific speed on the 
generated transient pressures using discrete vapour cavitation model.  
 
2 MATHEMATICAL MODELING 

The water hammer equations that describe the water-gas mixture flow are the equations of motion and 
continuity as in Eq. [1] – [2] (Chaudhry, 1979): 
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where H, t, a and g are the piezometric pressure head, time, wave speed of liquid, and gravitational acceleration, 
respectively, and A, Q, x, t and D are the pipe area, discharge, distance, Darcy- Weisbach friction factor and 
inner diameter of pipe respectively. The wave speed or celerity in Eq. [3] for water considering the elastic 
behaviour of the pipe wall is given by (Wylie and Streeter, 1978):  
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where K = bulk modulus of elasticity of the fluid, ρ = mass density of the fluid, E = Young’s modulus of elasticity 
of the pipe, and e = pipe-wall thickness. Eq. [3] can be applied to various problems that includes major 
transmission pipelines like water distribution systems, pressurized and sewerage mains and natural gas 
pipelines. The pipe constraint or anchoring constraint is not considered in the calculation of wave speed. 
 
2.1 Discrete vapour cavity model (DVCM) 

In DVCM model, a vapour cavity can form in computational grids (Figure 1) and the head should be set to 
saturated vapour pressure head as described in Eq. [4] (Sadafi, et al., 2012). The widely-accepted method of 
characteristics (MOC) was used to solve Eq. [1] – [2]. Using this method, the governing partial differential 
equations are converted into ordinary differential equations. These equations are also called compatibility 
equations, Eq. [5] – [6] which are valid along the characteristic lines in distance (x) and time (t) plane. The 
compatibility equations are numerically integrated to arrive for unknowns of H and Q at time t.  
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Fig. 1 Staggared grid of characteristics 

 
Figure 1. Grid Computation in DVCM (Source: Ruben, 2017). 
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Along the C- characteristic line	ሺ∆x ∆t⁄ ൌ a െሻ: 
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The variation of discharge in the system can be simulated at ݅ ௧௛	computational node by assigning upstream 

discharge as ሺQ୳ሻ୧	and downstream discharge as ሺQ୧ሻ to include discrete vapour cavity model. In conventional 
MOC model, they are made equal and identical i.e.	Q୳ ≡ Q. Conversely in discrete vapour model, Q୳ ≢ Q at 
points where liquid becomes vapour. After coupling Eq. [5] – [6] with different boundary conditions like, pipe 
junction, pumps, valves, and surge protection devices, numerically prediction and calculations were performed 
by time-marching from a given initial condition. The staggered grid along with rectangular was used to get the 
unknown values at computation grids (Figure.1). The continuity equation, Eq. [7] is required to solve for 
differential flows at computation nodes to quantify formation of vapour volumes. 
 
 dV୴∗

∂t
ൌ Q୳ െ Q [7] 

 
Eq. [7] must be integrated to be used in DVCM model. The integration yields Eq. [8]: 

 
 V୬ାଵ ൌ V୬ିଵ ൅ ሼψሺQ୬ାଵ െ Q୳୬ାଵሻ ൅ ሺ1 െ ψሻሺQ୬ିଵ െ Q୳୬ିଵሻሽ2∆t [8] 

 
where V୬ାଵ, V୬ିଵ are the vapour volumes at the new time and 2∆t earlier repectively and ψ is a weighting factor 
(ψ =∆t’/2∆t) used in time direction as shown in (Figure 1). This factor is used to control numerical oscillations. 
The values for ψ between 0 and 0.5 produces unstable results and ψ=1 does not produce any numerical 
oscillations. In all simulation, ψ was taken as 1. 
 
3 RESULTS AND DISCUSSIONS 

The details of the pump – pipe line system of reach-1 of J.C.R Devadula lift irrigation project (Figure 2) are 
as follows: length of transmission main= 38252m, diameter of pipe = 3m, pipe material is mild steel, pipe wall 
thickness e=16mm, bulk modulus of elasticity of water K =2.19GPa, Modulus of elasticity of mild steel E 
=210GPa, and Poisson’s coefficient of the mild steel ν =0.3. The wave speed ሺaሻ	was estimated as 877m/s by 
using Eq. [3]. The discharge in the pipe line was 14m3/s. This pumping station consists of two pumps (Reduced 
Level or low water level=+71m) installed in parallel and have the following rated parameters: Rated 
discharge:	Qୖ=7m3/s, Rated head:	Hୖ=131m, Rated rotational speed:	Nୖ=500RPM, Pump Inertia:	I=14730 
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kg.m2 and Rated efficiency:	ηୖ=0.91. The pump’s specific speed can be calculated as in Eq. [9]. (Chaudhry, 
1979). 
 
 

Nୱ ൌ
NୖඥQୖ
Hୖ
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[9] 

 
where subscript R represents the rated condition and all of the units are in the SI system. The pipe was divided 
into 200 reaches. Cavities are expected to form at points where pressure drops to vapour pressure of the liquid 
in the pipeline. In this section, the influences of two parameters, including specific speed of the pump and 
pressure wave speed on the calculated pressure heads at pump location were studied.  
 

 
Figure 2. Schematic sketch of JCR Devadula Lift Irrigation Project (Source: Ruben, 2017). 

 
3.1 Influence of specific speed 

In this section, two alternative pumps with the specific speeds of 17 and 52 in addition to the main rated 
specific speed of 35 were numerically studied using the current DVCM method. The obtained results are shown 
in Figure 3. The minimum pressure heads for the specific speed of 17,35 and 52 were 21m, 23m and 16 m, 
respectively. The results indicate that when the specific speed increases, the minimum pressure head after 
pump failure increases. The minimum value may not reach the saturated vapour head, as was observed for all 
specific speeds. Thus, no cavities are expected to form in these two cases. In contrast, the peak pressure head 
declines as the specific speed increases. The maximum pressure heads for the specific speed of 17 and 52 
were 239 and 215 m, respectively, both of which were less than the peak head of 227m when the specific speed 
of the pump was 35. Thus, as the specific speed of the pump increases, the peak pressure head in the period 
of reverse flow decreases. 

Due to high negative pressure heads along the pipeline, the cavitation with column separation at 
appropriate locations are shown in Figure 4. Table 1 shows the total cavity volumes formed along the length of 
the pipe line for three different specific speeds. Thus, as the specific speed of the pump increases, the vapour 
volumes decreases which indicates the decrease in negative pressures/column separation (Ruben, 2017). 
 

Table 1: Vapour volumes along the length of the pipeline. 

 
Specific speed (Ns) 

17 35 52 

Vapour volumes (m3) 890 870 843 
 
 

Steady state Hydraulic Grade Line (HGL) 

ܪ
௣
 =

13
1m

 Bimghanpuram
Tank 

River 
Godavari 

Two Vertical 
turbine pumps 

L=38252m

 3000mm=ܦ
݁ =16mm 
 GPa 210= ܧ
ܽ =877m/s 

RL+71m 

RL+166.94m 
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Figure 3. Pressure head vs. time at pump location. 

 

 
Figure 4. Vapour volume formation along the length of pipelines for different specific speeds. 

 
3.2 Influence of wave speed 

The water hammer wave speed derived from the continuity equation and is a function of Bulk modulus of 
elasticity of the fluid, pipe radius, thickness, e, and young’s modulus of elasticity, E. Eq. [3] can be applied to 
various problems that includes major transmission pipelines like water distribution systems, pressurized and 
sewerage mains and natural gas pipelines.  

For each design parameter, as in this case, the wave speed, a high and a low parametric value were 
considered based on practical considerations. In a given parametric run, a single design parameter is varied 
from its value in the reference case while keeping the magnitude of all other variables identical to those of the 
reference case. Keeping the specific speed of the pump constant, the influence of different wave speeds i.e. 
500m/s and 1200m/s in addition to the min wave speed i.e. 877m/s, were numerically simulated and are shown 
in Figure 5(a) – (c). The maximum pressure heads for different wave speeds viz. 500m/s, 877m/s, and 1200m/s 
were 193.67m, 226.9m and 259.2m respectively. Thus, as the wave speed increases, the peak pressure heads 
increases (Ruben, 2017). 
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(a) 

 
(b) 

 

 
(c) 

Figure 5. Effect of the wave speed (for constant Ns=35) by DVCM model. 
 

0

50

100

150

200

250

0
.0

2
.3

4
.6

6
.9

9
.2

1
1
.5

1
3
.8

1
6
.1

1
8
.4

2
0
.7

2
3
.0

2
5
.2

2
7
.5

2
9
.8

3
2
.1

3
4
.4

3
6
.7

3
9
.0

4
1
.3

4
3
.6

4
5
.9

4
8
.2

5
0
.5

5
2
.8

5
5
.1

5
7
.4

5
9
.7

P
re
ss
u
re
 H
ea
d
 (
m
)

Time(s)

wave speed ‐ 500m/s

0

50

100

150

200

250

0
.0
0

2
.4
0

4
.8
0

7
.2
0

9
.6
0

1
1
.9
9

1
4
.3
9

1
6
.7
9

1
9
.1
9

2
1
.5
9

2
3
.9
9

2
6
.3
9

2
8
.7
9

3
1
.1
9

3
3
.5
9

3
5
.9
8

3
8
.3
8

4
0
.7
8

4
3
.1
8

4
5
.5
8

4
7
.9
8

5
0
.3
8

5
2
.7
8

5
5
.1
8

5
7
.5
7

5
9
.9
7

P
re
ss
u
re
 H
ea
d
 (
m
)

Time(sec)

wave speed=877m/s

0

50

100

150

200

250

300

0
.0
0

2
.2
3

4
.4
6

6
.6
9

8
.9
3

1
1
.1
6

1
3
.3
9

1
5
.6
2

1
7
.8
5

2
0
.0
8

2
2
.3
1

2
4
.5
5

2
6
.7
8

2
9
.0
1

3
1
.2
4

3
3
.4
7

3
5
.7
0

3
7
.9
3

4
0
.1
6

4
2
.4
0

4
4
.6
3

4
6
.8
6

4
9
.0
9

5
1
.3
2

5
3
.5
5

5
5
.7
8

5
8
.0
2

P
re
ss
u
re
h
ea
d
(m

)

Time(sec)

Wave speed =1200m/s

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5736 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

 
4 CONCLUSIONS 

In this research, water hammer with column separation events in the raising main due to power failure to 
pumps were investigated using discrete vapour cavity model (DVCM). The DVCM model uses the method of 
characteristic approach. The effect of wave speed (500m/s, 877m/s, and 1200m/s) and pump specific speed 
(17rpm, 35rpm, and 52 rpm) on the generated transient pressure heads were numerically simulated. It is 
observed that as specific speed of the pump increases, the peak pressure head decreases. Besides, as the 
wave speed increases, the pressure head increases as well. It can be stated that cavitation and liquid column 
separation events can be prevented if higher specific speeds pumps and low wave speed flexible piping system 
are selected for water conveyance purpose.  
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ABSTRACT 

Consider a pipeline that supplies water to a constant-head reservoir. Subsequent to a sudden inlet flow 
stoppage there is an immediate Allievi-Joukowsky head drop at the inlet. This is followed by a period of line 
drafting during which a more gradual but sustained head drop continues for a 2 L/a seconds where L = length 
of the pipeline and a = water hammer wave speed of the water-pipeline system. The inlet head at 2 L/a 
seconds is the lowest of the entire water hammer episode and is of interest in certain applications. Because 
friction affects water hammer in a complicated way, quantification of line drafting is usually accomplished 
through numerical solution of the governing equations for one-dimensional transient flow. This study presents 
an analytical method to obtain the head at the inlet as a function of time for 2 L/a seconds after the flow 
stoppage. An equation to directly compute the minimum head at the pipeline inlet is also presented. The 
validity of the analytical results is evaluated by six sets of measured data on pump shutdown transients in a 
steel rising water main of Recanati, Italy. 

Keywords: Analytical approximation; field data; friction; line drafting; water hammer. 

1 INTRODUCTION 
For transients in pipelines caused by the closure of an inlet valve, friction attenuates the amplitude of 

water hammer wave fronts and causes line drafting. The latter is a sustained pressure drop behind the wave 
front. For cross-country oil pipelines and long water transmission mains, the pressure at the inlet is usually 
very high in order to overcome the great frictional head loss of the pipeline. The initial sudden pressure drop 
due to valve closure may not bring the inlet pressure down to the negative range immediately, but line drafting 
may just do that a short while later. This is so because the sustained pressure drop can be very significant 
relative to the initial sudden pressure drop. Line drafting may lead to vapor cavity formation or even column 
separation. The subsequent vapor cavity collapse or column rejoining can create sudden pressure rises that 
threatens the integrity of pipelines. Because of the nonlinearity of the friction term in the governing equations 
of water hammer, satisfactory explanation and analytical quantification of line drafting are not available in the 
literature.  

For a highly frictional pipeline where the length is large and/or the diameter small, the effective closure 
time of a discharge valve is much shorter than its physical closure time (Liou and Wylie, 2016). The same is 
true for closing a valve at the inlet of a pipeline. For such pipelines, line drafting can be analyzed in terms of 
an instantaneous closure of an inlet valve or an imposed sudden flow stoppage at the inlet. Figures 1 and 2 
contrast the inlet valve closure transients with and without friction.  

Depicted in Figure 1 is the water hammer without friction, with UH  = head at the reservoir end, VH  = 

head at the valve end, 0V  = steady state discharge velocity, V = velocity immediately behind the wave front, a 

= wave speed, t = time and dt = a time increment. The head and velocity profiles at t (solid lines) and t + dt 
(dotted lines) are indicated. The profiles represent the head and velocity waves of water hammer. The initial 
hydraulic grade line (HGL) is horizontal. The head drop at the closed valve propagates downstream un-
attenuated. The velocity behind the head wave is stopped completely. Before the waves are reflected back to 
the valve, the head at the closed valve remains constant and equals the steady state head mins the head drop 
due to stopping the initial velocity at the pipe inlet. 

Depicted in Figure 2 is the water hammer with friction. The head wave attenuates as it travels 
downstream. The velocity is not stopped fully by the passage of the head wave. Subsequent to the initial 
sudden water hammer head drop, there is a sustained head drop behind the wave front as more and more 
fluid is drafted away from the closed end. This sustained head drop is reversed when the wave reflected from 
the downstream reservoir arrives at the pipeline inlet. Although numerically solving the governing equations 
can quantify the sustained head drop, an analytical solution is much more convenient and presents a more 
complete picture. Such an analytical solution will be presented elsewhere. This paper uses a set of field data 
to evaluate the validity of the analytical solution. 
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Figure 1. Velocity and head profiles at t (solid) and t + dt 

(dashed) in a frictionless pipe. 
 

 
Figure 2. Velocity and head profiles at t (solid) and t + dt 

(dashed) in a pipe with friction. 
 
2 THE SUSTAINED HEAD DROP AT PIPE INLET 

Parallel to the develop in Liou (2016) where an analytical approximation for line packing subsequent to a 
sudden flow stoppage at a pipeline outlet, the sustained head drop at the pipe inlet subsequent to a sudden 
flow stoppage at the inlet is approximated as (Liou et al., 2017): 
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0 0

(2 ) 1
1 1 tanh 0 1

3 2
v DH T H RT

R RT for T
H H
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 In the above equations, T  is time scaled by the travel time of a water hammer wave over the pipe length 

L. 0H  is the Allievi-Joukowsky head change, and R is a dimensionless friction number. For cross-country oil 

pipelines, R is around 2 to 3, with 10 being a reasonable upper bound (Liou, 1993). The minimum head at the 
pipeline inlet occurs at 1T  in Eq. [1]. Let F denote this minimum head relative to the reservoir head DH , 

scaled by 0H :  

 

 2

0

(2)
tanh 1

3 2
v DH H R R

F
H

       
                                      [5] 

 
 Let G denote the maximum head drop (minimum head – pre-transient head) scaled by 0H . It can be 

readily shown that: 
 
 G F R                                                                            [6] 
 
 The variations of F and G with R are shown in Figure 3. 
 

 

Figure 3. Scaled minimum head (red) and maximum head drop (blue)  
at the inlet asfunctions of friction number. 

 
 The fact that F increases with R while G decreases with R indicates that the initial steady state head at 
the valve cannot be completely used up by line drafting. The reserve, so to speak, increases with R.  
 
3 FIELD DATA 

In Recananti, Italy, water from Vallememoria well-field was pumped to an elevated reservoir 4170 m 
away through a rising steel water main, managed by ASTEA SpA (Osimo, Italy). The small capacity of the 
reservoir necessitated frequent pump starts and stops at the well-field. Hydraulic transients so created have 
been measured and studied by Brunone et al. (2001; 2002) and Meniconi et al. (2014). Because of friction and 
the considerable pipeline length, line drafting was evident. This system provides field data valuable in 
evaluating the reasonableness of Eq. [1], [5], and [6] at high Reynolds numbers which are not attainable in 
laboratory tests. 

 
3.1 The rising main of Recanati, Italy 

The elevation profile of the pipeline is shown in Figure 4. The pipeline’s diameter was 260 mm, a wall 
thickness of 6.5 mm, and a length of 4170 m.   
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Figure 4. The elevation profile of the pipeline. 
 

At the pump station, the pre-transient discharge was measured by a magnetic flow meter upstream of a 
quick-acting check valve (CK). The pressure immediately at the downstream of the check valve was 
measured by a strain-gauge type pressure transducer with a full scale (f.s.) of 400 m scanned every 50 ms. 
For each transient episode, the data set are the steady state flow rate, the (constant) level of the elevated 
reservoir, and the pressure time trace just prior to and after the pump shutdown. Assuming a kinematic 
viscosity of water at 20 °C, and using the measured pressure head just prior to the pump shutdown, and the 
constant reservoir level, the estimated absolute roughness of the pipe was 2.2 mm (Brunone, 2001) was used 
here. The water hammer wave speeds, tabulated in Table 1, were estimated from the pressure traces. More 
details of the system can be found in Brunone et al. (2001). There were no surge control devices on this 
pipeline which made the data clear cut for this study.  
 
3.2 Data sets 

Six sets of data were used. In general, pump shutdowns of a rising water main with an undulating 
elevation profile is prone to water column separation. But the pressure traces indicated that column separation 
was minor or non-existent. The conditions are summarized in Table 1 according to the magnitude of the 
friction number R - calculated using Eq. [4] - in ascending order. The initial upstream head is the head just 
before the check valve first dropped. The fixed downstream head is computed from the initial upstream head, 
the flow, and the friction factor according to the Darcy-Weisbach equation.  

The important uncertainties data that impact this study were: 
1. Pressure head: 0.5% of range of 0 to 400 m of water column or 2 m (Brunone et al., 2001); 
2. Pre-transient flow: 0.5% of reading (an assumed value which is typical for magnetic flow meters); 
3. Time period for wave to travel a distance of 2 L/a: twice the 50 ms (Brunone et al. 2001) separation 

between two consecutive pressure head data. 
These uncertainties propagated to the calculated results. The 2m uncertainty in the head data directly 

impacted the experimental values of F and G. The flow and the timing uncertainties impacted a and 0H . The 

latter was used computing F and G. The uncertainty in the friction number R was not noticeably influenced by 
the data uncertainties. 

 
3.3 Estimating the transient flow rates at the pipeline inlet 

The theory that leads to Eq. [1] assumes that the flow at the inlet of the pipeline is stopped 
instantaneously. In the field tests, the flow reduces over time as the pumps spun down. To get some idea of 
how close the field inlet flow reduction approaches sudden flow stoppage, we estimated the inlet flow in the 
following way. For each test, the measured transient head at the check valve discharge and the fixed head at 
the downstream elevated reservoir were used as the boundary conditions in a method of characteristic model 
(Wylie and Streeter, 1993) of the pipeline. The Darcy-Weisbach friction factor established from the pre-
transient flow was used. The needed inlet flow was computed from this model 
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Table 1. Parameters of the field tests. 

Test 
no. 

Pre-transient flow 
(m3/s) 

friction 
factor 

Wave speed 
(m/s) 

Initial upstream 
head (m) 

Fixed downstream 
head, (m) 

Friction 
number 

R 
10 0.00566 0.0387 1,224 293.63 293.27 0.027 
7 0.01259 0.0373 1,210 295.21 293.50 0.059 
6 0.01993 0.0368 1,231 297.60 293.37 0.090 
9 0.02780 0.0366 1,231 301.74 293.56 0.125 
1 0.04900 0.0363 1,231 319.86 294.65 0.218 
2 0.07890 0.0361 1,285 361.29 296.20 0.335 

 
4 THEORY AND FIELD DATA COMPARISON 

For each test, the timing of the beginning of the transients and the timing when the wave reflected from 
the downstream elevated reservoir to the pressure transducer at the check valve can be identified from the 
recorded time trace without any ambiguity. The head at the arrival of the reflected wave at the pipeline inlet is 
the minimum head minH (same as (2)vH  in Eq. [1]) for that test. Based on the definition of F and G, we 

compute their values from: 
 

 min

0

DH H
F

H





                                                                                  [7] 

 

 min

0

UH H
G

H





                                                                                  [8] 

 
Table 2. Computed F and G according to the field data at 2 L/a seconds. 
Test no. 0H  (m) minH (m) F  G  

10 43.57 280.19 -0.985 -1.012 
7 95.82 264.30 -1.000 -1.058 
6 154.31 246.73 -0.991 -1.081 
9 215.25 229.91 -0.970 -1.095 
1 379.39 183.52 -0.961 -1.179 
2 637.70 124.37 -0.884 -1.219 

 
In Figure 5, the field extreme values of the head are compared with the theoretical ones. 
 

 

Figure 5. Comparison of the minimum F, and maximum G, heads 
between the theory and the field data. 

 
The comparisons of head over time are presented in Figure 6-11. For each test, the top panel shows the 

measured head and the computed discharge at the pipeline inlet. The bottom panel compares the measured 
head and the head computed from Eq. [1] for the first 2 L/a seconds.  
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Figure 6. Theoretical and measured inlet heads for R = 0.027. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Theoretical and measured inlet heads for R = 0.059. 
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Figure 8. Theoretical and measured inlet heads for R = 0.090. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9. Theoretical and measured inlet heads for R = 0.125. 
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Figure 10. Theoretical and measured inlet heads for R = 0.218. 

 

 

 
Figure 11. Theoretical and measured inlet heads for R = 0.335. 
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5 DISCUSSIONS AND CONCLUSIONS 
Figure 5 shows that the theory matches the minimum inlet head for tests 10, 7, and 6. The degree of 

match was not as clear for tests 9, 1 and 2. Estimated uncertainty bounds were indicated for these three tests. 
It is seen that the theory still matches the data reasonably well for tests 9 and 1 but not 2. The reason for the 
test 2 mismatch is that, as indicated in the top panel of Figure 11, the flow through the check valve did not 
stop during the first 2 L/a seconds. Thus, we do not expect the theory to match the test 2 result. 

The trend that theory lies below the field data as R (or pre-transient flow) increases is because it takes 
longer to stop a greater initial flow at the pipeline inlet. This deviates further away from the instantaneous 
inflow stoppage assumption of the theory. Despite this observation, we note that the theory yields reasonable 
results for practical applications. This attests the usefulness of the “instantaneous flow stoppage” as a 
boundary condition for transients modeling. 

The simulated discharges at the pipe inlet in Figure 6 to 11 suggest that the check valve closed sooner 
for smaller initial discharges. This is expected since the initial opening of the check valve would be smaller for 
smaller pre-transient flow. Again, the theoretical sudden inflow stoppage can be a good model for the pump 
shutdown. Unfortunately, smaller initial discharge has less frictional head loss resulting in less drafting. This 
makes the comparison less meaningful. Test 10 is such a case. For the same reason, the initial opening of the 
check valve would be greater for greater pre-transient flows. Therefore, it would take a longer time for the 
check valve to close, or it might not even close fully during the first 2 L/a seconds. Test 2 appears to be such a 
case and the sudden inlet flow stoppage would not be appropriate. 

Based on the simulated inlet discharges, the timing of check valve closure for tests 7, 6, 9, and 1, are 
approximately 0.24, 0.25, 0.26, and 0.53 L/a seconds. Since the inflows were all stopped in less than L/a 
seconds, the sudden inflow stoppage appears to be a reasonable model for these pump shutdowns where line 
drafting are still easily noticeable. These comparisons show that the theory can accurately predict line drafting 
and the minimum head for water mains where the inlet flow was stopped in 2 L/a seconds. 

The field data provides an opportunity to verify the theory only at low R values. Nonetheless, the data are 
valuable and rare. The flow for all the field tests were in the fully turbulent rough pipe zone of the Moody 
diagram. Such flows are not attainable in laboratories. 
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ABSTRACT  

The purpose of this research is to optimize the performance of the pressure relief valve (PRV) in pipeline 
systems. The design and operation parameters, such as set pressure, open and closing times and valve 
coefficient can influence the performance of the PRV. Determination of optimum parameters had been a 
traditional engineering problem to surge control. This study expands the parameters for system design and 
operation control. Therefore, this study proposed the methodology for determining design and operation 
parameters both. Standard reservoir-pipe-valve-reservoir system and a reservoir-pump-pipe-valve-reservoir 
system are employed to illustrate the analysis for the surge pressure introduced by a sudden valve closure. As 
an optimization scheme genetic algorithm (GA) is used to find the optimum solution, application of proposed 
methodology resulted in improving the performance of PRV for surge control. 

Keywords: Pressure relief valve; PRV; surge pressure; genetic algorithm; optimization. 

1 INTRODUCTION 
A change of flow velocity in pipeline system induces change in pressure. The rapid change of the flow 

condition due to sudden valve closure or pump shutdown causes large pressure variation. The high pressure 
can cause physical damage to hydraulic components of the pipeline system, such as pipeline element, pump 
or fittings. The damage can extend to water quality problem or safety issues, which are associated with the 
pipeline system leakage. 

To prevent these problems, proper installation of surge control devices, pressure relief valve, pressure 
reducing valve, air chamber and air valve is commonly suggested (Jung and Karney, 2006). Pressure relief 
valve (PRV) is one of the most widely used devices to control water hammer in the pipeline system due to its 
feasibility in application, efficiency and cost-effectiveness (Boulos et al., 2004; Karney and Simpson, 2007; Wylie 
and Streeter, 1993). Zhang et al. (2007) conducted an investigation that looked at the affecting parameters of 
performance of PRV, namely set pressure, opening-closing time and valve size. 

The performance of PRV strongly depends on operation parameters and determination of these 
parameters can be a challenging issue for decision makers. The previous study of Jung and Karney (2006) 
suggested the methodology for determine proper strategy for the surge control. The proposed methodology 
focused only on the design and installation parameters where decision has to be made before installation.  

In this study, a methodology to determine optimum parameters of PRV is proposed. One-dimensional water 
hammer simulation model was used to analyze a standard reservoir-pipe-valve-reservoir system and a 
reservoir-pump-pipe-valve-reservoir system. To obtain an optimum parameter set, genetic algorithm (GA) is 
integrated into the transient flow analysis model.  

2 METHODOLOGY 
Zhang et al. (2007) investigated the study about the factors affecting performance of PRV and summarized 

the decision variable of PRV optimization. The determined decision variable is valve coefficient, setting pressure 
and opening/closing time. As the objective of this study is to determine optimum design variables, objective 
function of this study can be written as follow: 

    , , , min , , ,v vMinimize h Max H K SP OT CT H K SP OT CT        

where vK  is valve coefficient, SP  is setting pressure, OT  is opening time, and CT  is closing time. 

Figure 1 shows the schematic of flowchart of proposed methodology for PRV optimization. GA is integrated 
into surge analysis model (Wylie and Streeter, 1993). Genetic algorithm is optimization algorithm, which belongs 
to the class of evolution algorithm that aimed to find global optimization of given problem. Specifically, the GA 
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includes binary coding for the individuals, the probability of the mutation is 0.02, the probability of crossover is 
0.5, the population size is 20, the length of each chromosome is 60, and simulations are run for 100 iterations. 
 

 
Figure 1. Flowchart for optimization of factors affecting performance of the SRV. 

 
3 RESULTS 

Figure 2a shows the schematic of standard reservoir-pipe-valve-reservoir system with two reservoir of 80 
m and 60 m of constant head. Two reservoirs are connected by pipeline with a total length of 250 m, diameter 
of 1.0 m and flow in the pipe line is 3.49 m3/s. The control valve, which installed at the end of the pipe line, is 
fully closed within 1.0 s. The methodology proposed in previous chapter was used to select optimum pressure 
relief valve and after ten iterations and converged, solution for objective variables were obtained. Figure 2b 
shows the temporal variation of pressure head without PRV and with PRV before optimization and after 
optimization. Table 1 summarizes the maximum head, minimum head and difference between the maximum 
and minimum head.  
 

 
(a) Schematic of standard reservoir-pipe-valve-reservoir system 

 

 
(b) Comparison between without PRV, PRV installation before optimization and after optimization 

Figure 2. Schematic and optimization result of standard reservoir-pipe-valve-reservoir system. 
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The head difference between the maximum and minimum head of the system is 63.0% and 93.1% 
decrease after installation of unappropriated PRV and optimized PRV, respectively.  

 
Table 1. The maximum head, minimum head and difference between the maximum and minimum head. 

 Without PRV Before optimization After optimization 

Maximum head(m) 
(Maxሾܪሿ) 70.5136 51.0437 20.2613 

Minimum head(m) 
(minሾܪሿሻ -37.0925 11.2509 12.7958 

Head difference(m) 
(∆ሾܪሿ ൌ Maxሾܪሿ െ

minሾܪሿ) 
107.6061 39.7928 7.4655 

 
Figure 3a shows reservoir-pump-pipe-valve-reservoir system. The pressure head of upstream and 

downstream reservoir is 15 m and 12 m, respectively. The constant speed centrifugal pump is installed at the 
upstream reservoir and valve at the downstream reservoir is fully closing with in 1.0 s. Optimization was 
conducted to select optimum feature of PRV and objective variable of the PRV is opening, closing time, set 
pressure and valve constant. Figure 3b shows the temporal variation of pressure head without PRV, with PRV 
before optimization and after optimization. Table 2 summarizes the maximum head, minimum head and 
difference between the maximum and minimum head. 

 

 
(a) Schematic of reservoir-pump-pipe-vale-reservoir system 

 

 
(b) Comparison between without PRV and with PRV 

Figure 3. Schematic and optimization result of standard reservoir-pump-pipe-valve-reservoir system. 
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Table 2. The maximum head, minimum head and difference between the maximum and minimum head. 
 Without PRV After optimization 

Maximum head(m) 
(Maxሾܪሿ) 316.1552 122.4113 

Minimum head(m) 
(minሾܪሿሻ 100.9652 -2.2725 

Head difference(m) 
(∆ሾܪሿ ൌ Maxሾܪሿ െ

minሾܪሿ) 
215.19 124.6838 

 
The head difference between the maximum and minimum head of the system is 42.1% decrease after 

optimization as compared to without PRV. 
The result of proposed methodology shows significant performance on the surge pressure relief. Not 

surprisingly, the case study shows the performance of the optimized PRV is sensitive to the properties of pipeline 
system, such as geometrical structures and hydraulic devices of the pipeline system. 

 
4 CONCLUSIONS 

This research proposed the methodology for optimization of system and operational parameters for the 
pressure relief valve. The decision variables affecting performance of the PRV were selected and evolutionary 
algorithm was integrated into the conventional 1D transient flow analysis scheme. A standard reservoir-pipe-
valve-reservoir system and a reservoir-pump-pipe-valve-reservoir system were simulated and the proposed 
methodology shows excellent performances for optimization of PRV operation parameters. 

Even though the methodology shows notable results to surge control, the more research is required to 
optimize the design factors, such as mass and diameter of the valve disk, spring constant, maximum lift, etc. 
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ABSTRACT 

Hydraulic transient based methods have been widely studied for anomaly detection and pipeline condition 
assessment in water distribution systems. Among existing hydraulic transient based methods, Inverse Transient 
Analysis (ITA) has the potential to achieve cost-effectiveness and spatially continuous assessment of 
transmission pipelines. In ITA, system parameters are estimated by minimizing the difference between a 
measured and simulated pressure trace. Measured pressure traces in the field are inevitably contaminated by 
hydraulic noise. A coarse grid is typically used in ITA to limit the number of decision variables and the model 
complexity. Research into ITA parameter estimation accuracy, subject to hydraulic noise and damaged section 
whose length is shorter than the resolution used in ITA, is undertaken in this paper. The investigations are based 
on a simulated reservoir-pipe-valve model, where a randomly fluctuating head at the reservoir is used to 
simulate different levels of hydraulic noise. The wavespeeds of the pipes are estimated using the noisy 
measured pressure traces by the ITA approach. The wavespeeds estimated by ITA approach were compared 
to the true wavespeeds of the model. ITA was shown to be robust for the numerical case study in this paper. 

Keywords: Inverse Transient Analysis (ITA); parameter estimation; noise; pipeline condition; wavespeed. 

1 INTRODUCTION 
Rehabilitation, repair, or replacement of pipeline infrastructure is a significant challenge for water utilities. 

Recently, transient based methods for the purposed of leak detection (Gong et al., 2012), blockage detection 
(Duan et al., 2013), wall condition assessment (Gong et al., 2016) and general parameter estimation (Zecchin 
et al., 2013), have been widely studied. Inverse Transient Analysis (ITA), a method to match the hydraulic 
response of pipeline system by adjusting pipeline parameters, has been applied in both the laboratory (Covas 
and Ramos, 2010) and the field (Stephens et al., 2013). 

The work presented within this paper focuses on the investigation of the impact that hydraulic noise has 
on parameter estimation accuracy. Firstly, noisy pressure traces were numerically generated by a reservoir pipe 
valve system whose reservoir head has uniform random fluctuations. A novel ITA was applied to those noisy 
pressure traces to estimate wavespeeds along the pipe section of interest. A comparison of results showed that 
damaged sections were identified successfully, although the pressure traces were contaminated by hydraulic 
noise. 

2 PROBLEM OUTLINES 
The scenario considered by this research is given in Figure 1. The reservoir pipe valve system was used 

to simulate a transmission main. The pressure wave generator (a fast closing side discharge valve) and 
pressure measurement sites are installed within the range of pipe section of interest. ITA is to be applied to the 
pressure traces with the pressure wave reflections created by impedance changes in the damaged sections of 
pipe. Measured pressure traces in the field are inevitably contaminated by hydraulic noise. The resolution of 
ITA is limited by the number of decision variables and computational resources. The choice of finer resolution 
will increase the number of decision variables and complexity of the model, making the problem unmanageable. 
The question of interest within this paper is twofold. Firstly, accuracy of parameter estimation when ITA was 
applied to those noisy pressure traces. Secondly, the detectability of the damaged section whose length is short 
when a coarse numerical grid used in ITA. 
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Figure 1. System configration considered by this paper. 

 
3 METHODOLOGY 

The methodology within this paper involves calibrating an inverse model to simulated noisy hydraulic data. 
The simulated noisy data was generated using a method of characteristics approach, solving the standard 
nonlinear water hammer equations (i.e., using a steady-friction term), where the boundary conditions (i.e., the 
upstream reservoir head) varied stochastically. A Head Based Method of Characteristics (HBMOC) with a 
flexible grid was used as the inverse model. A diamond grid for the computation of head using the HBMOC is 
given in Figure 2. The equation representing the generation of transient waves is derived from the frictionless 
water hammer equations as: 
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

              [1] 

 
in which H is the piezometric head, the impedance B is defined as Bi = ai/gAi, where a = wavespeed of the 
transient, g = gravitational acceleration, and A = cross-sectional area (note that subscript i = 1 refers to the 
section just upstream of x and i = 2 refers to the section just downstream from x).  

The computation of head and flow can be decoupled to enhance computational efficiency. The derivation 
of this equation can be found in Zhang et al. (2017). If the node has a zero discharge to the exterior of the pipe, 
Eq. [1] can be simplified to the following representation of propagation of transient waves: 

 

2 1
1 2

1 2 1 2

2 2
( , ) ( , ) ( , ) ( , 2 )

B B
H x t H x x t t H x x t t H x t t

B B B B
        

 
               [2] 

 
 This equation was used in a time marching process to form the HBMOC. 

A flexible grid is used in the iterative process of inverse modelling. The length of each reach was adjusted 
by holding ∆xi = ai∆t to eliminate the need of interpolation while working within a fixed temporal grid. 

 

 
Figure 2. (a) A typical flexible characteristic grid and (b) its diamond sub-grid for HBMOC simulation. 
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4 NUMERICAL CASE STUDIES 
 
4.1 Preliminaries 

The configuration of the numerical case study is depicted in Figure 1. The 2 km reservoir-pipe-system was 
used to simulate a transmission main with deteriorated sections of pipe. The upstream reservoir has a mean of 
30 m of head with uniform random fluctuations of varying magnitude (to be discussed below). The downstream 
valve has a constant 0.45 m3/s discharge into air. The pipe has a constant diameter of 600 mm. The wavespeed 
of the intact pipe sections is 1000 m/s. The four damaged sections were assumed to simulate sections with 
deteriorated pipe condition and their wavespeeds and length can be found in Table 1.  

 
Table 1. Wavespeed and length of four damaged sections. 

 D1 D2 D3 D4 
Wavespeed (m/s) 850 900 800 950 

Length (m) 17 4.5 8 9.5 
 

The pipe length of interest was a section of 500 m in the middle of the 2 km line transmission main. One 
transient wave generator (i.e., a fast closing side discharge valve) and two pressure measurement sites were 
placed in the middle of the section of interest (see Figure 1). The distance from each measurement site to the 
generator is 10 m. The generator has a discharge of 0.05 m3/s, and is instantaneously closed (at the time t = 
1.5 s). 

The raw data to be analysed by the ITA was numerically generated by the method of characteristics with 
∆t = 0.001 s. Three scenarios to represent different levels of noise were considered in this paper. A stochastic 
reservoir head of 30 ± 0.1 m, 30 ± 0.3 m and 30 ± 0.5 m were used simulate low, medium and high levels of 
hydraulic noise (uniformly distributed noise within each range was imposed on the system), respectively. For 
each level of noise, five sets of pressure traces were generated, each using different reservoir noise sequences. 
The SNR (signal-to-noise ratio) of each set of pressure trace is calculated by: 

 

                                          10

( )
log [ ]

( )

rms signal
SNR

rms noise
                                                [3] 

 
The averaged SNR (signal-to-noise ratio) of three levels of noise are 8.70, 7.57 and 4.91, respectively. 
Example pressure traces recorded at the generator with the different levels of noise are given in Figure 3. 

It can be seen that in the pressure trace without noise, initial reflections and multiple reflections from the damage 
sections were clearly observed to deviate from the plateau of the step pressure rise. After adding noise to the 
system from the upstream reservoir, the initial reflections were contaminated, where it is clearly difficult to 
distinguish the multiple reflections from the pressure traces. 
 

 
Figure 3. Pressure traces at the generator with different levels of noise used in ITA. 
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Considering the 500m pipe section of interest, a duration of 2.08 s from the pressure traces were used in 
ITA. After uniformly distributed noise was imposed at the reservoir, it spreads along the pipeline. Noisy initial 
steady state conditions recorded at measurement sites are also very close to being uniformly distributed. A 
higher time resolution used in ITA results in a larger number of reaches, and thus a larger number of decision 
variables to calibrate. In the field application, considering the model complexity and computational time, a time 
resolution lower than the sampling rate is typically used. In this paper, the time resolution was set to be 0.01 s 
(10 times the time step used in generation of synthesized measured data) in the inverse model, resulting in a 
total of 60 reaches for the inverse model. Due to the adaption of the flexible grid, the space resolution is not 
fixed. The space resolution for reaches of different wavespeeds can be calculated by ∆xi = ai∆t. It is worth to be 
pointed out that the length of damaged section D2 was less than its resolution in the ITA.  

The inverse model was calibrated to each data set using the optimization heuristic particle swarm 
optimisation (PSO). As the number of decision variables was 60, the number of particles was set to be a greater 
value at 100. The number of iterations was set to be 5000, resulting in 500,000 evaluations overall for the 
inverse model. The search space interval for the unknown wave speeds was set to be [750, 1050] m/s. 
Considering the random nature of the optimization algorithm, for each pressure trace, the ITA was run for 50 
independent runs, and the results were averaged across the runs compare. The objective function was defined 
as the squared difference between the “measured” pressure traces and the predicted pressure traces by the 
calibrated ITA model. A low pass filter was applied to the higher frequency synthetically generated noisy 
pressure traces before the ITA was employed, so the synthetic data matched the time-grid of the inverse model 

 
4.2 Results and discussions 

All the objective function values of each independent ITA run with different scenarios are given in Figure 4. 
The objective function is the indicator of “goodness of fit” between measured responses and predicted 
responses by the calibrated model. On average, the objective function values increase with the increasing level 
of noise introduced into the simulated pipe system. It is worth noting that even for the case without noise, the 
objective function values are relatively large, this is to be expected due to the coarse grid used in the inverse 
model, and existence of the damaged section D2 (which is finer than the temporal discretization that the inverse 
model allows), meaning that the exact solution (which would provide a perfect fit) does not exist in the search 
space.  

 

 
Figure 4. Objective function values of each independent run when different level of noisy pressure traces 

were used. 
 

Figure 5 represent the wavespeeds estimated by ITA using the five sets of pressure traces without noise. 
It can be seen that four damaged sections were successfully identified. The average of absolute error was as 
small as 8.0 m/s. (Absolute error = |estimated value – true value| / true value) 
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Figure 5. Wavespeeds estimated by ITA pressure traces without noise. 

 
Despite the fact that the length of D2 is short and as the result, its wave propagation time is less than the 

temporal resolution used by the ITA, it was still identified by ITA. An interesting point to note is that the 
wavespeed of D2 was identified as 957.7 m/s, which is significantly overestimated. However, the estimated 
length was calculated to be 9.577 m, which is quite close to its true value of 9.5 m. 

Figure 6 represents the wavespeeds estimated by ITA using five sets of pressure traces when the levels 
of noise are at the low scenario. It can be seen that four damaged sections were successfully identified, and 
the estimated wavespeed of D2 was overestimated due to its short length. The average of absolute error was 
10.0 m/s, which is slightly greater than that of no noise scenario. (Note: This average of absolute error is the 
average of five absolute relative errors). 

 

 
Figure 6. Wavespeeds estimated by ITA using different sets of pressure traces with low noise. 
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Figure 7 represents the wavespeeds estimated by ITA using five sets of pressure traces when the levels 
of noise is at the medium scenario. It can be seen that four damaged sections were still successfully identified. 
However, several high magnitude absolute errors (the maximum absolute error was as high as 108.4 m/s) in 
the wavespeed estimation have occurred. That are of the same size as D2. As discussed later, these errors in 
the wavespeed estimation could lead to a false-positive detection of a deteriorated section. The average of 
absolute error increases to 12.5 m/s. 

 

 
Figure 7. Wavespeeds estimated by ITA using different sets of pressure traces with medium noise.  

 
Figure 8 represents the wavespeeds estimated by ITA using five sets of pressure traces when the levels 

of noise are at the high scenario. It can be seen that four damaged sections were still successfully identified. 
However, an increasing number of high localized errors exist in the wave speed estimation. The average of 
absolute error reaches 16.0 m/s. 

 

 
Figure 8. Wavespeeds estimated by ITA using different sets of pressure traces with high noise. 
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As the wavespeed of an intact pipe section is assumed known to be 1000 m/s, for the purposes of 

identifying anomalies, any section which has a wavespeed greater than 1025 m/s or less than 975 m/s was 
identified as an abnormal section with a deteriorated condition. The average absolute error of damaged sections 
and the number of false-positive detections for the different levels of noise is summarized in Table 2. 

 
Table 2. The average absolute error of damaged sections and the number of false-positive in different levels. 

of noise. 
  D1 D2 D3 D4 Number of false-

positive detections 
Low Noise 1 3.64%  7.72% 5.75% 0.26% 0 

2 3.64%  7.87% 5.39% 0.34% 0 
3 4.55%  7.18% 5.21% 0.35% 0 
4 3.70%  7.37% 5.58% 0.43% 0 
5 3.64%  7.88% 5.56% 0.66% 0 

Medium 
Noise 

1 3.97% 8.79% 5.07% 0.31% 1 
2 4.55% 7.09% 6.03% 0.08% 3 
3 2.27% 6.14% 5.35% 0.96% 2 
4 3.55% 7.35% 5.22% 0.66% 1 
5 1.85% 7.74% 6.08% 0.18% 2 

High Noise 1 5.45% 7.02% 5.71% 0.45% 4 
2 5.65% 7.41% 6.21% 0.09% 6 
3 4.85% 7.74% 6.70% 0.17% 6 
4 4.69% 6.76% 5.79% 0.09% 4 
5 3.34% 3.92% 7.20% 0.54% 6 

(Note: Relative error = |estimated value – true value| / true value) 
 

The four damaged sections, including the section whose length is shorter than the time resolution used in 
ITA, were successfully detected by all case studies. The relative error is at its highest for estimation of D2 due 
to its short length (the 5th data set of high noise was the only exception). It is also worth to be pointed out that 
when the level of noise increases, the number of false-positives increase, which are due to over adjusting the 
wavespeeds to match the noisy pressure traces. 

 
5 CONCLUSIONS 

This paper investigates the impact that hydraulic noise has on the accuracy of wavespeed estimation by 
ITA and the detectability of a reach whose wave propagation time is less than the temporal resolution used by 
the ITA. A novel flexible grid ITA was applied to the pressure traces with hydraulic noise simulated by a reservoir 
with a stochastically fluctuating head. The results show that all damaged sections, including the section whose 
length is shorter than the temporal resolution used by the ITA can be successfully identified, despite the fact 
that the pressure traces were contaminated by noise. ITA was shown to be robust for the numerical cases 
considered in this paper. 
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ABSTRACT 

In the last decades, several reliable technologies have been proposed for leak detection and location in water 
distribution networks (WDNs), whereas there are some limitations for transmission mains (TM). For TM 
inspection, the most common leak detection technologies are of inline types – with sensors inserted into the 
pipelines – and are more expensive with respect to those used in WDNs. An alternative to in-line sensors is 
given by transient test-based techniques (TTBTs), where pressure waves are injected in pipes "to explore" 
them. In this paper, the performance of TTBTs was checked in a real TM, in which a small pressure wave was 
generated by means of the Portable Pressure Wave Maker (PPWM), refined at the University of Perugia, Italy, 
that can be easily connected to the pipe. It is shown that this technique allows the detection of the most 
important singularities of the TM. 

Keywords: Diagnosis; inspection; transmission mains; pressurized pipe; pressure wave generation. 

1 INTRODUCTION 
Until a few years ago, when systematic actions to reduce Non-Revenue-Water (NRW) were executed 

because of the negative effects of leaks on the management of modern cities and budget of water utilities, 
attention was focused mainly on water distribution networks (WDNs). The "official" reasons of such an 
approach were many: the need of avoiding damages to the foundations of roads and buildings as well as 
flooding of strategic areas (e.g., the stock market neighbourhood), the large number of joints – each of them 
being a possible origin of leakage – due to the large number of users and connections, on one side, and the 
idea that losses in transmission mains (TM) could be countered simply by measuring the inflow and outflow 
discharge, on the other side. Thus, even if TMs carry the whole discharge – and then also a small percentage 
of losses implies a large volume of wasted water – very often they have been excluded from leak detection 
programs. As a consequence, in the last decades several reliable technologies have been proposed for leak 
detection and location in WDNs, whereas we cannot say the same thing for TMs, apart from the very last few 
years. The very reasons of such an apparent inexplicable behaviour of water supply managers are of 
economic origin as lucidly identified by Laven and Lambert (2012) in their paper with the emblematic title 
"What do we know about real losses on transmission mains?". In fact, since TMs (Figure 1) – which have less 
appurtenances of WDNs – are buried more deeply and in less accessible locations than WDNs (Laven and 
Lambert, 2012), inspection technologies are of an inline type – with sensors inserted into the pipelines (Figure 
2) – and more expensive with respect to those used in WDNs. An alternative to the use of tethered and free-
swimming sensors or acoustic correlators placed inside the pipelines is given by the transient test-based
techniques (TTBT) where pressure waves are injected in pipes "to explore" them (e.g. Colombo et al., 2009).
It is worth noting that TTBTs can be used to detect not only leaks (e.g. Brunone, 1999; Lee et al. 2007; Covas
and Ramos, 2010; Duan et al., 2011; Meniconi et al., 2015), but also other types of faults, such as partial
blockages (e.g. Mohapatra et al., 2006; Lee et al., 2008; Meniconi et al. 2013; 2016; Louati et al., in press),
partially closed in-line valves (e.g. Meniconi et al., 2011a; 2011b), pipe wall conditions (e.g. Stephens et al.,
2013), and illegal branches (e.g. Meniconi et al., 2011d).

To discuss about merits and drawbacks of TTBTs is beyond the scope of this paper where attention is 
focused on the performance of a device – the Portable Pressure Wave Maker (PPWM) – refined at the Water 
Engineering Laboratory (WEL) of the University of Perugia, Italy (Brunone et al., 2008; Meniconi et al., 2011c). 
Such a device allows the generation of a small amplitude pressure wave, which resolves one of the most 
crucial – maybe the most critical – problem when TTBTs are used. In this paper, the use of the PPWM in a 
real TM is discussed with particular attention on the achieved precision of fault location. 
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Figure 1 Inspection cost analysis for WDNs 

and TMs.  
 
 

 
Figure 2 Inline inspection technologies for TMs: a) acoustic sensors with proven wireless communication 
networks (from www.echologics.com); b) SmartBall® free-swimming sensor (from www.puretechltd.com). 

 
2 MATERIALS AND METHODS 
 
2.1 Field setup 

Transient tests have been executed on the iron TM that supplies the city of Trento in the northeast of 
Italy. Such a pipe, managed by Novareti S.p.A., connects the “Spini” well-field (Figure 3a) to the “10000” 
reservoir (Figure 3b).  
 

  
Figure 3 Trento supply system: a) the collecting pipe at the “Spini” well-field, and b) the manoeuvre chamber 

at the “10000” reservoir. 
 

After the transient tests (Meniconi et al., in press), the water utility technicians executed a strong survey 
of the TM, and the resulting schematic of the system is reported in Figure 4. The main pipe (bold line in Figure 
4) – with a nominal diameter of DN500, internal diameter D = 506.6 mm and wall thickness e = 4.19 mm – has 
a total length of 1321.97 m. Moreover, the in-line valves 3, 12, 21 24, and 32 are fully open and the short 
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branches, indicated in Table 1, connect the main pipe to dead ends. Particular attention has to be devoted to 
branches 15-16 and 16-34. In fact, in the preliminary analysis (Meniconi et al., in press), valve 16, at a 
distance of 2.96 m from the main pipe, was considered closed by the technicians, since node 34 is a well (the 
“San Lazzaro2” well) that is disused.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 Schematic of the Trento supply system: the main pipe is highlighted by a 
bold line, whereas valves and connections are indicated in green and red, respectively 

(s = spatial coordinate, starting at the “Spini” well-field).  
 

Table 1.Trento supply system: characteristics of the branches. 
Node 

i 
Node 

j 
D (mm) L (m) Pipe material 

4 6 150 1.723 IRON 

5 8 506.62 3.105 IRON 

8 7 506.62 1.803 IRON 

8 9 200 2.741 IRON 

10 11 506.62 3.552 IRON 

13 14 80 0.72 IRON 

15 16 246.8 2.96 HDPE 

16 34 246.8 15.54 HDPE 

17 18 100 1.118 IRON 

19 20 506.62 3.023 IRON 

22 23 200 2.979 IRON 

25 26 506.62 6.8 IRON 

27 28 150 1 IRON 

29 30 200 0.765 IRON 
 
2.2 Field tests 

As indicated in Figure 4, the PPWM has been installed at a distance of 13.8 m from the “10000” reservoir, 
and has been connected to the main pipe by a short connection pipe (about 1 m long) and 1/2’’ valve (CV in 
Figure 5); the pressure inside the PPWM is set by means of a compressor (C in Figure 5). The manual and 
fast opening of such a valve allows injecting a quite sharp pressure wave into the system. Two piezoresistive 
transducers have been installed at the PPWM and immediately upstream of the CV (section M of Figure 4), 
respectively: the first one is to check the pressure at the device, and the second is to measure the injected 
pressure wave. Just before the transient test, the TM has been isolated by closing the valve just upstream of 
the "10000" reservoir – not indicated in Figure 4 – and stopping the pumping group at the well-field. 
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As an example of the executed tests, in Figure 6, the acquired pressure signal at section M is reported. 
Before the test starts, the pressure at the PPWM (= 316.33 m s.l.m.) was set at a value larger than that in the 
pipe (= 268.19 m s.l.m.). Then, since the CV can be opened quickly (the maneuvering time is about 0.09 s), a 
sharp and small pressure wave, F1 (= 0.87 m), was injected into the pipe travelling with a velocity equal to the 
water hammer wave speed, a. The repeatability of tests has already been proven and discussed in Meniconi 
et al. (in press).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 Schematic of the PPWM with the 
connection to the main pipe.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 Transient test executed in the Trento supply system: 
experimental pressure signal acquired at section M (node 31) of 

Figure 4. 
 

At any singularity (e.g., junctions, valves, dead ends, reservoirs) or anomaly (e.g., leaks, partial 
blockages, illegal branches, valves certified closed but open or vice versa) the injected pressure wave gives 
rise to a reflected, f1, and one or more transmitted waves, Fi (with i = 2…n and n = number of branches 
connected to the singularity). The presence of a discontinuity in the pressure signal due to the reflected ore 
transmitted pressure waves allows in detecting the anomaly. To define the behavior of the anomaly and to 
detect it, it is useful to introduce the dimensionless reflection and transmission coefficients, CR and CT, defined 
as: 
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Just to give some examples, under the hypotheses of a frictionless fluid and instantaneous maneuver, at 
a dead end: 

 
ோܥ ൌ ൅1, ்ܥ		 ൌ 	0                                                                        [2]   
       

 In other words, the reflected pressure wave is equal to the incident one; and at a junction with n = 3: 
 

CR = 
A1 a1⁄ -A2 a2⁄ -A3 a3ൗ

A1 a1⁄ +A2 a2⁄ +A3 a3⁄
, CT = 

ଶA1 a1⁄

A1 a1⁄ +A2 a2⁄ +A3 a3⁄
                                              [3] 

 
where A is the pipe area, whereas the subscripts indicate the branches. In Table 2, the theoretical values of f1 
are indicated for all the junctions of the main pipe. 
 

Table 2   Theoretical values of f1, F*, and ∆t for junctions of the main pipe 
(in bold the junctions whose behavior is discussed in detail). 

Junctio
n (#) 

f1 (m) F* (m)  ∆t (s) 

4 -0.04*F1 +0.16*F1 0.003 

5 -0.33*F1 +0.89*F1 
5->8->7 and return: 0.009 
5->8->9 and return: 0.011 

10 -0.33*F1 +0.89*F1 0.007 

13 -0.01*F1 +0.05*F1 0.001 

15 -0.24*F1 +0.73*F1 
15->16 and return: 0.014 

15->16->34 and return: 0.092 
17 -0.02*F1 +0.07*F1 0.006 

19 -0.33*F1 +0.89*F1 0.006 

22 -0.07*F1 +0.27*F1 0.006 

25 -0.33*F1 +0.89*F1 0.013 

27 -0.04*F1 +0.16*F1 0.002 

29 -0.07*F1 +0.27*F1 0.001 
 
3 RESULTS AND DISCUSSION 

It has to be pointed out that in Figure 6, the signal to noise ratio is really high due to both the not so 
smooth manoeuvre – which is manual – and the very small value of the pressure rise. Consequently, the error 
in the discontinuity detection can be really significant. In order to improve the accuracy with respect to the 
time-domain analysis given in Meniconi et al. (2017), the signal of Figure 6 is examined by means of the 
wavelet transform (Meniconi et al., 2015). The singularities of the signal correspond to chains of maximum 
local moduli of the wavelet transform, indicated in Figure 7b by dash-dotted lines.  

The wavelet transform allows pointing out several discontinuities: among the others, the first one is 
definitely due to the manoeuvre and happens at t = 0.237 s. The wave caused by the arrival at section M of 
the pressure wave reflected by the “Spini” well field has to be summed to the one reflected back by the closed 
valve at the “10000” reservoir, since the distance between section M and such a reservoir is very small. A 
clear increase in pressure, started at t = 2.741 s, is evidenced by wavelet transform. By associating such a 
singularity to the overlapping of these two waves, the resulting pressure wave speed of the main pipe can be 
estimated; the resulting value of a (= 1055.88 m/s) is compatible with the mechanical and geometrical 
characteristics of the pipe. During the test, the pumps at “Spini” well-field are stopped, and the activation of 
the check valves is not assured since the wave generated by the PPWM causes a negligible inverse flow (of 
the order of 10-3 m3/s). Consequently, in terms of boundary conditions, the well-field does not behave exactly 
as a dead end, and then causes a pressure rise smaller than the theoretical value. 

By considering the obtained value of a for all the iron pipes of the system, and a representative value of 
400 m/s for the 15-16 and 16-34 HDPE branches, it is possible to evaluate the theoretical values of the first 
reflected pressure waves, f1, at the junctions that connect the main pipe to the dead ends. For a given 
junction, the wave F* arrives at section M after a time lag, ∆t, with respect to the arrival of f1 (Table 2). Such a 
wave is the result of the first transmission of F1 towards the dead end, the successive reflection from the dead 
end, and the final transmission towards section M.  

If the value of ∆t is significantly smaller than the maneuver duration (about 0.09 s), the arrivals of f1 and 
F* (that are opposite in sign) at section M cannot be distinguished. In addition, the successive reflections and 
transmissions of waves at junctions and dead ends can cancel each other. For this reason, only the junctions 
that cause very large values of f1 and F* but only with a very large value of ∆t, can cause discontinuities in the 
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pressure signal. By analyzing Table 2, the junctions with these characteristics are #25, and #15. On the 
contrary, due to the complexity of connected branches, for junction #5 a withdrawal of effects can be 
expected.    

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 Transient test executed in the Trento supply system: a) experimental pressure signal of Figure 6; b) 
wavelet transform in the scale-time domain. 

 
At t = 0.798 s, the wavelet analysis points out the second chain of extreme values, even if the 

corresponding discontinuity is not clearly visible by eye in the pressure signal. This chain can be associated to 
the wave reflected by junction #25. By assuming such an instant of time as a reference, the estimated 
distance of junction #25 from section M is 296 m (instead of 280 m), with an error of 5.68% that can be 
ascribed to the small value of ∆t.  

A further clear discontinuity is pointed out at 1.755 s and it is due to the wave reflected by junction #15. 
The estimated distance of junction #15 from section M is 801 m (instead of 814 m), with an error of 1.63%. 
Such an error is smaller than the one (= 2.44 %) evaluated in the time domain in Meniconi et al. (2017).  

The successive discontinuity at t = 1.85 s corresponds to a singularity at a distance of 19 m from junction 
#15. A further check of the water utility technicians reveals that the valve #16 is not closed and such a 
discontinuity is caused by the reflection at node #34, at a distance of 18.5 m from junction #15 (the error in the 
localization of this node is 2.70%). 
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ABSTRACT 

Most of the literature on the transient response of polymeric pipes concerns the case of a single pipe; on the 
contrary, in very few cases, more complex pipe systems are considered. In this paper, the effect of the leak 
size on the value of the parameters of a Kelvin-Voigt (KV) single element model was examined. Specifically, 
the values of the KV parameters – i.e., the Young and dynamic modulus of elasticity, and the retardation time 
of the viscous damper of the KV element – obtained for the case of an integer pipe, were used to simulate 
transients in a pipe with a leak. The results of such a preliminary analysis indicate that the performance of the 
numerical model deteriorates with increasing the leak size. 

Keywords: Leak pressurized pipe; transient; polymeric pipes; viscoelasticity. 

1 INTRODUCTION 
Most of the literature about the simulation of transients in polymeric pipes by means of 1-D models 

focuses on the optimal number of the conceptual elements (i.e., springs and dashpots) and numerical 
procedures to use for evaluating their parameters – retardation time and elastic modulus – within the Kelvin-
Voigt (KV) approach (e.g., Weinerowska-Bords, 2006). Moreover, attention has been mostly paid to the 
transient behavior of single pipes for which it has been recently pointed out the dependence of the retardation 
time on the pipe length (Pezzinga et al., 2016). Only in few cases, the effect of the configuration – as in 
Ferrante et al. (2009) and Evangelista et al. (2015) for Y systems – and a singularity – e.g., a partially closed 
in-line valve (e.g., Contractor, 1965; Meniconi et al., 2011) and a partial blockage (e.g., Meniconi et al., 2013a; 
Mohapatra et al., 2006) – has been explored. 

As a concise state-of-the-art, it can be affirmed that the use of KV models in the design phase is still not 
straightforward because of the unknown role played by the pipe geometrical characteristics. Even less 
awareness exists in the check procedures in which the effect of a possible fault – e.g., a leak or a partial 
blockage – on the transient response is known mainly from the phenomenological point of view (i.e., it causes 
a larger damping of the pressure peaks with respect to the intact pipe).   

The aim of this paper – an extension of the preliminary analysis reported in Meniconi et al. (2013b) – is to 
test whether leak size affects the value of the KV parameters obtained for the same but leak-free pipe. The 
analysis is based on the results of experimental runs executed at the Water Engineering Laboratory (WEL) of 
the University of Perugia (Italy) and the numerical simulations given by a previously refined 1-D model 
(Meniconi et al., 2014). 

2 MATERIALS AND METHODS 

2.1 Laboratory tests 
Experiments were carried out at WEL. The laboratory set-up consists of a high-density polyethylene 

(HDPE) pipe (length L = 166.28 m, internal diameter D = 93.3 mm, and wall thickness, e = 8.1 mm), which 
was connected to a pressurized tank (Figure 1), in which the pressure is generated by a pump. A pneumatic 
valve placed at the downstream end section was used to generate fast closure transients (MV in Figure 1). A 
device (Figure 2a) placed at a distance equal to 138.58 m from the maneuver valve simulated a rectangular 
leak. Both MV and the leak discharge into the atmosphere. During tests, for a given value of the pre-transient 
flow discharge, Q0, four leaks of different area, leak, (Table 1) were installed by changing the steel plate with 
orifices of rectangular shape (Figure 2b). The values of the leak effective area, leak, reported in Table 1 were 
obtained by means of preliminary steady-state tests.  

During transient tests, the pressure time-histories (pressure signals, H) were acquired at 1024 Hz by 
means of piezoresistive transducers placed at the supply tank, sections UL and DL and just upstream of the 
maneuver valve (section MS in Figure 1). The pre-transient discharge and water temperature were measured 
by means of a magnetic flow meter and digital resistance thermometer, respectively.  

As an example of the four executed tests, in Figure 3, the pressure signals measured during test no. 2 
are reported. According to literature (e.g., Brunone and Ferrante, 2001; Covas et al., 2004), pressure wave 
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reflected by the leak gives rise to a pressure drop in the pressure signals measured at sections DL and MS, 
HDL and HMS. Moreover, due to the total flow stoppage caused by the complete closure of the maneuver valve, 
the pressure at the tank, HT, increased during the tests, according to the pump characteristic curve. 

Figure 1  Sketch of the experimental set-up at the Water Engineering Laboratory (WEL) of the University of 
Perugia, Italy (T = tank, UL, DL, MS = pressure measurement sections upstream of the leak, downstream of 

the leak, and immediately upstream of the maneuver valve, L = leak device, and MV = maneuver valve). 

Figure 2 Device simulating the leak: a) branch of pipe with the leak; b) steel plates with the orifice of 
rectangular shape. 

Table 1   Parameters of the laboratory tests. 
Test 
(no.) 

Pre-transient 
discharge, Q0 

(L/s) 

Orifice area, 
leak (mm2) 

Leak effective 
area, leak (m2)

1 4.75 52.52 3.36 10-5 

2 4.75 116.64 6.80 10-5 

3 4.75 187.64 8.26 10-5 

4 4.75 232.46 1.85 10-4 

a) b) 
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Figure 3 Pressure signals, H, acquired during test no. 2 of Table 1. 
 
2.2 Numerical model 

The 1-D model used to simulate transients in polymeric pipes includes the momentum equation: 
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where A = pipe cross-section area, g = gravitational acceleration, ρ = fluid density, w = wall shear stress 

= ws + wu (with the subscript s and u indicating the steady- and unsteady-state component, respectively), s = 
axial co-ordinate; and the continuity equation: 
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where r = retarded strain, and a = pressure wave speed. The unsteady-state wall shear stress component, 
uw, is evaluated within the Instantaneous Acceleration Based (IAB) approach (Brunone et al., 1995; Brunone 
and Golia, 2008): 
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where kuf = unsteady friction coefficient, V = mean flow velocity, and sign(VV/s) = (+1 if VV/s  0 and -1 if 
VV/s < 0). 

In this paper, a single element KV model was used with the viscoelastic behavior simulated by means of 
a viscous damper and an elastic spring connected in parallel and jointed to a simple elastic spring in series. 
As a consequence, the third term of Eq. [1] is described by the following relationship:  
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where  = circumferential stress (= ψpD/2e, with ψ = dimensionless parameter that takes pipe size and 
constraints into account, and p = internal pressure), Er = dynamic modulus of elasticity, and Tr = retardation 
time of the viscous damper of the KV element. The elastic strain, εel, of the spring is given by: 
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where the Young modulus of elasticity, Eel, is linked to the pressure wave speed, a, by 
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with k = bulk modulus of elasticity.  
By means of the calibration procedure executed for an intact pipe and described in Meniconi et al. 

(2012), the following values of the parameters were obtained: ψ = 1.2535, Er = 8.10 109 N/m2, Tr = 0.15 s, and 
Eel = 2.20 109 N/m2. The unsteady friction coefficient, kuf ( = 0.0015), was evaluated on the basis of the plots 
proposed by Pezzinga (2000) whereas the pressure wave speed (a = 377.15 m/s) was obtained by measuring 
the pipe characteristic time given by the pressure signals.  

As a boundary condition at the leak, the following relation ship was considered: 

ܳ௟௘௔௞ ൌ ௟௘௔௞ܪΣ௟௘௔௞ඥ2݃ሺߤ െ    ௟௘௔௞ሻ       [7]ݖ

with z = elevation. To take into account of the mentioned pressure rise at the supply tank, the pressure signal 
acquired at the tank during the test was assumed as a known boundary condition. 

3 NUMERICAL SIMULATIONS AND DISCUSSION 
Transients of Table 1 were simulated by assuming the same values of the parameters obtained for the 

integer pipe. The aim of such a preliminary test is to check the influence of the leak size on the transient 
behavior of the HDPE laboratory pipe or rather to verify whether the values of the KV model, which allow 
simulating properly the transient response of a leak-free pipe, still perform properly when transients happen in 
a leaky pipe. In Figure 4, the numerical, Hn, and experimental, He, pressure signals are compared for tests of 
Table 1. Such plots show that the quality of the numerical simulation is reasonably good for the case of the 
smallest leak (test no. 1 in Figure 4a) whereas it gets worse and worse with increasing leak size. It is worth 
noting (Table 1) that in the executed tests, leak effective area, leak, varied between 3.36*10-5 m2 and 1.85 
10-4 m2, with an increase of an order of magnitude.

 

 

Figure 4 Numerical, Hn, vs. experimental, He, pressure signals. 

According to Figure 4 plots, it can be stated that, as for tests in which different pipe lengths were 
considered (Pezzinga et al., 2016), the values of the KV model parameters depend on the geometrical 
characteristics of the examined pipe system. For the tests of Table 1, the "geometrical" difference is given by 
the presence of the leak that may (for the larger values) or may not (for the smaller values) divide the pipe into 
two branches (i.e., the one upstream of the leak and the one downstream of it) from the viscoelasticity 
modeling point of view. Such two branches behave differently with respect to the leak-free pipe with a larger 
length. 

In the successive phases of the analysis, further tests are needed to determine the critical size of the 
leak, which influences significantly the transient behavior of the pipe as well as the possible influence of the 
functioning conditions. 
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ABSTRACT 

Transient mitigation in pumping mains may require the use of devices such as air chambers/ vessels, open 
surge tanks, air/vacuum valves, pressure relief valves, etc. Selection and design of suitable transient mitigation 
devices are dictated by the severity of transient causing events. The design of these systems is a challenging 
problem and selection, installation, and operation of these hydraulic devices depend on the layout, alignment, 
pipe and pump characteristics and flow rates. The paper presents a regression based artificial neural network 
(ANN) model for investigating optimized design variable of air chamber (air volume and chamber volumes) from 
the system parameters viz., pipeline length, pipe diameter, flow velocity, friction factor, wave celerity, maximum 
and minimum pressure heads. The system parameters were used as input variables and the corresponding air 
chamber volume as output variable to train the neural network model. The training has been done by feed 
forward, back propagation algorithm. The developed model has one input layer (8 system parameters), ten 
hidden layers (log sigmoid function) and one output layer (air chamber volume). A case study of pumping main 
of J.C.R. Devadula Lift Irrigation Project, India is presented. The neural network model simulations were 
compared with the sizes obtained from the results of commercial water hammer software and observed that 
ANN models provide economical sizes.  

Keywords: Air chamber; transient pressures; mitigation; pumping main; ANN. 

1 INTRODUCTION 
Air chambers or air vessels are also known as closed surge tanks and are effective in protecting pipe 

system against negative as well as positive transient pressures. The typical shape of an air vessel can be found 
in Wylie et al. (1993); Stephenson (2002); Zaki and Elansary, (2011), which consists of three components (i) 
the vessel (ii) the connector pipe and (iii) inlet and outlet orifices controlling flow to and from air vessel. The 
design variables for optimal sizing of air vessels include:  total volume of air vessel, initial gas volume, inflow 
resistance, outflow resistance (R), and a polytrophic exponent. The outflow resistance (R) can be defined as by 
Eq.[1].  

2/R H Q  [1] 

Where, ∆H = head drop in m; Q = flow rate in m3/s. The resistance (R) is correspond to the orifice sizes 
(and pipe diameters) that are provided for inflow and outflow from pipe system to air vessel. Inflow resistance 
governs the rate of flow into the pipe system where as outflow resistance governs the rate of flow into the air 
vessel. Value of polytrophic exponent or the gas expansion constant has significant influence on the required 
air vessel size. The air vessel design problem can be stated as a constrained optimization problem in which 
objective is to find total volume of air vessel and initial air volume and the constraints to be considered as range 
of negative and positive water hammer pressures. For a typical cylindrical and vertically mounted vessel, the 
design variables are vessel volume C = hS, and initial air volume, which can be given by the initial height of air 
into the vessel(ZR). The following physical, functional and fluid parameters dictate the size (volume) of air vessel 
for given problem. (i) Physical parameters of the pipe:  static or geometric elevation to overcome-H, Length-L, 
diameter-D, friction factor-f; (ii) Fluid-pipe mixed parameters: celerity of the pressure wave-a, (iii) Parameters 
related to the steady-state velocity- VR, (iv) Functional parameters that represent the extreme piezometric heads 
or pressures desirable at the upstream (without loss of generality) end- Hmax and Hmin. 

There is no explicit and direct relationship between these parameters and the size of air vessel required. 
Several approaches based on different tests and heuristic criteria can be found in the literature. However, 
professionals find that air vessel optimization is usually a trial and error process, generally performed by using 
a transient simulation software package. This eventually, provides the minimum air vessel volume required so 
that the maximum and minimum developed pressures at the pumping station do not exceed Hmax and Hmin,
respectively. A neural network that encapsulates this unknown trial and error process from a relevant number 
of cases, already solved, that allows to directly obtain the minimum air vessel volume required. As a tool to 
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determine such a volume, it represents an important time saving aid for users. Eq. [2-3] represents basic water 
hammer equations (Wood et al., 2005; Almeida and Koelle, 1992; Wylie and Streeter, 1993).  
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Where Q = flow rate, H = pressure head, f(Q) = friction slope expressed as a function of flow rate, A = pipe 

flow area, a = pipe celerity or wave speed, g = gravitational acceleration, x and t the space-time coordinates. 
Advective terms are neglected in the above equations as they are negligibly small for most water distribution 
problems of practical importance. Solution of Equations [1] and [2] with appropriate boundary conditions will 
yield head (H) and flow (Q) values in both spatial and temporal coordinates for any transient analysis problem.  
The above equations are first order hyperbolic partial differential equations in two independent variables (space 
and time) and two dependent variables (head and flow). Many studies on surge mitigation devices can be found 
in the literature which include: Izquierdo et al. (2006), Lee (1998), Stephenson (2002), Kim (2008), De Martino 
and Fontana (2012), Zaki and Elansary (2011), Yu et al. (2011), Di Santo et al. (2002), Ramalingam and 
Lingireddy, S. (2014), Ze-xuan and Keat (2003) and Ramos et al. (2004).  
 
2 NEURAL NETWORK MODEL 

The multilayer perceptron(MLP) is one of the most widely used feed forward artificial neural networks. This 
network consists of a layer (input layer) of inputs, xi, another layer (output layer) of outputs, zK, and one or more 
intermediate layers (hidden layers) which takes into consideration only one hidden layer with outputs noted by 
yJ, and only one unit (neuron) in the output layer. Each unit of the hidden and output layers has a function 
assigned, f, (which may be non-linear), called transfer or activation function, such as a sigmoid or a hyperbolic 
tangent, etc.  

The most frequent learning method for the multilayer perceptron is called “generalized delta rule” or “back 
propagation” of error. This type of   learning is called supervised since to be performed, it is necessary to provide 
the network with the correct answer that the output layer has to produce for a number of cases that are already 
solved. For the network to learn correctly, the output ZK produced by the network should be close to the correct 
response, tK, called target, which will be provided to the network during the learning phase. This is achieved by 
adjusting the weights associated to the links (synapses) between units (neurons) and the links between certain 
inputs in the units called biases. We will call wJI the weights of the hidden layer and w, those of the output layer.  
The biases will be, ′ . The performance of the network can thus be expressed by Eq.[4]. 
 

Being the activation function of a sigmoid, such as the following:  
  

1
( ) ( ) tanh(x)

1 x
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                        [4] 

 
The generalized delta rule performs the adjustment of the weights by calculating the value of the error for 

a specific input and then transfers it, by back propagation(BP), to previous layers, so that each unit adjusts its 
associated weights to minimize an error function These steps are repeated for each input pattern of the so-
called training set, what is known as online learning. Alternatively, if the updating of the weights is performed 
upon presenting all the training patterns to the network, the process is known as batch learning. In any case, 
the error function decreases gradually and the network learns.  Given an input pattern xV (v =1,..., p), the 
components of the network output, zv are given by If tv is the target, the correct output, corresponding to xv, the 
function to be minimized. 
 

The mean square error can be expressed by Eq.[5]; 
 

21
( , , , ) ( )

2ij j KJ K v rv K
E W W t Z                          [5] 

 
The minimization can be performed by means of different algorithms, which range from simple gradient  

descent  algorithms, to conjugate gradient methods,  second  order Newton, which do not require the Hessian 
matrix, and the Newton method itself . The next section describes the methods used and their capabilities to 
solve the problem under study. There are several error minimization algorithms (2) that allow the progressive 
adjustment of the weights in the learning process. For this work, we have used some of the functions of Matlab® 
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Toolbox, nnet. The convergence rate of the deferent algorithms depends on the technique used and it is closely 
related to the mathematical foundations based on network design.  
 
net=newff(minmax(Pn[nn1,nn2,1], {tansig, tasig, purelin}, trainlm); 
net. trainparam. show      =50; 
net. trainparam. epoches  =2000; 
net. trainparam. goal       =1e-5; 
for i=1:2; 
net. layers{i}.initFcn =initwb; 
net. biases{i}.nitFcn =rands; 
end; 

 
Once the training data have been correctly loaded in the working space, any of the functions implemented 

by Matlab must be fed with a number of parameters defining; (a) The design of the network structure and (b) 
The training algorithm. A typical set of commands to perform these tasks is shown above. 

The first command creates the neural network ready to be trained within the object net. In the example 
corresponding to the figure, the network is created with three layers; the first one has nn1 neurons, the second 
nn2 and the third 1. Vector minmax(Pn) contains the maximum and minimum values of each one of the input 
data. The transfer functions are tansig in the first two layers and linear (the identity functions) in the output layer. 
The training function used in the example, trainlm, implements the Levenberg–Marquardt algorithm.  

Once the network structure has been created, some parameters associated to the training function are 
initialized., in particular, defines the number, show, of iterations between two consecutive displays of the training 
status; the total number of iterations, epochs, which will be performed in the process; and a level, goal, of the 
error function value (2) to drop below. The two latter are mechanisms to stop the learning process. Next, it is 
performed the initialization of the network weights to random values ranging from -1 to 1. Different initializations 
were performed and very close behaviours of the network were obtained. Finally, the training function, train, is 
called by passing to it the object net, which defines the network, and the matrices that contain the inputs, Pn, 
and the targets, Kn, which will be used to carry out the learning. According to this basic procedure, several trials 
have been performed with different networks, changing the number of layers, the number of neurons per layer 
and the training function. With regard to the training function, the best results have been obtained, as would be 
reasonably expected, with some functions that implement the most powerful optimization techniques. As far as 
first order methods concern, the conjugate gradient in its Polak–Ribiere version (traincgp) has shown excellent 
performance. As for second order methods, the Levenberg–Marquardt (trainlm), which allows quadratic 
approach, and therefore is a Quasi Newton method, although it does not require the calculation of the Hessian 
matrix, presents also an excellent behaviour (Mowlali, 2014).  
 
3 DATA ANALYSIS 

As mentioned above, to train the network, we used a set of data from almost 150 real cases previously 
studied that had been recorded, and other 150 simulations specifically performed to cover cases not taken into 
consideration in those cases. On the other hand, a set of data was completed with another 150 patterns obtained 
from the Graze and Horlacher’s charts. These data were shuffled and distributed into three parts: training, 
validation and test data. The networks response can be assessed to a certain extent by the errors provided by 
the test data. The response for the test data has been perfect, as stated above. Nevertheless, it is interesting 
to study with more detail the networks response. One possibility is to carry out a regression analysis to assess 
such response. All the training, validation and test data were used and a regression analysis between the values 
used and the networks output performed. The Matlab toolbox nnet also provides an Appropriate tool: the postreg 
function. 

a) Before doing the ANN the entire input and target data were normalised in between 0 and 1 using Eq.[6]. 
 

( )*( )

( )
a b

a b

R R P A
P R

B A

  
   

                        [6] 

 
Where; Pa is a matrix of normalized data; Ra is 0.9 and Rb is 0.1; P is a matrix of raw data; A is minimum 

value of matrix P; B is maximum value of matrix P. 
b) ANN is performed by using MATLAB. In this study, 75% of the data were used as training and 30% data 

used as testing and validation data.  
c) In the present study, feed forward back propagation network is used.  
d) MATLAB provides built-in transfer functions which were used in this study; linar (purelin), Hyperbolic 

Tangent Sigmoid (logig) and Logistic Sigmoid (tansig). 
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4 MODEL APPLICATION TO STUDY AREA 
J. Chokka Rao Godavari Lift Irrigation project has been envisaged to lift 14m3/s of River Godavari water 

to EL. 308 m & partly up to EL. 540 m to irrigate approximately 0.285 Lacks Acres (114 Hecatres) of Command 
area. Project Envisages Lifting of water from Godavari River at Gangaram village, Eturnagaram, Warangal 
District in Telangana state in 7 stages with water conductor system 200.340 Kms approximately, long steel 
pipelines connecting 8 Nos. of existing tanks (i) intake to Dharmasagar via, Bhimghanpur, Salivagu (ii) from 
R.S. Ghanpur to Chittakodur via, Aswaraopalli, (iii) from Dharmasagar to Tapashpally via, Gandiramaram, 
Bommakur. The longitudinal alignment of pipeline and steady state HGL for the lift project is shown in Figure1. 
A model was developed (Mowlali 2014) based on the input data used for the training of neural network model. 
In this model grid (80x 2030), based key parameters were used as input. It was normalized by using the following 
normalizing factor. The neural network toolbox in Matlab 7.0 is used for training. The Neural Network model is 
three layered network with eight inputs, one hidden layer, the hidden layer consist of ten neurons to that of one 
in the output layer as shown in Figure2. The training was done by feeding forward back propagation algorithm. 
Back propagation algorithm updated the network weights and biases in the direction in which the performance 
function decreased most rapidly. One iteration of this algorithm can be written as Eq.[7].  

 

1 kk k kX X g   [7] 

 
Where XK is a vector of current weights and biases, gk is the current gradient, and ais the learning rate. 

There are two different ways in which this gradient descent algorithm can be implemented incremental mode 
and batch mode. In the incremental mode, the gradient is computed and the weights are updated after each 
input is applied to the network. In the batch, mode all of the inputs are applied to the network before the eight 
are updated.  TRAINLM was used as training function for the network; TRAINLM is a training function that 
updates weights and bias values according to back propagation. Trainlm can train any network as long as its 
weight, net input, and transfer functions have derivative functions. Back propagation is used to calculate 
derivatives of performance with respect to the weight and bias variables X. Each variable is adjusted according 
to Eq.[8].  
 

* (gX)dX deltaX sign                   [8] 

 
Where the elements of deltaX are, all initialized to delta0 and gX is the gradient. At each iteration, the 

elements of deltaX are modified. If an element of gX changes signs from one iteration to the next, then the 
corresponding element of deltaX is decreased by delta dec. If element of gX maintains the same sign frm one 
iteration to the next, then the corresponding element of deltaX is increased by delta Inc. Log-Sigmoid transfer 
is used by the neurons to generate the output. The function log sigmoid generates output between 0 and as the 
neuron net input goes from negative to positive infinity as shown in Figure2. The performance of training data 
was compared by using sum squared error. The targeted error was set to zero. The network was simulated by 
using testing data and the generated data were compared to observed data at each location by calculating 
Regression coefficient.  Now the network is ready to be trained. The samples were automatically divided into 
training, validation and test sets. The training set was used to teach the network. Training continues as long as 
the network continues improving on the validation set. The test set provides a completely independent measure 
of network accuracy. The NN Training Tool shows the network being trained and the algorithms used to train it. 
It also displays the training state during training and the criteria which stopped training will be highlighted in 
green. The buttons at the bottom open useful plots which can be opened during and after training. Links next to 
the algorithm names and plot buttons open documentation on those subjects. 

To see how the network's performance improved during training, either click the “Performance" button in 
the training tool, or call PLOT PERFORM. Performance is measured in terms of mean squared error, and shown 
in log scale Figure 3. It rapidly decreased as the network was trained. Performance was shown for each of the 
training, validation and test sets. The regression plot is shown in Figure 5. The version of the network that did 
best on the validation set was after training. Another measure of how well the neural network has fit the data is 
the regression plot. Here the regression was plotted across all samples. The regression plot shows the actual 
network outputs plotted in terms of the associated target values. If the network has learned to fit the data well, 
the linear fit to this output-target relationship should closely intersect the bottom left and top-right corners of the 
plot. If this is not the case then further training, or training a network with more hidden neurons, would be 
advisable (Mowlali, 2014). 
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Table 1. Data for Pumping Main 

Design discharge  14 m3/s 
Pumping main length 38252m 
Diameter and thickness of pumping main Diameter=3m, Thickness=16mm 
Pipe material Steel 
Internal lining material Epoxy 
External coating/guniting thickness  25mm 
Low water level and minimum water level at intake 
reservoir 

+71.0m and  +93.5m 

Discharge level at upper reservoir  +166.94m 
Number of parallel pumps 2 
Pump rated head and rated discharge Head=131m, discharge=7m3/s 

 
Table 2. Data and results from ANN Model 

Chain 
distance 
of 
pumping 
main 
(m) 

Input 1 Input 2 Input 3 Input 4 Input 5 Input 6 Input7  Input 8 Output 

Elevation 
(m) 

Transimi
ssion 
length 

(m) 

Diameter 
(m) 

friction 
factor (f) 

Wave 
celerity, 
C, (m/s) 

Velocity, 
V (m/s) 

 

Hmax (m) Hmin (m) Optimal 
airvessel 
volume 

(m3) 

0 134.5 38252 3 0.01 837.64 1.98 210.06 97.33 377.9 

0 132 38252 3 0.01 837.64 1.98 210.06 97.33 375.7 
35.8 132 38252 3 0.01 837.64 1.98 210.02 94.89 375.7 
4972.8 118.7 38252 3 0.01 837.64 1.98 204.45 136.36 371.9 
9945.5 116.1 38252 3 0.01 837.64 1.98 198.53 139.87 359.4 
15109.5 117.6 38252 3 0.01 837.64 1.98 191.99 140.82 341.9 
20273.6 123.3 38252 3 0.01 837.64 1.98 184.24 137.25 323.0 
25246.3 118.5 38252 3 0.01 837.64 1.98 178.18 159.09 307.9 
30984.1 115.0 38252 3 0.01 837.64 1.98 173.22 168.91 294.0 
35765.6 114.7 38252 3 0.01 837.64 1.98 169.09 165.01 281.6 
38252 118.2 38252 3 0.01 837.64 1.98 166.94 166.94 270.7 

 

 
Figure 1. Longitudinal alignment of pipeline and HGL- Intake to Bhimganapuram. 
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Figure 2. Three layered Neural Network model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Log- Sigmoid transfer function. 

 

 
Figure 4. Performance plot. 
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Figure 5. Regression plot. 

 
5 CONCLUSIONS 

A regression based ANN model was developed for sizing the air chamber for mitigating the transient 
pressures in a raising main of water pumping system. The ANN model investigated the optimized values of air 
volume and vessel volumes from the system parameters viz., pipe line length, pipe diameter, flow velocity, 
friction factor, wave celerity, maximum and minimum pressure heads. The system parameters were used as 
input variables and the corresponding air vessel parameters as output variables to train the neural network 
model.  The trained neural network model was applied to large conveyance system in India (JCR Devadula Lift 
irrigation project). The neural network model predictions were compared with the sizes obtained from application 
of commercial software SAP2 (Surge Analysis Package version2.0) and observed that ANN models provide 
economical sizes.  
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ABSTRACT 

For the sake of simplified geometric model and reducing the amount of calculation, labyrinth seals are usually 
not included in the numerical model of a hydraulic machinery, which consequently affects the results due to the 
regardless of disc friction losses and volume losses, as well as the pressure fluctuation in the labyrinth 
clearances. In this paper, we took all the geometrical details of labyrinth seals into consideration and performed 
multi-flow simulation under the load reduction condition upon a kind of high head Francis turbine using 
commercial software Ansys Fluent 17.0. Dynamic mesh and UDF programs were used to realize the motion of 
guide-vane from 9.84° to 0.8°. Firstly, main parameters of the turbine at reduction-load condition were 
investigated. By comparing numerical results and testing data, we found that calculation values of both torque 
and discharge were slightly less than the model test with the average value 20 N.m and 10 kg/s, so gap flow 
through the labyrinth seals needed to be conducted. Secondly, by comparing consequences of Francis turbine 
with and without labyrinth, the consideration of gap flows in labyrinth seals was proven to have great significance. 
The prediction of pressure fluctuation of Francis turbine with labyrinth in the vane-less zone and draft tube 
appears more close to the test data. Moreover, the research found that the maximum force on the top cap and 
sudden change of pressure in the gap may increase the risk of turbine-lifting and vibration accidents in a hydro 
plant.  

Keywords: Francis turbine; labyrinth seals; multi-scale; leakage flow; transition process. 

1 INTRODUCTION 
With the development of hydro power station and the maturity of design technology, the research on 

physical fluctuations in the labyrinth seals of Francis turbine have become another hot spot (Schiffer et al., 2017). 
The current research mostly focus on the calculation of steady-state conditions aimed to get more accurate 
parameters (Thapa et al., 2017; Čelič et al., 2015) or detailed parameters (Jakobsen et al., 2017) and research 
the inner flow characteristics (Wang et al., 2014). In fact, leakage flow has been taken into consideration since 
early 20th century (Casartelli et al., 2005; Xiao et al., 2005). In the engineering projects, plant-vibration and 
turbine-lift accidents often prove to be caused by parameter variety in the clearance. For example: dangerous 
vibration accident took place in Tianhuangping Pumped Storage Power Station in China in 2003 which was 
caused by the pressure pulsation in the top cap clearance and was proven that upper labyrinth rings was 
clogged with calcium and the amplitude of pressure pulsation in the top cap clearance even reached 1.5Mpa 
(You et al., 2015). Transition process such as unit-start process and load-reduction process is another important 
factor to be considered in the hydraulic design and optimization of the turbine. The numerical study on the 
transition process of the Francis turbine is effective to monitor the flow characteristics inside the multi-scale 
passages of hydraulic turbine (Zhou et al., 2015; Zhang et al., 2014), which is just the main research content of 
the paper with the purpose to take advantages of multi-scale flow research method to find the changes of flow 
quantities during the transition process, and at the same time benefit the accident diagnosis. 

2 NUMERICAL SIMULATION METHODS 

2.1 Computation domain and meshing schemes 
The numerical calculation domain consists of three parts: the large-scale main passage, the micro-scale 

gap region, and the transition region which connects them smoothly (Figure 1). The main flow passage includes 
a volute region with 14 stay vanes, a guide vane region with 28 guide vanes, a runner region with 15 long blades 
and 15 short blades, and a draft tube region. The micro-scale gap region combines of two parts (Figure 2(a)): 
one is the upper clearance (UC) between the upper surface of the crown and the lower surface of the top cap, 
and the other is the lower clearance (LC) between the lower surface of the band and the upper surface of the 
bottom ring. The transition zone refers to a cylindrical flow passage located between the guide vane outlet and 
the runner inlet with a wall thickness of 0.5 mm, which connects the upper and lower clearance with the main 
passage effectively. In addition, the exact locations of the measurement points VL02, DT05 and P1-P12 are 
shown in Figure 2. 
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Figure 1. Numerical calculation zone. 
 

(a) A partial enlarged longitudinal sectional view of computational domain 

(b) P1-P6 in the upper clearance 

(c) P7-P12 in the lower clearance 
Figure 2. Enlarged clearances and locations of pressure measuring points. 
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Test data is available at http://www.ltu.se/research/subjects/Stromningslara/Konferenser/Francis-99. The 

model (the diameter of the water inlet of model runner: mD 349.01  , designed net head of model turbine:
mHr 12 , designed volume flow rate of model turbine: smQr /2.0 3 ) was obtained by scaling the prototype 

turbine ( mDP 78.11  , mH pr 377 , smQpr /31 3 ) at a ratio of 1: 5.1. The total sampling time of the model test 
is 10s, the sampling frequency is 5000Hz, and the guide vane is closed linearly from 9.84 ° to 0.8 ° in 8 seconds. 
The change of mass flow rate, net head, torque and rotation speed of the runner, the pressure pulsation of the 
measuring point VL02 in vane-less zone and DT05 in the draft tube were monitored. Table 1 shows the 
parameters of model test under the designed load (DL) condition and minimal load (ML) condition. 

 
Table.1. Model test parameters during steady state measurements. 

Parameter DL ML 

Guide vane angle (°) 9.84 0.8 

Net head (m) 11.94 12.14 

Discharge (kg/s) 200 22 

Torque to the generator (N.m) 616.13 11.16 

Runner angular speed (rpm) 332.59 332.8 

Hydraulic efficiency (%) 92.39 20.94 

 
The computation domain was divided into grids by ANSYS ICEM 17.0 and Figure 3(a) shows the schematic 

diagram of grids at the designed point. The structural grid division technique was used in the runner, draft tube, 
transition zone, upper and lower clearance area in order to improve the accuracy and efficiency of the calculation. 
The tetrahedron unstructured grid division technique was used in the spiral casing. The dynamic grid technique 
based on the unstructured grid division can help the guide vane to successfully close from 9.84° to 0.8° under 
the load-reduction condition (Figure 3(b)). 

Independence verification of grid quantity shown in Table 2(a) was based on the evaluation criteria of 
efficiency, and scheme 3 was chosen as the final computational grid. In this scheme, the value of dimensionless 
parameter y+ in the boundary layers of each component was determined: the spiral casing and guide vanes 
with the value of 6.5~89, the runner with the value of 7.5~48, the draft tube with the value of 6~77 and the 
clearance with the value of y+≈1, which satisfied the requirements of wall functions used in the turbulence model. 
Independence analysis of time steps shown in Table 2(b) was based on pressure and torque under the design 
load condition and the ∆t=0.002s was applied as the final time step from the trade-off between the calculation 
time and accuracy. 
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Spiral casing        Guide vanes         Blades and Splitters  

 
 
Upper clearance (UC)    Lower clearance (LC)        Draft tube 

(a) Meshing scheme 
 

  

t = 0s, α = 9.84°          t = 3 s 

                          t = 6s         t = 9s, α = 0.8° 
(b) Grid motion of guide vanes from 9.84°to 0.8° 

Figure 3. Meshing scheme and grid motion of guide vanes. 
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Table 2. Independence analysis. 

(a) Independence analysis of grid number  

Scheme number 1 2 3 4 Test* 

Number of grid cells / N(104) 353 487 660 887 - 

Hydraulic efficiency / ηM (%) 94.3 92.6 91.8 91.9 92.39 

(b) Independence analysis of time step 

Time steps / ∆t (s) 0.01 0.005 0.002 0.001  Test* 

Mass flow rate / Q(kg/s) 188.3 190.1 192.7 193.2 200 

Torque of runner /T(N.m) 488.1 523.2 585.8 590.1 616.1 

 
2.2 Turbulence model 

In this article, transient calculation is the main study method, so the N-S equations based on ALE (Arbitrary 
Lagrange-Euler) method was used as the governing equations for dynamic mesh: 

 

 Continuous equation:       0
t

 
   


v u          [1] 

 

 Momentum equation:       2p
t

   
       


v

v v u v g      [2] 

 
where, v  refers to the fluid velocity vector, u is the grid movement velocity vector, is static pressure, is 
viscosity,  is Hamiltonian operator. 

The SST k-ω turbulence model (Menter, 1994) was used to enclose the governing equations: 
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where, k  is turbulent kinetic energy,   is the rate of dissipation of turbulent kinetic energy,   is turbulence 

frequency, PPk、  are generated terms for turbulence, 1F  is mixed function, k 、 2 、 2 、 2  are the 

empirical coefficients. 
 

2.3 Boundary conditions and solution method 
Ansys Fluent 17.0 was used as the solver. The finite volume method was used for the discretization of 

governing equations. The second-order central difference scheme was adopted for the diffusion term and the 
second order upwind scheme for the convection term. The SIMPLEC pressure-velocity coupling algorithm was 
used for iteration. The boundary conditions were set as: (1) in the steady calculation, the runner was defined in 
the reference rotating frame. In the transient calculation, the rotor part was defined as the rotation mesh. The 
other flow parts were defined in the stationary coordinate; (2) the spiral casing inlet was defined as the pressure 
inlet; the draft tube outlet and the upper clearance outlet were defined as the pressure outlet; (3) the upper 
surface of the crown and the lower surface of the band were defined as the rotation surfaces, and the rotation 
direction and rotation speed were consistent with the rotating wheel; and (4) the guide vanes closed according 
to the defined linear closure law. Surfaces of the guide vanes were defined as the rigid body motion areas, and 
the upper and lower surfaces of the guide vane area were defined as deforming surfaces.  

 
3 NUMERICAL RESULTS OF LOAD-REDUCTION TRANSIENT PROCESS AT SYNCHRONOUS SPEED 

Numerical simulation of the only main passage and the multi-scale passage with seal gaps were both 
conducted at the synchronous speed of 34.85 rad/s. During 0~1s and 8~10s, the guide vanes remained 
stationary; During 1s~ 8s, the guide vanes closed from 9.84 ° to 0.8 ° linearly. 

The calculation time of the main passage was about 500 hours, we monitored the following parameters: 
the mass flow rate of inlet and outlet Q, the torque of runner T, radial force of blades Fr, axial force of blades Fz, 
the pressure of point VL02, and point DT05. The calculation of multi-scale passage cost about 650 hours. More 

p 
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parameters were monitored, which incude the axial forces, of upper and lower surfaces of crown and band 
F1/F2/F3/F4,the axial forces of top cap and bottom ring Ftc/Fbr, mass flow rate of upper and lower clearances, 
pressure of points P1~P6 in upper clearance, and pressure of points P7-P12 in lower clearance.  

 
3.1 Analysis of flow characteristics and forces in the main passage  

From Figure 4, we can obtain the following information: (1) the initial value (0-1s, 190kg/s) and the 
termination value (t＞8s, 20kg/s) of flow calculation are consistent with the initial value (0-1s, 200kg/s) and the 
termination value (t＞8s, 22kg/s) of the model test; (2) the initial value of torque (0-1s, 585Nm) calculation 
agrees well with the initial value of the model test (0-1s, 616Nm). However, the termination value of torque 
calculation (t＞8s, -20Nm) has obvious difference with the test result (t＞8s,11.16Nm). The results of different 
time steps (Table 2) show that the time step has less influence on the prediction accuracy of the flow rate, but 
the sensitivity of the torque to the time step is higher, and we can shorten the time step to improve the torque 
prediction accuracy; and (3) the calculated values of flow and torque are slightly lower than the model test 
values during the whole load-reduction transition process, but the trends of numerical results are consistent with 
the model tests, indicating that the numerical simulation of the multi-scale passage is feasible for predicting the 
variation law of the flow and torque under the load-reduction condition. 

 

(a) Mass flow rate across spiral casing inlet.                  (b) Torque of the runner. 
Figure 4. Numerical simulation and model test results of mass flow rate and torque. 

 
In the Figure 5, the pressure pulsation curves of the two points (VL02 and DT05) may prove the 

consequences below: (1) the calculated static pressure of VL02 is slightly lower than the experimental value, 
and the trend is basically the same. Absolute error between the calculated value and the experimental value is 
about 20kPa and the relative error is about 10%. In addition, the numerical simulation precision of the multi-
scale passage is better than that of only the main passage; and (2) during 0-4 s, the calculated static pressure 
of DT05 is less than the experimental value but there also are some similarities, for example: when t=1s, the 
pressure drop phenomenon is reflected in both of the simulation and test due to the water hammer when the 
guide vanes began to close; During 4-8s, the calculated static pressure of DT05 continues to increase while the 
static pressure in the test shows a trend of decline after 7s. 

 

  (a) Pressure of point VL02 in vane-less zone.            (b) Pressure of point DT05 in draft tube. 
Figure 5. Numerical simulation and model test results of pressure pulsation. 

 
3.2 Analysis of flow characteristics and forces in the clearances 

The analysis of gap flow curve shows: (1) when the size of both upper and lower clearance inlet is as long 
as 0.05mm, the mass flow rate of upper clearance is slightly larger than that of lower clearance; and (2) the 
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fluctuation of discharge across the upper clearance is relatively larger during the load-reduction transition, which 
is due to the larger pressure pulsation in the front of the upper labyrinth ring than that of the lower labyrinth ring. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  Mass flow rate across upper and lower clearance. 
 

The pressure pulsation characteristics of the measuring points in the clearance passage are presented in 
Figure.7 as follows: (1) during t=0~1s in the steady-state of design conditions, and the pressure before the 
labyrinth ring (150kPa) is 50% more than pressure at the beginning of the labyrinth ring (100kPa). The points 
P1 and P2 are neighboring and the pressure difference is about 8kPa. The points P2 and P3 are separated by a 
piece of labyrinth ring cavity and the pressure difference is about 16kpa, indicating that the value of the pressure 
drop linearly with the number of labyrinth ring cavity N. The amplitude of pressure fluctuation before the labyrinth 
rings is greatly more than the amplitude of pressure fluctuation after the labyrinth rings, the amplitude of the 
pressure pulsation decreases gradually after the decompression of each cavity in the labyrinth rings, which is 
due to the consumption of mechanical energy in the form of vortex produced by the gap cavities; (2) at the time 
t=1s, the guide vanes begin to close, pressure in the front chamber of upper clearance and in the upper the 
labyrinth rings suddenly drops down and pressure in the front chamber of lower clearance and in the lower 
labyrinth rings suddenly rises up, which is due to the influence of water hammer. At the same time, this is one 
of the possible factors that lead to the runner-lifting phenomenon; (3) during t=1~8s, the guide vanes are closed 
and the load is reduced during the load-reduction process. The whole load-reduction process can be divided 
into two parts according to the value of pressure: firstly, when t=1~5.5s, the pressure in the upper clearance is 
stable and the pressure in the lower clearance decreases only slightly, and secondly, when t=5.5~8s, the 
pressure both in the upper and lower clearances decreases significantly. The phenomenon is so interesting 
because the decreasing percentage per unit time of guide vane opening has increased; and (4) during t=8~10s, 
the opening angle of the guide vanes is 0.8° and the turbine runs at the minimum load point. The pressure 
pulsation amplitude in the upper and lower clearance is greater than the amplitude during 0-8s, which may be 
due to the flow uncertainty caused by the poor flow regime of the small flow conditions. 

 

(a) Pressure pulsation of upper clearance.              (b) Pressure pulsation of lower clearance. 
Figure 7. Pressure pulsation of the pressure measuring point before and after labyrinth rings. 

 
In Figure 8, we conclude the following variation laws of the radial force: (1) the total radial force of the 

blades is less than 20N, and the radial force decreases with the closing of guide vane. From the component 
stability to t = 6s, the force in X direction is greater than 0 and the force in Y direction is less than 0, so it can be 
inferred that the direction force of the radial force of the runner is directed to the second quadrant, which may 
be caused by the uneven distribution of flow when water flows through the guide mechanism of the turbine; and 
(2) the maximum amplitude (40N) of the radial force fluctuation of multi-scale passage is larger than that of the 
numerical simulation of the main passage (20N). So, if the radial force of the blades is too large, it will cause 
the eccentric movement of the runner or the bending of the main spindle. 
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Figure 8. Numerical simulation of the radial force change of blade surfaces. 
 

From Figure 9, it can be found that the total axial force, except the gravity of the runner, as follows: 750±50N 
in the design condition and 575±75N in the minimal load condition. The total axial force of runner remains 
relatively steady, which is cause by the change law that the axial force on the crown and band is linearly 
decreasing, while axial force the blades is linearly increasing, offsetting with each other. On one hand, the force 
of the blades appears to be a linear-growth trend and there are no obvious differences, whether the clearances 
are included or not. When t < 2.3s, the direction of axial force on the blade surface is vertical downward; when 
t > 2.3s, the direction of the axial force of the blade is vertical upward, which is caused by the different directions 
of torque. The axial force of the blades is more than 1200N, when t = 8s. On the other hand, the surfaces and 
the axial forces of the runner are as follows: the upper surface of crown (-40.4kN), the lower surface of crown 
(35kN), the upper surface of band (-25.6kN), the lower surface of band (32kN), and surfaces of blades (-0.22 
kN). The total axial force of crown and band are 800N/upright in the design condition and 800N/vertical down in 
the minimal load condition. In addition, the axial force of lower surface of top cap is 38.4kN at the design 
conditions, and at the minimum opening conditions, the axial force of lower surface of top cap is 35.4kN/upright. 
During the whole process of load reduction, the axial forces of the top cap are linearly reduced. 

 

(a)Total axial force of blades and runner (gravity not included)* (b)The axial forces of crown and band/top cap. 
Figure 9. Axial forces of runner and top cap. 

*In the figure 9(a), Coordinate ruler for the total axial force of blades on the left while the runner on the right. 
 

4 CONCLUSIONS 
The numerical results of the multi-scale flow of the Francis turbine under the load-reduction condition were 

compared and verified with the test results, and some conclusions can be drawn as follows: 
1. The gap flow rate in both the upper and lower clearance is very small, but the pressure fluctuation in 

the upper clearance is very strong; 
2. When the guide vanes suddenly closed, the pressure in the crown gap suddenly dropped, while the 

pressure in the lower ring gap increased. In addition, when the guide vanes closed to a tiny opening, 
the internal pressure in both clearances sharply decreased; 

3. During the load-reduction process, the axial force of the runner is relatively stable because the axial 
force of the blades increases while the sum of the axial force of the crown and band decreases, and 
the varying trend is the same as the lower surface of top cap. 
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ABSTRACT 

Recently, high frequency acoustic waves (HFW) became of interest to increase the resolution for transient-
based defect detection methods. For this purpose, one has to know how these HFW, which are dispersive 
waves, interact with defects. This paper considers the case of a blockage and studies numerically the scattering 
behaviour of HFW due to a single blockage in pipe system with non-reflective boundaries. For simplicity, 
axisymmetry is assumed and only signals that excite up to two radial modes are considred. Although the paper 
is mainly describing what was obtained from the numerical simulation, it is important to note that the objective 
is to understand the features of the scattering behaviour of HFW from a blockage that could be used for blockage 
detection. The results show that wave scattering increases the dispersion and distortion of HFW. This is because 
the energy of the incoming waves is distributed into multiple transmitted and reflected modes. Moreover, it is 
shown that the plane wave mode is highly affected by the severity of area reduction. The more severe the 
reduction is, the more the energy of a plane wave is reflected. However, radial modes have little interaction with 
the blockage and transmit most of their energy through both severe and shallow blockage cases. 

Keywords: Transient waves; pipe system; wave-blockage interaction; wave dispersion; wave scattering. 

1. INTRODUCTION
Although not well analyzed, there is an implicit recognition in the literature (Lee et al., 2014; Duan et al.,

2011; Louati and Ghidaoui, 2015) that signals with wide frequency bandwidth (FBW) are most suitable for defect 
detection. Lee et al. (2014) recently demonstrated the importance of input signal FBW on pipe condition 
assessment through analytical, numerical and experimental means. The majority of transient wave generator 
technologies used in TBDDM are based on rapid valve closures (Meniconi et al., 2013; Lee et al., 2008; 
Stephens, 2008) or pump operation (Meniconi et al., 2015). The signals induced by valve-type generators induce 
significant loss of water, their signals are too crude, the reflections cannot be distinguished from normal system 
noise and their resolution is too low for localized defects. For example, the so-called rapid valve closure often 
takes about 0.05s to complete. As a result, the wave front is spread over a physical length of about 20 m along 
the pipe and cannot emphasize the effects of leaks and discrete blockages since their length scale is generally 
smaller than this wave front (Zhao et al., 2016). 

Wave theory is widely used to probe and characterize various media and to convey information in various 
applications (e.g., non-destructive material testing, medical diagnostics, and underwater communications), 
where it is well known that the higher frequency of the waves the better is the resolution. Unsurprisingly, similar 
conclusions are found for TBDDM (Lee et al., 2014; Louati and Ghidaoui, 2015). In fact, transient waves used 
for TBDDM cannot resolve scales that are smaller than a/f, where a is the wave speed and f is the frequency. 
For example, Allen et al. (2011) simulated a sudden burst and reported that it could only be located to within ± 
45m (i.e. 90m range) even though the sensor was only 20 m away from the fault. The wave resolution in this 
case was a/f ~ 900/10 ~ 90 m. Similarly, a simulated burst in Hong Kong could only be located to within ± 42 m 
(Hong Kong Water Supplies Department (WSD), private communication), and the wave resolution in this case 
was a/f ~ 1200/10 ~ 90m. In addition, Meniconi et al. (2015) conducted field investigation in the city of Milan 
(Italy) and reported that leaks could only be located to within 800m (Meniconi et al., 2015). Their wave resolution 
in this case was a/f ~ 900/1~900m. 

Moreover, Duan et al. (2011) reported that the more measured eigenfrequencies included into the objective 
function the better is the accuracy given by the inverse optimization technique. This is natural given that higher 
frequencies (i.e., shorter wavelengths) provide higher resolution in defect detection and are better at localizing 
multi-defects with multi-scales.  

However, the use of high frequency waves (HFW) excites radial and azimuthal waves (dispersive waves) 
and they are highly affected by the multipath effect (Rienstra and Hirschberg, 2003). This work studies 
numerically the scattering behaviour of high frequency wave due to the presence of a blockage in an unbounded 
pipe, where the blockage is modeled as a pipe segment with smaller diameter. This work considers only axi-
symetric pipe system, and therefore, blockages are assumed axi-symmetric. Although the paper is mainly 
describing what was obtained from the numerical simulation, it is important to note that the objective is to 
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understand the features of the scattering behaviour of HFW from a blockage that could be used for blockage 
detection. 

2. HIGH FREQUENCY WAVES IN BLOCKED PIPE SYSTEM
At a junction of two pipe segments (see Figure 1), an incident wave is scattered into reflected and

transmitted modes such that the continuity of pressure and velocity is satisfied, and by consequences, the 
energy is conserved (Rienstra and Hirschberg, 2003). This section studies numerically the scattering behaviour 
of high frequency wave due to blockage in an unbounded pipe, where the blockage is modeled as a pipe 
segment (Figure 2). 

Figure 1. Mode matching at discontinuity. 

The three pipe segments in Figure 2 are defined as pipe 1 with length extending from negative infinity to 
junction 2 and diameter D1 = D; pipe 2 with length l2 and diameter D2 < D; and pipe 3 with length extending from 
junction 1 to positive infinity and diameter D3 = D where D is the intact pipe diameter. It was assumed that the 
wave speed (a) was not affected by the change in diameter. Two D2 cases were considered in this section. The 
first case was D2 / D=0.8 and it was referred to as shallow blockage case. The second case was D2 / D=0.4 and 
was referred to as severe blockage case. The incident wave generated at a source located at x=L had a 
waveform as shown in Figure 3 with central frequency, fc = 4000Hz and a narrow FBW [0.9fc to 1.1fc] ≡ [3600Hz 
to 4400Hz].  

A long blockage length l2=100m was considered so that the interaction of the incident wave with the 
blockage could be clearly analysed in two parts. The first part considered the wave scattering at junction 1. The 
second part considered the wave scattering at junction 2. 

Figure 2. Sketch of blocked pipe system in unbounded pipe. 
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Figure 3. Probing wavefrom ( 80  ) (Louati, 2016). (a) Time domain; (b) Frequency domain. 

 
For the shallow blockage case (D2/D=0.8), Figure 4 gives the pressure distribution in the r-x plane where 

only a plane wave mode was generated at the source (Ds=D). Figure 4a is at time before the incident wave 
reached the blockage, whereas Figure 4b is at time after the incident wave reached junction 1 but before it 

reached junction 2. Figure 4b shows that the incident plane wave was scattered into reflected M0 ( 0M0R ) and 

M1 ( 0M1R ) and into transmitted M0 ( 0M0T ) and M1 ( 0M1T ). However, in Figure 5 which shows the severe 

blockage case (D2/D=0.4), only M0 was transmitted through the blockage. The reason for this is that the M1 cut-
off frequency in pipe 2 (i.e. blockage) for the shallow blockage case was (see Louati and Ghidaoui, 2017) 

1 1 2rf a D    ≈ 3800Hz which means that waves propagating at frequencies within [3800Hz to 4400Hz] 

excited M1. However, the M1 cut-off frequency in pipe 2 for the severe blockage case was 1 1 2rf a D    

≈ 7600Hz which washigher than the upper bound frequency content (UBFC) 4400Hz of the incident signal. 
Therefore, M1 in the blockage did not get excited.  
 

 
Figure 4. Dimensionless pressure distribution in the r-x space plane for shallow blockage case where only 

M0 is injected. (fc=4000Hz and L=200m; l2=100m and l3=50m). (a) At time t ≈ 0.2L/a: before the incident 
waves reach the blockage; (b) At time t ≈ 0.5L/a: after the incident waves reach the blockage. 
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Figure 5. Dimensionless pressure distribution in the r-x space plane for severe blockage case where only 
M0 is injected. (fc=4000Hz and L=200m; l2=100m and l3=50m). (a) At time t ≈ 0.2L/a: before the incident 

waves reach the blockage; (b) At time t ≈ 0.5L/a: after the incident waves reach the blockage. 

Figure 6 gives an enlarged plot of the pressure distribution at the time right after the wave interacts with 
junction 1. Figure 6 shows the presence of M1 and a third high mode just to the left and to the right of junction 
1, respectively. These two modes were evanescent; they got excited at junction 1 to conserve the continuity of 
pressure and velocity but they did not propagate along the pipe. They got attenuated over a short range near 
the junction (see Rienstra and Hirschberg, 2003). The scale of attenuation of these evanescent modes is of the 
order of pipe diameter. 

Figure 6. Enlarged plot of dimensionless pressure distribution in the r-x space plane for severe blockage 
case where only M0 is injected showing the presence of evanescent modes. (fc=4000Hz and L=200m; 

l2=100m and l3=50m). 

Similarly, Figure 7 and 8 give the pressure distribution in the r-x plane, respectively, for the case of D2=0.8D 
and D2=0.4D where M1 was excited (Ds=0.2D) and separated from M0 before reaching the blockage (see Figure 
7a and 8a). The M0 waves in Figures 7 and 8 scatter as discussed above (see Figure 4 and 5). Figure 7b shows 
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that, for the shallow blockage case, M1 was scattered into reflected M0 ( 1M0R ) and M1 ( 1M1R ) and into 

transmitted M0 ( 1M0T ) and M1 ( 1M1T ). However, Figure 8b shows that, for the severe blockage case, only 

1M0T  waves were transmitted through the blockage. This is because, for the shallow blockage case, the 

transmitted M1 waves at frequencies within [3600 and 3800] were cut-off in pipe 2, whereas M1 waves at 
frequencies within [3800 and 4400] were cut-on for pipe 1. On the other hand, for the severe blockage case, all 
transmitted M1 waves were cut-off in pipe 2.  

Figure 9 and 10 give the velocity vector field for shallow and severe cases and show the existence of M1 
where radial velocity was present. Noticed that in Figures 7b and 9, the transmitted M1 from the incident M0 (

0M1T ) was not clear because it carried little energy (see Figure 4) and it was located where 1M0T  was dominant.  

 

 
Figure 7. Dimensionless pressure distribution in the r-x space plane for shallow blockage case where M0 and 

M1 are injected. (fc=4000Hz and L=200m; l2=100m and l3=50m). (a) At time t ≈ 0.2L/a: before the incident 
waves reach the blockage; (b) At time t ≈ 0.5L/a: after the incident waves reach the blockage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Dimensionless pressure distribution in the r-x space plane for severe blockage case where M0 and 
M1 are injected. (fc=4000Hz and L=200m; l2=100m and l3=50m). (a) At time t ≈ 0.2L/a: before the incident 

waves reach the blockage; (b) At time t ≈ 0.5L/a: after the incident waves reach the blockage. 
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Figure 9. Vector velocity field (VVF) distribution in the r-x space plane at time t ≈ 0.5L/a for shallow blockage 
case where M0 and M1 are injected. (fc=4000Hz and L=200m; l2=100m and l3=50m). 

Figure 10. Vector velocity field (VVF) distribution in the r-x space plane at time t ≈ 0.5L/a 
for severe blockage case where M0 and M1 are injected. (fc=4000Hz and L=200m; 

l2=100m and l3=50m). 

The scattered incident wave distributes its energy into transmitted and reflected modes such that the 
continuity of pressure and velocity at the discontinuity is satisfied. Figure 11a and 11b give the energy distribution 
for shallow and severe blockage corresponding to the cases shown in Figure 7b and 8b, respectively. Figure 
11a and 11b show that the reflected and transmitted energy from the incident M0 was very different for severe 
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and shallow blockage cases where severe blockage reflects much more of M0 energy than shallow blockage. 
However, the amount of energy reflected from the incident M1 was similar for both severe and shallow blockage 
cases. One reason for this is that most of M1 energy is trapped near the pipe centreline and therefore it does 
not interfere much with the blockage in comparison with M0 (Louati and Ghidaoui, 2017b). It is such wave 
scattering features that one is looking to explore and make use of it (or take it into account) in inverse problem. 
The behaviour of wave scattering is only fully analysed is the scattering from the second junction is studied.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Dimensionless area-averaged energy variation along the pipe at time t ≈ 0.5L/a where M0 and M1 
are injected. (fc =4000Hz and L=200m; l2=100m and l3=50m). (a) Shallow blockage case; (b) Severe blockage 

case. 
 

To discuss the wave scattering at junction 2, the pressure distribution in the r-x plane where only M0 was 
injected is given in Figure 12 and 13 respectively for the case of shallow and severe blockage cases. Figure 12a 
and13a are given at the time before the incident M0 exits the blockage, whereas Figure 12b and 13b are given 
at the time after the incident M0 exited the blockage. Figure 12b shows that the incident M0 wave was scattered 
into transmitted M0 and M1 and into reflected M0 and M1 for the case of shallow blockage. However, Figure 
13b shows that, for the case of severe blockage, the incident M0 wave in the blockage and impinging on junction 
2 got scattered into transmitted M0 and M1 and into only reflected M0 (without reflected M1). The absence of a 
reflected wave from junction 2 is due to the fact that M1 is cut-off in pipe 2 (i.e. blockage) for severe blockage 
as discussed above. Figure 12b and13b show two main features of plane wave scattering at junction 2. First, at 
junction 2, shallow blockage induced much more reflected waves than for the case of severe blockage. Second, 
most of the transmitted energy from a shallow blockage was carried by the transmitted M0 waves rather than by 
M1 waves. Conversely, most of the transmitted energy from a severe blockage was carried by the transmitted 
M1 waves rather than by M0 waves. This shows how different blockages induces different signature on the 
injected signal. It is these differences that could be exploited in using high frequency waves for blockage 
detection. 
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Figure 12. Dimensionless pressure distribution in the r-x space plane for shallow blockage case where only 
M0 is injected. (fc=4000Hz and L=200m; l2=100m and l1=50m). (a) At time t ≈ 0.7L/a: before the incident waves 

exits the blockage; (b) At time t ≈ 0.9L/a: after the incident waves exited the blockage. 

Figure 13. Dimensionless pressure distribution in the r-x space plane for severe blockage case where only M0 
is injected. (fc = 4000Hz and L=200m; l2=100m and l1=50m). (a) At time t ≈ 0.7L/a: before the incident waves 

exits the blockage; (b) At time t ≈ 0.9L/a: after the incident waves exited the blockage. 

3. CONCLUSIONS
Scattering of high frequency acoustic waves due to the presence of a blockage was studied. It showed that

each incident mode was scattered into multiple of reflected and transmitted modes. The plane wave mode was 
highly affected by the severity of area reduction. The more severe the reduction is, the more energy of a plane 
wave is reflected. However, high radial modes had little interaction with the blockage and transmitted most of 
their energy through both severe and shallow blockage. This was because most of the high radial modes energy 
was trapped near the pipe centreline. This work considered only axi-symetric pipe system, and therefore, 
blockages are assumed axi-symmetric.  
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ABSTRACT 

The influence of boundary conditions on water hammer in a traditional reservoir-pipeline-valve system is 
studied.  At first sight this seems a trivial matter.  However, a second look reveals some surprising aspects not 
known to many and therefore presented herein.  Water hammer consists of transient pressures P and transient 
velocities V, the histories of which are largely determined by sonic speed c, pipeline length L, liquid density , 
initial flow velocity V0, and effective valve closure time . The last parameter is zero herein, because, for clarity, 
we consider instantaneous valve closures in frictionless pipelines.  The questions raised and discussed in this 
paper are:  i)  4L/c versus 2L/c systems, and do 3L/c systems exist?; ii) is an orifice an open end or a closed 
end, or neither of these?; iii) can all the hydraulic system’s resonance frequencies be found from a measured 
water-hammer history?; iv)  can measured pressures reliably be used as boundary conditions?;  v) why can we 
have two boundary conditions at one end in the frequency domain, and not so in the time domain?; vi) are wave 
speed and phase velocity the same thing?; vii) is my valve structurally fixed? Things are explained from basic 
principles and simple test cases. 

Keywords: Water hammer; pressure surges; fluid transients. 

1 INTRODUCTION 
Water hammer is a well-known and well-studied phenomenon that deserves continuing attention simply 

because it will always be there with incidents and accidents.  It is assumed herein that the reader is fully familiar 
with the phenomenon, the Joukowsky pressure, method of characteristics (MOC), transfer matrices (TMM), etc., 
as documented in classic texts like those of Wylie and Streeter (1993), Ghidaoui et al. (2005) and Chaudhry 
(2014).  Seven simple questions are posed in an attempt to find definite answers.  To keep things as basic as 
possible, a frictionless pipeline is considered with either valves or reservoirs at its extremities.  The purpose of 
the paper is to show the remarkable influence of boundary conditions on hydraulic system behaviour. 

2 4L/C VERSUS 2L/C SYSTEMS, AND DO 3L/C SYSTEMS EXIST? 
A reservoir-pipe-valve (RPV) system is known as a 4L/c system because its period of water-hammer 

oscillation is 4L/c when the valve is fully closed (Fig. 1a).  A system with either two open or two closed ends is 
a 2L/c system (Fig. 1c).  There are different ways to see why this is the case.  First, one can follow the wave 
fronts and the reflections at the ends to see that things repeat after a certain period T.  In a RPV system the 
reflections are different at each end and this fact results in a two times smaller period than when the reflections 
are the same.  Second, one can find the fundamental period of free oscillation from an elementary theoretical 
analysis.  Third, one can excite the system (harmonically or by impact) and observe at which frequency f = 1/T 
resonance occurs.  But, do 3L/c systems exist? 

3 IS AN ORIFICE AN OPEN END OR A CLOSED END, OR NEITHER OF THESE? 
The transient behaviour with pipe ends that are fully open or fully closed is clear.  But what happens when 

we have something in between, say a partially closed valve or an orifice?  Do we still have our traditional 4L/c 
or 2L/c systems, or do we have something in between, say a 3L/c system?  The answer to this question can be 
found in (Wylie and Streeter, 1993, Section 12-5), in terms of complex analysis, and by Peng and Moody (2003), 
who applied Laplace transforms and infinite series.  The main message is that the orifice acoustically acts as a 
closed end as long as its constant impedance (resistance) is larger than the impedance  c of the liquid, and 
that it acts as an open end when its impedance is smaller.  This is a little strange, because it means that hydraulic 
systems suddenly change from 4L/c systems to 2L/c systems when valves are opened gradually.  This 
unexpected discontinuity has been investigated by Tijsseling et al. (2012) who found out that the change of 
acoustic behaviour yet is gradual.  The change of fundamental period depends on the orifice’s acoustic 
impedance and at the critical point the orifice acts as a non-reflecting boundary condition thereby prohibiting 
standing oscillations.  This might seem a little strange, but stranger things happen when a closed end houses a 
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trapped air pocket behaving as a massless spring (Tijsseling et al., 1999). The stiffness of the entrapped gas 
pocket may range from very soft to very hard and that makes the system range from 2L/c to 4L/c.  Now there is 
not a critical point where the gas pocket acts as a non-reflecting boundary, because its impedance depends on 
the period of oscillation.  At last it is noted that orifice resistance and skin friction make the acoustic system 
nonlinear, so that there is not a constant period of oscillation. 
 It is commonly assumed that a system with an upstream reservoir will behave in a 4L/c manner if the 
downstream boundary is a prescribed-pressure variation (as with P = constant, for instance), but in a 2L/c 
manner if the downstream boundary is a prescribed-velocity variation (as with V = constant, for instance).  But 
what happens if the prescribed-pressure variation is chosen to be identical to the familiar 4L/c signal shown in 
Fig. 1a (where the initial velocity V0 > 0)?  The velocity at the valve will necessarily become zero and remain 
zero (Fig. 1b), and so the system is 4L/c, not 2L/c as implied by the general statement at the beginning of this 
paragraph.  At the other extreme, if a 2L/c pressure signal is imposed at the downstream end (Fig. 1c), 
resonance occurs at 2L/c as expected (Fig. 1d) because the system is equivalent to an open-open pipeline.  
Strangely enough, resonance (or a beat of very low frequency) also occurs for a 3L/c pressure excitation (Fig. 
1e) as is evident from Fig. 1f, although the excitation period 3L/c is larger than the fundamental period 2L/c.  
The response “period” L/c is the result of a combined free and of forced oscillation. 
 

                     
(a)                                                              (c)                                                        (e) 

                     
(b)                                                              (d)                                                        (f) 

Figure 1. Imposed end pressures (divided by the Joukowsky pressure) and same-end velocity responses 
(divided by the initial velocity) versus time (divided by L/c): (a-b):  4L/c excitation, (c-d):  2L/c excitation, (e-f): 

3L/c excitation.  Exact calculations according to (Tijsseling and Bergant, 2007). 
 
4 CAN ALL THE HYDRAULIC SYSTEM’S RESONANCE FREQUENCIES BE FOUND FROM A 

MEASURED WATER-HAMMER HISTORY? 
The resonance frequencies of a system can be detected from the response to an impact load (Zhang et 

al., 1999).  If the impact load misses “frequency content”, not all potential resonances will be activated.  Suppose 
that one uses water hammer to excite a RPV system.  In this case, the response ideally contains all relevant 
system information.  Suppose, however, that a short pulse is generated by closing and then re-opening a valve. 
In this case, the system will be 4L/c for part of the time and 2L/c for another part of the time.  This may lead to 
erroneous conclusions.  Not re-opening of the valve gives the frequency response of a 4L/c system and not that 
of the original 2L/c system. 
 
5 CAN MEASURED PRESSURES RELIABLY BE USED AS BOUNDARY CONDITIONS? 

This is a common procedure that possibly is not valid when the system is operating near resonance 
(Tijsseling et al., 2010).  It is noted that (unsteady) friction, (structural) damping and fluid-structure interaction 
(FSI) become important in a resonating system. 
 
6 WHY CAN WE HAVE TWO BOUNDARY CONDITIONS AT ONE END IN THE FREQUENCY DOMAIN, 

AND NOT SO IN THE TIME DOMAIN? 
 Water-hammer analyses can be carried out either in the time domain or in the frequency domain.  The time 
domain is more suitable for impact excitations like instantaneous valve closures, whereas the frequency domain 
is the better choice for oscillatory excitation and resonance.  Nevertheless, the analyses in both domains 
concern and contain exactly the same information.  It is therefore strange that in the time domain one boundary 
condition is required at each pipe end, because (for sub-sonic systems) there is only one information-carrying 
characteristic line reaching the boundary (Fig. 2a), whereas in the frequency domain two boundary conditions 
is also a valid possibility.  One way to explain this is as follows.  The time-domain variables P and V are 
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transformed to the frequency-domain variables P  and V , for example by a Laplace transform.  The latter is a 
weighted average over time, where time goes from zero to infinity.  But this means that the solution for P and V 
is assumed to be known for all times t in advance in order to determine P  and V , and therefore it is allowed to 
travel backwards in time as shown in Fig. 2b, where two information-carrying characteristic lines meet at the 
boundary.  This boundary can do without extra condition, but then  to compensate  the other one needs two. 
 One important restriction for frequency-domain analysis is that the system must be linear or linearised, and 
therefore does not contain exactly the same information as the time-domain system.  The frequency domain is 
inappropriate for strongly non-linear systems, i.e. equations and boundary conditions.  Frequency-domain 
calculations are usually performed with complex numbers in order to take full advantage of the pleasant 
properties of exponential functions; they may lead to exact solutions, where the time-domain calculation does 
not. 
 

                                                                           
                                              (a)                                                                       (b) 

Figure 2.  Characteristic lines in the distance time plane: (a) MOC, (b) TMM. 
 
7 ARE WAVE SPEED AND PHASE VELOCITY THE SAME THING? 

The wave speed in real systems is usually found from the fundamental water-hammer period T under the 
assumption that the pipeline is a 4L/c or a 2L/c system.  We have seen that a partially open (or leaking) valve 
does not affect this assumption, but that an entrapped air pocket at a dead end might do so.  For short pipes, it 
is noticed that waves reflect from a point somewhat into the reservoir, so that L should be taken a little longer 
than the actual pipe length.  Another issue discussed by Tijsseling and Vardy (2015) is that a travelling wave 
front in the time domain is something different from a sinusoidal wave train in the frequency domain.  The wave 
front is a local jump, whereas the wave train is global in the sense that it covers the entire pipeline.  The front 
travels with the wave speed and the train has a phase velocity.  For non-dispersive systems, these are the 
same, but for dispersive systems the latter is frequency-dependent and may have magnitudes either smaller or 
larger than the physically possible maximum wave speed, say 1480 m/s in pure water.  In a similar way, time 
delays at boundaries (e.g. the response of a pump to a sudden change in flow rate) cause diffusion of reflected 
signals and hence change the frequency-response character of the overall flow. 
 
8 IS MY VALVE STRUCTURALLY FIXED? 

The valve in a RPV system experiences heavy and sudden loads during a water-hammer event, in 
particular when repeated column-separations occur (Bergant et al., 2006).  The valve will  depending on its 
anchorage  certainly move or vibrate to a certain extent.  Does this motion or vibration have an influence on 
the system’s 4L/c or 2L/c behaviour?  The importance of this fluid-structure interaction mechanism depends on 
the relevant time scales (Wylie and Streeter, 1993, Section 11-2; Tijsseling and Vardy, 2008).  Wylie and 
Streeter (1993, Section 6-8) considered a simple spring-mass model where the valve has mass m and stiffness 
k.  If the valve has no explicit support, the spring stiffness comes from the adjacent pipe section so that k = 
EA/L, where E and A are Young’s modulus and cross-sectional area of the pipe wall.  This model addition will 
certainly affect system behaviour, just like the gas pocket modelled as a massless spring (but now with 
significant mass added to it).  If the spring is relatively soft, the liquid will tend to behave similarly to a rigid 
column for which L/c = 0.  If the spring is extremely stiff or the valve mass very large, we have a closed end. 
 
9 CONCLUDING REMARKS 

A mix of issues related to boundary conditions in water hammer has been addressed without presenting 
the mathematics behind it.  The phenomena were explained as simply as reasonably possible and in this sense 
the paper has an educational character. Hopefully the reader is enthused to study some of the discussed 
aspects of hydraulic transients and in particular the questions that  in his/her opinion  have not been answered 
satisfactorily. 
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ABSTRACT 

Extended partial blockages are commonly formed in urban water supply systems (UWSS) and can result in 
many problems, such as reducing water carrying capacity, increasing energy loss, and deteriorating water 
quality. A variety of blockage detection methods have been developed, among which the transient-based 
blockage detection method (TBBDM) is thought to be a promising way for diagnosing pipeline blockages for its 
advantages of active, economic, efficient and non-destructive operations. Despite of the successful validation 
and application of the TBBDM in the literature, blockages considered in these studies were mainly idealized or 
simplified to regular shapes, which are equivalent to pipelines in series with different diameters. However, 
blockages with regular shapes are not common in practical UWSS. Therefore, a better understanding of the 
influences of blockages with more realistic shapes (termed as irregular blockages) on transient waves is 
necessary and critical to the development and application of the current TBBDM. This study aims to: (i) obtain 
the nontrivial solutions of one-dimensional (1D) wave equation for a conduit with varying pipe cross-sectional 
area in different irregular blockage patterns; (ii) derive the analytical transfer matrix for the pipeline with a linear 
irregular blockage based on these solutions; and (iii) investigate the influences of the linear irregular blockage 
on the system frequency responses by using the analytical transfer matrix method. The results indicate that the 
resonant frequency shift pattern caused by the linear irregular blockage is significantly different from that caused 
by the uniform blockage. These findings may help to gain useful insights and implications for further 
improvement of the current TBBDM. 

Keywords: Water pipelines; transient wave; blockage irregularity; wave-blockage interaction; plane wave solution. 

1 INTRODUCTION 
Blockages commonly exist in fluid conveying pipelines due to various physical, chemical and biological 

processes including corrosion, biofilm growth and deposition of sediments. Blockages in urban water supply 
systems (UWSS) reduce pipe diameters and increase pipe wall roughness, resulting in low water carrying 
capacity, additional energy loss and deterioration of water quality. Unlike leaks, blockages are easily masked in 
pipeline network since they lack external evidence needed for direct detection. In addition, the lost pressure and 
flow can be supplied by other branch pipelines in the network (Stephens, 2008). From this perspective, 
identifying and detecting blockages in pipelines are crucial and necessary for creating sustainable and smart 
UWSS. 

Recently, the transient-based blockage detection method (TBBDM) has been widely developed in the 
literature (Duan et al., 2012; 2013; Meniconi et al., 2013), which is thought to be a promising way of diagnosing 
pipeline blockages because of its efficiency, non-destructiveness and fast response time. The principle of the 
TBBDM is that the blockage can be detected by injecting a transient signal into the pipeline and then measuring 
and analyzing the transient responses. 

Despite of the successful applications of the TBBDM in many numerical and laboratory tests, the blockages 
used for analysis in previous studies were mainly idealized or simplified to regular shapes (for example, 
axisymmetric and uniform) (Duan et al., 2012; 2013; Meniconi et al., 2013). Actually, these simplified situations 
are equivalent to pipelines with different diameters connected with each other, as shown in Figure 1a, which 
are not common in realistic UWSS, as illustrated in Figure 2. As a result, the current TBBDM may become 
invalid or inaccurate when it is applied to practical UWSS. Therefore, the understanding of the effects of 
blockages with more realistic shapes (referred to as blockage irregularities), as shown in Figures 1b and 1c, on 
transient waves is essential and important for accurate blockage detection in UWSS, which is the main scope 
of this research. 
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Figure 1. Extended blockage with pipe radius change in (a) 
uniform shape, (b) exponential shape, and (c) linear shape. 

 
To investigate the influences of irregular blockages on transient waves, the one-dimensional (1D) wave 

equation for a conduit with varying pipe cross-sectional area is solved analytically for two different irregular 
blockages. Based on these analytical solutions, the overall transfer matrix for the pipeline system with a linear 
irregular blockage is derived, which is then validated by a numerical experiment. Finally, a more practical water 
supply pipeline system with same volume of linear irregular and uniform blockages is adopted to investigate the 
effect of the linear irregular blockage on the system frequency responses. 
 

 
Figure 2. Blockages with irregular shapes in practical water supply pipelines, 
(a) encrustation and biofouling in a cast iron pipeline (James and Shahzad, 

2003), and (b) clogged section in a seawater pipeline 
(http://pureelementswater.net/). 

 
2 GOVERNING EQUATIONS 

The classical 1D water hammer model (Wylie et al., 1993; Ghidaoui et al., 2005; Chaudhry, 2014; Duan et 
al., 2014) for a pipe with varying cross-sectional area, by ignoring frictional effect, is: 
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where t = time, x = axial coordinate along the pipeline, P = pressure in the time domain, V = velocity in axial 
direction, A = pipe cross-sectional area, and ρ = density of the fluid. 

Based on Eq. [1] and [2], Duan et al. (2011; 2014) derived the following 1D wave equation for a conduit 
with varying cross-sectional area: 
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where a = wave speed. 
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This wave equation can be rewritten in the following form: 
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The term on the right hand side (RHS) of Eq. [4] stands for the effect of varying pipe cross-sectional area 

on the original blockage-free wave equation (when RHS = 0). 
For steady-oscillatory flow, the instantaneous pressure (P) may be separated into two parts (Chaudhry, 

2014): 
 

 *
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where P0 = mean pressure and p* = pressure deviation from the mean. 

Since friction is not considered in this study: 
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Substituting Eq. [5] and [6], Eq. [4] becomes: 
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If p* is assumed harmonic in time (Chaudhry, 2014): 

 

     tiexptxp Re,*   [8] 

 
where p = complex variable and is function of x only, ω = frequency, i = imaginary part, and “Re” = real part. 

Then, Eq. [7] is simplified into the following form: 
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where k = ω/a is the incident wave number. 

The wave equation, Eq. [9] for each pipe section can be expressed as: 
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where j = 1, 2 or 3 is the number of each pipe section (as shown in Figure 3). 
 
3 ANALYTICAL INVESTIGATIONS 

The analytical method used in this study is inspired by the earlier work done by Skudrzy (1971) who 
investigated the behavior of acoustic waves in wind instruments, whose radiuses changed exponentially along 
the axial direction. Similarly, the wave equation Eq. [10] in the present study can be solved analytically by 
assuming a plane wave solution, whose amplitude is modified by the changing pipe radiuses. The analytical 
method is applied into a 1D unbounded pipeline system, in order to highlight the effects of irregular blockages 
on transient wave propagation. Two types of blockages, including radiuses changing in exponential and linear 
shapes, as shown in Figure 3a and Figure 3b, are investigated in this study. 

In this preliminary study, friction effects (steady and unsteady) are not considered and included in the 
following analysis, in order to highlight the effects of different types of irregular blockage on transient waves. 
The influences of other factors (such as viscoelasticity and air cavity) on the derived results and obtained 
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findings of this study can be assessed through numerical simulations and experimental tests in a future study. 
Meanwhile, it is assumed that the wave speed in different blockage sections is constant so as to fairly compare 
the results of different blockage cases and to separate the influence of blockages from other factors (such as 
variation of wave speed induced by the changes of pipe diameter and thickness) in the system. Thus, the 
incident wave number (k) is constant for all blockage cases tested in this study. 

 

 
Figure 3. Irregular extended blockages used for analytical investigation, (a) exponential blockage, and (b) 

linear blockage. 
 
3.1 Exponential irregular blockage 

The pipe radius, r2(x) for pipe Section 2 (-0.5l2 < x < 0.5l2, note that x = 0 at the center of the extended 
blockage) in Figure 3a can be expressed as: 
 

   xCeCxr 1
22   [11] 

 
where C1 and C2 are the changing rate of pipe radius and the pipe radius at x = 0, respectively, and C1, C2 > 0.  

Then, the pipe cross-sectional area, A2(x) and its derivative, A'2(x) for pipe Section 2 can be easily 
calculated. Thus: 
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Substitute Eq. [12] into Eq. [10]: 
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To get the nontrivial solutions of Eq. [13], two assumptions are proposed herein: (i) the wave speed, a2 is 

constant (and thus k2 for incident wave part is constant) in the whole pipe Section 2, and (ii) solutions of p2 
have the following form: 
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where α is coefficient that remains to be determined.  

Substitute Eq. [14] into the wave equation Eq. [13], resulting in the following characteristic equation: 
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If k2 > C1: 
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where 2

1
2
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'
2 Ckk   is the group wave number of propagating wave in irregular blockage, which is modified by 

the changing rate of pipe radius, C1. 
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Therefore, p2 has the following two special solutions: 
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In fact, the above two plane wave solutions in Eq. [17] are the incident and reflected waves propagating in 

opposite directions. The amplitude of these two waves is modified by the denominator, which is pipe radius, 
r2(x), as propagate within the blockage along axial direction. More specifically, the amplitude of transient waves 
in the exponential irregular blockage increases with the decrease in the pipe radius. Moreover, the wave number 
(in other words, spatial frequency) of these two waves is modified by the exponential changing rate of pipe 
radius, C1 from k2 to k2'.  

Based on the rule of superposition, the general solution for Eq. [13] can be expressed as: 
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where I2 and R2 are two constant coefficients.  
 
3.2 Linear irregular blockage 

The pipe radius, r2(x) for pipe Section 2 (-0.5l2 < x < 0.5l2) in Figure 3b can be expressed as: 
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where C1 and C2 are the changing rate of pipe radius and the pipe radius at x = 0, respectively, and C1, C2 > 0.  
Then, the pipe cross-sectional area, A2(x) and its derivative, A'2(x) for pipe Section 2 can be easily 

calculated. Thus: 
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Substitute Eq. [20] into Eq. [10]: 
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To get the nontrivial solutions of Eq. [21], two assumptions are proposed herein: (i) the wave speed, a2 is 
constant (and thus k2 for incident wave part is constant) in the whole pipe Section 2, and (ii) solutions of p2 
have the following form: 
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where α is coefficient that remains to be determined. 
Substitute Eq. [22] into the wave equation Eq. [21], resulting in the following characteristic equation: 
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As k2 > 0: 
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Therefore, p2 has the following two special solutions: 
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The above two plane wave solutions in Eq. [25] are the incident and reflected waves propagating in 
opposite directions. Similar to Eq. [17], the amplitude of these two waves is modified by the denominator, which 
is pipe radius, r2(x), as propagate within the blockage along axial direction. However, the wave number, k2 of 
these two waves remains unchanged. 

The general solution for Eq. [21] can be expressed as: 
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4 FREQUENCY RESPONSES OF PIPELINE WITH LINEAR IRREGULAR BLOCKAGE 
 
4.1 System frequency responses 

The transfer matrix of a pipeline is used to connect state vectors at two boundaries. The analytical 
expression of frequency response method for a single intact pipeline was derived by Chaudhry (2014) as: 
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where q = discharge in the frequency domain, h = pressure head in the frequency domain, M = a/Ag, l = pipe 
length, superscripts “n” = upstream boundary of n-th pipe section, and “n+1” = downstream boundary of n-th 
pipe section. 

A similar derivation procedure can be adopted to obtain transfer matrices for both exponential and linear 
irregular blockages based on the wave solutions in Eq. [18] and [26]. In this study, only the following transfer 
matrix for the linear irregular blockage is analyzed in detail. 
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where Uij are elements of the transfer matrix for the linear irregular blockage. 

A pipeline system with different types of blockage, as shown in Figure 5, is adopted in this study. The 
overall matrix describing the whole pipeline system can be derived by the combination of matrices for each 
system component. It is assumed that there is no pressure head loss and no mass storage when water flow 
through pipe junctions (Duan et al., 2012). Therefore, the overall matrix for the pipeline system with the linear 
irregular blockage in Figure 5(b) can be written as: 
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where superscripts “A” = upstream boundary and “B” = downstream boundary. 

Eq. [29] can be simplified into: 
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where U*
ij are elements of the overall matrix for the whole pipeline system. 

To obtain the head responses at the downstream boundary, a unit discharge perturbation is placed at the 
upstream face of the closed downstream valve (Lee et al., 2006).  
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For the reservoir-pipe-valve system in Figure 5b, two known boundary conditions are hA = qB = 0. 
Substituting them into Eq. [31] leads to: 
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4.2 Numerical validation of the resonant condition 

To validate the analytical result of Eq. [32], the classical 1D water hammer model by coupling with the 
method of characteristics (MOC) is adopted for comparison. The pipeline system with a linear irregular blockage, 
as shown in Figure 5b, is used for the numerical validation. The original intact pipeline (R = 0.25 m, L = 1000 
m) is blocked by a linear irregular blockage with the minimum radius C2 = 0.15 m and l2 = l3 = 100 m (detailed 
parameters can refer to T2 in Table 1). In the numerical simulation, the 1000-meter-long pipeline is discretized 
into 4,000 relatively small sections (that is dx = 0.025 m) to decrease the frequency shift caused by the numerical 
errors. The transient (pressure wave) is generated by a sudden and full closure of the downstream valve and 
the pressure head trace is measured at the downstream in-line valve. Then, the measured pressure head trace 
is transferred into the frequency domain by a Fast Fourier transform (FFT) algorithm. 

The analytical and numerical frequency response results with the first 10 peaks are plotted in Figure 4a. 
The frequency is normalized by the fundamental frequency of the intact pipeline system ωth = a/4L and is 
expressed as non-dimensional frequency, ω*. In addition, the first 25 resonant peaks, m and corresponding 
resonant frequencies, ω*

rf,m from the analytical and numerical results are extracted and plotted in Figure 4b. 
Figure 4a shows that the presence of the linear irregular blockage has changed the resonant frequencies of the 
original intact system. Moreover, both figures show good agreement between the analytical and numerical 
results, which confirms the validity of the analytical result of Eq. [32] and the analytical method used in this study. 
 

 
Figure 4. (a) Frequency responses for the intact pipeline and the pipeline with a linear blockage and (b) linear 

blockage case with first 25 resonant peaks from analytical and numerical results. 
 
5 PRACTICAL APPLICATIONS 

To study the potential influences of linear irregular blockages on the validity of the current TBBDM, three 
test cases, Test no. T1, T2 and T3, with different test parameters (Table 1), are investigated based on Eq. [32]. 
Note that Test no. T2 and T3, as shown in Figure 5, are pipelines with same volume of blockages in different 
shapes and Test no. T1 is the blockage-free case for convenient comparison. 
 

Table 1. Parameters for three test cases. 

Test no. Blockage type l1 (m) l2 (m) l3 (m) l4 (m) 
R 

(m) 
C1 

C2 
(m) 

a (m/s) 

T1 blockage-free 300 100 100 500 0.25 0 0.25 1000 

T2 
uniform 

blockage 
300 100 100 500 0.25 0 0.20 1000 

T3 linear blockage 300 100 100 500 0.25 
±1e-

3 
0.15 1000 
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Figure 5. Sketch of a reservoir-pipe-valve test system (a) with uniform blockage and (b) with linear blockage. 

 
The frequency response results for three test cases with low (0~20) and relative high (180~200) ω* values 

are plotted in Figures 6a and 6b, respectively. The results in Figure 6a show that both linear and uniform 
blockages induce evident frequency shifts in the low ω* value region. The frequency shift pattern caused by the 
linear irregular blockage is significantly different from that caused by the uniform blockage, even though the 
volume of two types of blockage is the same. However, in the relative high ω* value region, as shown in Figure 
6b, only the uniform blockage obviously alters the resonant frequencies and the resonant frequencies for linear 
irregular blockage almost remain the same with the original intact pipeline system. 
 

 
Figure 6. Frequency responses for the intact pipeline and the pipeline with a linear blockage in (a) the low 

frequency region and (b) the relative high frequency region. 
 

To have an insight into the frequency shift patterns, in low and relative high ω* value regions, caused by 
linear and uniform blockages, the resonant peaks, m and corresponding resonant frequency shifts, δω*rf,m are 
extracted and plotted in Figure 7. The resonant frequency shift is defined as δω*rf,m = (ω*rf,m)blockage - 
(ω*rf,m)intact. It can be observed from Figure 7 that for both linear and uniform blockages, the magnitude of the 
frequency shift δω*rf,m varies with the peak number, m and fluctuates around zero. Moreover, in the low 
frequency region, as indicated in Figure 7a, the magnitude of frequency shifts caused by the linear irregular 
blockage and that caused by the uniform blockage are roughly in the same order. However, the results in Figure 
7b show that in the relative high frequency region, the magnitude of frequency shifts caused by linear blockage 
is less significant than that caused by the uniform blockage. All these results indicate that the current TBBDM 
used for uniform extended blockage detection, which is based on the blockage-induced frequency shifts, might 
become inaccurate or invalid when it is applied to the detection of linear irregular blockage. 
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Figure 7. Resonant frequency shift patterns in (a) low frequency region and (b) relative high frequency region. 
 
6 CONCLUSIONS 

This study presents a theoretical analysis of the interaction between transient waves and different irregular 
blockages in water supply pipelines, by analytically solving the 1D wave equation for a conduit with varying pipe 
cross-sectional area. Based on these solutions, the analytical transfer matrix for the pipeline system with a linear 
irregular blockage is derived, which is then validated numerically. Finally, the influences of linear irregular 
blockage on the validity of the current TBBDM are investigated by the system frequency response method. The 
key conclusions are: 

 Unlike the extended blockage in a regular and uniform shape, in which the wave amplitude keeps 
constant, the wave amplitude in irregular blockages changes as the wave propagates in the axial 
direction; 

 In the blockage section, the linear irregular blockage does not induce a shift on the spatial frequency 
of the wave as provided in Eq. [25]; 

 The spatial frequency of the wave in the exponential irregular blockage is modified by the changing 
rate of the radius C1 from k2 to k2' as shown in Eq. [17]; 

 In a reservoir-pipe-valve system, the resonant frequency shift pattern caused by the linear irregular 
blockage is significantly different from that caused by the uniform blockage. This indicates that the 
current TBBDM may become inaccurate or invalid when it is applied to the detection of linear irregular 
blockages. 

The results and findings promote the understanding of the influences of irregular blockages on transient 
waves in water supply pipelines. It may help to gain useful insights and implications for further validation and 
application of the current TBBDM into more practical UWSS, which will be conducted in the future study. 
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ABSTRACT  

A new transient-based approach for single blockage detection is proposed which requires two measurement 
stations at both ends of a single pipe system. The method uses the frequency response and gives satisfactory 
results using low frequency bandwidth. The first advantage of the proposed technique is to obtain the location 
and length of the blockage independently from the blockage's area. The second advantage is that the method 
uses information not only from the eigen-frequencies, but also from the whole frequency spectrum. This brings 
more accuracy, especially when the identification of the resonant frequencies and their corresponding mode 
number are not accurate. Moreover, the method has the ability of tolerating noise as long as it is Gaussian of 
zero-mean and has a well-known structure. Comparison with other blockage detection methods is given and 
the benefits and drawbacks of the proposed method are discussed. 

Keywords: Blockage detection; transient flow; frequency response; matched-field processing; inverse problem. 

1 INTRODUCTION 
Extended blockages in water supply systems are ubiquitous and they cause many inefficiencies such as 

energy loss and increase in potential contamination and leaks. Unlike other defects in pipe, blockages are very 
difficult to detect as they do not have any external visible trace nor do they induce a detectable sound like 
leakages under steady state condition. However, researches showed that anomalies such as blockages can be 
detected if a transient response of a pipe system is measured (e.g. Duan et al., 2012; Meniconi et al., 2013; 
Louati, 2016; Ignarcio et al., 2016). 

Similar inverse problems were addressed in different research fields, ranging from the identification of 
blockage in a sewage line (Tolstoy, 2010), and in the cooling system of nuclear reactors (Wu and Fricke, 1990) 
to the vocal tract shape reconstruction (Shroeder, 1967; Sondhi and Gopinath, 1970; Gopinath and Sondhi, 
1970; DeSalis and Oldham, 2001) and the identification of conductivity in electrical lines (Bruckstein and Kailath, 
1987). 

In general, the methods for blockage detection or area reconstruction could be divided into two main 
categories: 1) methods that model the blockage as a step function, and therefore, the blockage is simply a pipe 
section with smaller diameter (see sketch in Fig. (1)), 2) other methods model the blockage with a smooth 
function of the longitudinal coordinate	ݔ. In both categories, the techniques/tools used for blockage detection 
are differentiated by whether the time domain or frequency domain signals are used. For example, in time 
domain wavelet analysis is applied by Meniconi et al. (2013) and reconstructive Method of Characteristics (or 
Layer pealing) by Gong et al. (2014). In frequency domain, Fourier decomposition and Ehrenfest theorem can 
be applied to write an explicit relation between the area of the pipe and its acoustic properties (e.g. Schroeder, 
1967; Qunli and Fricke, 1990; DeSalis and Oldham, 2001) and recently, Duan et al. (2012) and Louati et al. 
(2017) combined the frequency response with the dispersion relation to determine the blockage location, length 
and size. So far, the frequency domain methods (Schroeder, 1967; Duan et al., 2012; Louati et al., 2017) rely 
on the accurate identification of several resonant frequencies and their corresponding mode number. In many 
practical situations, a limited number of resonant frequencies are available and their identification may be 
affected by the presence of noise. 

In this work, a new model-based matched-field processing approach (MFP) is proposed for the detection 
of a single blockage in pipes. It relies on measuring the frequency response at both ends of a pipe and makes 
use of the transfer matrix method. In contrast to other methods in the literature, the proposed technique does 
not require the identification of the resonant and the anti-resonant frequencies and also tolerates the presence 
of noise. This approach is recently applied for leak detection in pipes by Wang and Ghidaoui (2017).  

2 PROPOSED NEW METHOD FOR BLOCKAGE DETECTION 

2.1 Theoretical framework 
In most water supply application, the location, the length and the size of the blockage are the most critical 

information. Therefore, an idealized single blockage in a reservoir-pipe-valve system was considered as shown 
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in Fig. (1). The blockage had a length ݈ଶ and an area ܣ଴ െ  and it was located at a distance ݈ଵ from the ܣߜ
reservoir. ܣ଴	is the area of the intact pipe (before the formation of the blockage). Two measurement stations 
were setup at both ends of the pipe at distance ݔ௠భand ݔ௠మfrom the reservoir. The pipe flow was assumed 
frictionless and the wave speed ܽ	was assumed constant. 

 

 
Figure 1. Pipe system layout and characteristic lengths. 

 
In this case, for any ݈ଵ, ݈ଶ  and ܣߜ, the pressure head variations from the mean in the frequency domain at 

distance ݔ௠భand ݔ௠మfrom the reservoir (݄௠భ
௖  and ݄௠మ

௖ ) are given from the Transfer Matrix method (Chaudhry, 
2013) 

 

 ݄௠భ
௖ ൌ െ

ܼ଴ sinሺ݇ݔ௠ଵሻ ௩ሺ߱ሻݍ

cosሺ݇ܮሻ ൅
ܣߜ
଴ܣ

cosሺ݈݇ଵሻ sinሺ݈݇ଶሻ sinሺ݈݇ଷሻ ൅
ܣߜ

଴ܣ െ ܣߜ sinሺ݈݇ଵሻ sinሺ݈݇ଶሻ cosሺ݈݇ଷሻ
 [1] 

 ݄௠మ
௖ ൌ

݄௠భ
௖

sinሺ݇ݔ௠ଵሻ
൬sinሺ݇ݔ௠ଶሻ ൅

ܣߜ
଴ܣ

sinሺ݈݇ଵሻ sinሺ݈݇ଶሻ sin൫݈݇௠మ൯ ൅
ܣߜ

଴ܣ െ ܣߜ
cosሺ݈݇ଵሻ sinሺ݈݇ଶሻ cos൫݈݇௠మ൯൰ [2] 

 
where the superscript "c" in	݄௠೔

௖  denotes computation; ܼ଴ ൌ i	ܽ ⁄଴ܣ݃  is the characteristic impedance of the 
intact conduit with ݃ is the gravitational constant; ݇ ൌ ߱/ܽ	is the wave number; ݍ௩ሺ߱ሻ is a known discharge 
variation at the valve used to generate the transient. From Eq. (1) and (2) it can be shown that  

 

 െ
ܼ଴ݍ௩ሺ߱ሻ

݄௠భ
௖ 	sinሺ݇ݔ௠ଵሻ െ cosሺ݇ܮሻ ൌ

ܣߜ
଴ܣ

cosሺ݈݇ଵሻ sinሺ݈݇ଶሻ sinሺ݈݇ଷሻ ൅
ܣߜ

଴ܣ െ ܣߜ
sinሺ݈݇ଵሻ sinሺ݈݇ଶሻ cosሺ݈݇ଷሻ [3] 

 
݄௠మ
௖

݄௠భ
௖ ௠ଵሻݔሺ݇݊݅ݏ	 െ sin൫݇ݔ௠మ൯ ൌ

ܣߜ
଴ܣ

sinሺ݈݇ଵሻ sinሺ݈݇ଶሻ sin൫݈݇௠మ൯ ൅
ܣߜ

଴ܣ െ ܣߜ
cosሺ݈݇ଵሻ sinሺ݈݇ଶሻ cos൫݈݇௠మ൯ [4] 

 
With regards to blockage detection, the quantities on the left hand side (LHS) of Eqs (3) and (4) are related 

to the known “measured” variables; whereas the quantities on the right hand side (RHS) are related to the 
unknown variables. Hence, the quantities on the LHS of Eqs (3) and (4) will be referred as the “measured” 
synthetic signals ܵ௠భ

௖ and ܵ௠మ
௖ . 

 
 

ܵ௠భ
௖ ሺ߱ሻ ൌ െ

ܼ଴ݍ௩ሺ߱ሻ

݄௠భ
௖ 	sinሺ݇ݔ௠ଵሻ െ cosሺ݇ܮሻ					 ; 				ܵ௠మ

௖ ሺ߱ሻ ൌ
݄௠మ
௖

݄௠భ
௖ ௠ଵሻݔሺ݇݊݅ݏ	 െ sin൫݇ݔ௠మ൯	 

[5] 

 
The main advantage of using these synthetic signals ܵ௠భand ܵ௠మ rather than directly using the measured 

pressure head ݄௠భand ݄௠మ is that these signals (ܵ௠೔
) can be written in a “quasi-linear” relation with respect to 

the change in area (i.e. when ݈ଵand ݈ଶ are fixed). This will allow the length and the location of the blockage to 
be estimated independently from its size. That is the three dimensional problem reduces to a two dimensional 
one. 

In practice, the measured pressure head ݄௠೔
 will not be exactly equal to the predicted pressure head from 

the model (Eqs. (1) and (2)), it will rather contain noise such as environmental noise, measurement noise and 
many other types of noise. Therefore, the “measured” synthetic signal are given by	ܵ௠೔

ሺ߱ሻ ൌ 	ܵ௠೔
௖ 	ሺ߱ሻ ൅ noise 

݅ ∈ ሼ1,2ሽ. 
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2.2 Model-based matched-field processing approach (MFP) 

Given the measurements ܵ௠భ
ሺ߱ሻ and	ܵ௠మ

ሺ߱ሻ, for a given set of frequencies	߱ଵ	, ߱ଶ, . . . , ߱ே, Eqs (3) and (4) 
can be written in a compact form as  

 

࢏࢓ࡿ 
ൌ ࢏࢓ࡳ

ሺ݈ଵ, ݈ଶሻહሺܣߜሻ ൅ ݅						ܖ ൌ 1,2 [6] 

 

where ࢏࢓ࡿ
ൌ ቀܵ௠೔

ሺ߱ଵሻ, ܵ௠೔
ሺ߱ଶሻ, … , ܵ௠೔

ሺ߱ேሻቁ
்
; હሺܣߜሻ ൌ ሺܣߜ ⁄଴ܣ , ܣߜ ሺܣ଴ െ ⁄ሻܣߜ ሻ்; in which the superscript 

“T” denotes transpose operator; ࢓ࡳ૚	and ࢓ࡳ૛ are 2-by-N matrices where the elements of their ݆௧௛ row are 
൫࢓ࡳ૚൯૚,࢐ ൌ cos൫ ௝݈݇ଵ൯ sin൫ ௝݈݇ଶ൯ sin൫ ௝݈݇ଷ൯; ൫࢓ࡳ૚൯૛,࢐ ൌ sin൫ ௝݈݇ଵ൯ sin൫ ௝݈݇ଶ൯ cos൫ ௝݈݇ଷ൯; ൫࢓ࡳ૛൯૚,࢐ ൌ

sinሺ݈݇ଵሻ sinሺ݈݇ଶሻ sin൫݈݇௠మ൯; ൫࢓ࡳ૛൯૛,࢐ ൌ cosሺ݈݇ଵሻ sinሺ݈݇ଶሻ cos൫݈݇௠మ൯; and ܖ is the added noise vector.  

If the noise ܖ is zero-mean Gaussian white noise, then the blockage parameters can be found by minimizing 
the ࢒૛-norm of the difference between the “measured” signal ࢏࢓ࡿ

and the model ࢏࢓ࡳ
ሺ݈ଵ, ݈ଶሻહሺܣߜሻ 

 
 

൛݈ଵ෡, ݈ଶ෡ , ෢ൟܣߜ ൌ arg	min
௟భ,௟మ,ఋ஺

ቚห࢏࢓ࡿ
െ ࢏࢓ࡳ

ሺ݈ଵ, ݈ଶሻહሺܣߜሻหቚ
ଶ
 [7] 

 
If the noise ܖ is non-white Gaussian of a well-known structure (known covariance matrix) then a filter can 

be applied to the signals ࢏࢓ࡿ
and to the model ࢏࢓ࡳ

ሺ݈ଵ, ݈ଶሻહሺܣߜሻ	to whiten the noise, and thereafter the same 
method can be used (Wang and Ghidaoui, 2017).  

Because of the quasi-linearity between the area of the blockage and the “measured” signal, an estimate of 
હሺܣߜሻ which has the minimum mean square error (least square solution) is given by (for any ݈ଵand ݈ଶ)  

 
 

હෝ ൌ ൫࢏࢓ࡳ
ࡴ ࢏࢓ࡳ

൯
ି૚
࢏࢓ࡳ
ࡴ ࢏࢓ࡿ

 
[8] 

 
where the superscript “H” denotes the conjugate transpose. Replacing હෝ into Eq. (7) leads to  

 
 

൛݈ଵ෡, ݈ଶ෡ൟ ൌ arg	max
௟భ,௟మ

࢏࢓࡮
ሺ݈ଵ, ݈ଶሻ [9] 

 

where	࢏࢓࡮
ൌ ࢏࢓ࡿ

ࡴ ࢏࢓ࡳ
൫࢏࢓ࡳ

ࡴ ࢏࢓ࡳ
൯
ି૚
࢏࢓ࡳ
ࡴ ࢏࢓ࡿ

.  
Using this approach, the number of variables in the optimization problem in Eq. (7) reduced from three 

variables to two variables in Eq. (9). In this case, the objective function ࢏࢓࡮
	can be evaluated and plotted for all 

possible lଵ and	݈ଶ, and an estimate of the blockage length and location can be easily found by enumeration. This 
is one of the advantages of the proposed method comparing to other methods in the literature where the 
blockage identification involves an optimization problem with at least three variables (Duan et al., 2012; Ignarcio 
et al., 2016).  

Once the blockage’s length and location are estimated, the blockage area can be easily found by 
substituting the values of the estimated ݈ଵ and	݈ଶ into Eq. (8). 

Note that the objective function ࢓࡮૛has a symmetry line related to the measurement location	ݔ௠మ given by 
૛࢓࡮

ሺ݈ଵ, ݈ଶሻ ൌ ௠మݔ૛൫࢓࡮ െ ݈ଶ െ ݈ଵ, ݈ଶ൯. Whereas ࢓࡮૚	has a fixed symmetry line independent from the measurement 
location ݔ௠భ given by	࢓࡮૚

ሺ݈ଵ, ݈ଶሻ ൌ ૚࢓࡮
ሺܮ െ ݈ଶ െ ݈ଵ, ݈ଶሻ. Therefore to avoid multiple solutions of ݈ଵ	and ݈ଶ the 

measurement location from the valve side should not be at the valve (i.e.	ݔ௠మ ്  Also note that the objective .(ܮ
functions ࢓࡮૚ and ࢓࡮૛ are not defined at the trivial solutions	݈ଵ ൌ 	0, ݈ଶ ൌ 	0, ݈ଵ ൅ ݈ଶ ൌ ௠మ and ݈ଵݔ ൅ ݈ଶ ൌ  .ܮ

The procedure of the blockage identification using this approach can be summarized in the following 
algorithm. 

 
Algorithm 1: Blockage identification using MFP 
1: Use ࢓ࢎ૚and ࢓ࢎ૛at known locations ݔ௠ଵ and ݔ௠మ ്  ૛ (Eq. (5))࢓ࡿ ૚and࢓ࡿ to construct the signals ࢜ࢗ	and ܮ
2: Construct the matrices ࢏࢓ࡳ

 corresponding to each signal ࢏࢓ࡿ
 ݅ ∈ ሼ1,2ሽ 

3: Compute the objective functions ࢏࢓࡮
 at every possible blockage location and length (݈ଵ, ݈ଶ) 

4: Find an estimate (݈ଵ෡  and ݈ଶ෡) which correspond to the maximum of the objective function ࢓࡮૚ ൅  ૛࢓࡮
5: Compute two estimates of હෝ by substituting (݈ଵ෡  and ݈ଶ෡) found into Eq. (8) using ࢓ࡳ૚ and ࢓ࡳ૛ 

6: Compute the estimates of ܣߜ෢  by ܣߜ෢ ൌ ෢ܣߜ ଵෞ and byߙ଴ܣ ൌ ଶෞߙ଴ܣ ሺ1 ൅ ⁄ଶෞሻߙ  
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5812 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

3 RESULTS AND DISCUSSIONS 
To validate the proposed method, and to illustrate its advantages and limitations, a numerical case study 

was considered. The numerical setup consists of a reservoir pipe valve system containing a single blockage as 
shown in Fig. (1). The lengths of different pipe sections are ܮ ൌ 2000	m, ݈ଵ ൌ 	700 m, ݈ଶ ൌ 	200 m, ݔ௠భ ൌ 50 m, 
௠మݔ ൌ 	1950 m. The intact pipe area is ܣ଴ ൌ 	0.1963	݉ଶ and the change of area due to the blockage is ܣߜ ൌ
0.1257 m2. The wave speed was assumed to be constant ܽ ൌ 1000 m/s and the pipe was assumed to be 
frictionless. The pressure head response ݄௠భ

ሺ߱ሻ and ݄௠మ
ሺ߱ሻ at the measurement locations (ݔ௠భand	ݔ௠మ) were 

computed using the transfer matrix method (i.e. using Eq. (1) and (2)), where the transient was generated by 
an impulse (i.e.	ݍ௩ሺ߱ሻ ൌ 1). The frequency domain was sampled from 0 to	߱ே 	ൌ 16߱଴ with a step size	Δ߱	 ൌ
߱଴	/100, where ߱଴ is the fundamental frequency of the intact system	߱଴ ൌ ܽߨ2 ⁄ܮ4 . 

Algorithm (1) was applied to compute the objective function ࢓࡮૚ ൅  ૛ at every point in the feasible domain࢓࡮
discretized with Δݔ ൌ 2	m. Fig. (2) shows a color plot of the objective function together with the location of the 
maximum. The results shows that the objective function ࢓࡮૚ ൅  ૛ has a single maximum which corresponds࢓࡮
to the blockage’s location and length estimates (݈ଵ෡ ൌ 	700 m and	݈ଶ෡ ൌ 	200	m). This is how the method provides 
the blockage length and location. Regarding, the blockage area, two estimates of the change in pipe area were 
obtained from Eq. (8) for each signal 	࢓ࡿ૚ and	࢓ࡿ૛. The estimates of ܣߜ are	ܣߜ෢ ൌ ሼ0.1256,			 െ
0.0561,				0.1254,				0.1256ሽ m2. Note that one of the estimated values was negative, which might represent a 
pipe wall thinning. This negative value was ignored since it was assumed that there was only positive change 
in area (blockage). Hence the estimate of the area was	ܣߜ෢ ൌ 0.1256 m2.  

 

 
Figure 2. Objective function	࢓࡮૚ ൅  .૛and location of the maximum࢓࡮

 
The above numerical example illustrates how the method can be applied to identify a single blockage in a 

pipe. This proposed method differs from most of the frequency domain methods for blockage detection (DeSalis 
and Oldham, 2001; Duan et al., 2012; Louati, 2016) by the fact that it uses the frequency response of any set 
of frequencies rather than using only the resonant and the anti-resonant frequencies locations. Using the 
frequency response at all frequencies gives more accuracy in the blockage identification especially in the cases 
(i) presence of noise (ii) inaccurate identification of the eigen-frequencies. These two advantages will be 
discussed in what follows.  

 
3.1 Presence of noise 

To illustrate the advantage of using the response of frequencies other than the resonant and anti-resonant 
frequencies, the results for the blockage identification were compared in the presence of noise. A zero-mean 
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Gaussian white noise (the noise power was the same at all frequencies) of different values of Signal-to-Noise 
Ratio (SNR) was added to the deterministic computed signals ࢓ࡿ૚

ࢉ and ࢓ࡿ૛
ࢉ . The SNR is herein defined in decibel 

(dB) as the ratio between the power of the signals 	࢏࢓ࡿ
ࢉ  (i.e. ห࢏࢓ࡿ

ࢉ ห
ଶ
) to the power of the noise (i.e. the variance 

of the random variable noise ߪଶ). That is SNR ൌ 20 logଵ଴ ห࢏࢓ࡿ
ࢉ ห ⁄ߪ , where ห࢏࢓ࡿ

ࢉ ห is the average of the magnitude 
of the signal 	ܵ௠೔

௖  at different frequencies.  
A set of numerical simulations were conducted in which two cases were considered, the first one was the 

case where “all frequencies” were used for blockage identification (i.e. frequency response for the frequencies 
in the range	ሾ0.01	߱଴, 16߱଴ሿ with a step size	0.01߱଴). Whereas, the second one was the case where only the 
“resonant and anti-resonant frequencies” were used (i.e. 8 resonant and 8 anti-resonant frequencies contained 
in the interval	ሾ0.01	߱଴, 16߱଴ሿ). 

The simulation was repeated 30 times for different values of SNR from -10dB to 40dB and Algorithm (1) 
was again used for blockage identification. The ensemble average and the standard deviation of the estimation 
error in the two cases are summarized in Fig. (3). Here, the estimation error is defined by  

 

 ߳ ൌ
1
2
ቆ
ห݈ଵ෡ െ ݈ଵห ൅ ห݈ଶ෡ െ ݈ଶห

ܮ
൅
∑หܣߜ෢ െ หܣߜ

଴ܣ݊
ቇ [10] 

 
in which ݊ is the number of feasible estimates of the change in area	ܣߜ෢ . The estimates ݈ଵ෡  and ݈ଶ෡  are found by 
enumeration of the entire feasible region with a discretization Δݔ ൌ 10 m. 

  
Figure 3. Error bar of the estimation error with increasing SNR.  

 
Fig. (3) shows that the estimation error is about 5 times lower when the whole frequency bandwidth was 

used than for the case where only the first 8 resonant and anti-resonant frequencies are used. This shows that 
using more frequencies increase the accuracy of the blockage detection results. This is because, for the case 
of zero-mean Gaussian white noise, the matched-field processing (MFP) approach has the ability of identifying 
the blockage parameters which maximize the SNR (Wang and Ghidaoui, 2017). In other words, the blockage 
parameters are estimated such that the corresponding signal generated from the model (i.e.	ܵ௠೔

௖ ) fits the 
estimated mean value of the noisy measured response (i.e.	ܵ௠೔

). However, the mean was only well estimated if 
a large enough sample size was used for its estimation. Therefore, in cases where only the resonant and anti-
resonant frequencies were used for blockage identification, the mean value of the “measured” signal was not 
well estimated because of the lack of “measurement” data. However, for the case where more frequencies 
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(0.01߱଴: 0.01߱଴: 16߱଴) were used for the estimation of the blockage parameters, the mean value of the 
measured response can be better estimated and therefore, more accurate results of the blockage parameters 
are obtained.  

Note that, in this case the noise is added to the amplitude of the frequency response. Therefore, blockage 
detection methods which do not use the amplitude of the frequency response, (e.g. Duan et al., 2012; DeSalis 
et al., 2000), are not directly affected by the presence of such type of noise. However, the presence of noise 
can make the identification of the eigen-frequencies inaccurate. In this case, MFP method has advantage 
comparing to the methods based on the eigen-frequencies.  
 
3.2 Inaccurate identification of the eigen-frequencies 

There are several reasons which can make the identification of the resonant and the anti-resonant 
frequencies inaccurate, for instance, the measurement of the frequency response with a large frequency step. 
In this case, methods based on the eigen-frequencies identification become less accurate. However, since the 
MFP method does not rely on the identification of the resonant and anti-resonant frequencies. It can give more 
accurate results. To illustrate this, consider the same numerical example given above, the pressure heads 
݄௠భ	and ݄௠మare simulated using the transfer matrix method (i.e. using Eqs (1) and (2)) in the frequency range 
(0: 4߱଴) with a frequency step size	Δ߱	 ൌ ߱଴	/15. The resonant frequencies ߱௥ and the anti-resonant 
frequencies ߱௔௥ are estimated by a linear interpolation and are found to be ߱௥ ൌ ሼ0.9181, 3.1401ሽ߱଴ and	߱௔௥ ൌ
ሼ2.0825, 3.7208ሽ߱଴.  

Under these conditions, the blockage is identified using the MFP method and results are compared with 
two other methods which only use the resonant and the anti-resonant frequencies. The first method used for 
comparison, estimates the blockage characteristics using a minimum error in the dispersion relation (MEDR) 
approach (Duan et al., 2012). The main advantage of this method is that it does not require the knowledge of 
the input signal (i.e.	ݍ௩) as it only uses the eigen-frequencies. However, this method relies on the accurate 
identification of the eigen-frequencies and involves an optimization problem with at least three variables. The 
second method used for comparison, uses an explicit area function based on the perturbation method (AFPM) 
(DeSalis and Oldham, 2001). The main advantages of this method comes from the fact that it does not assume 
the number of blockages and is independent from the type of excitation (i.e.	ݍ௩). However, the method assumes 
the change in area to be small. Moreover, using this method requires a large number of eigen-frequencies to 
guarantee an accurate area reconstruction.  

The comparison between the results of the blockage identification methods in the case of inaccurate 
identification of the eigen-frequencies is shown in Fig. (4). 

 

 
Figure 4. Comparison of the Matched-field processing with other methods in the literature. 
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Fig. (4) shows that the MFP method has more accurate result than the other two methods. The results 

found using the AFPM (DeSalis and Oldham, 2001) shows large discrepancy between the reconstructed cross-
sectional area and the reference pipe’s area. This is because only 3 resonant and 3 anti-resonant frequencies 
are used for the area reconstruction. Furthermore, the results of MEDR method (Duan et al., 2012) shows a 
non-accurate prediction of the blockage location and length. This is because the method is sensitive to the 
inaccuracy of the resonant and anti-resonant frequency identification (Duan, 2015). In contrast, the estimate of 
the blockage parameters was more accurate using the MFP method, this is because MFP has the ability of 
using frequencies other than the eigen-frequencies.  

Despite the advantages of using MFP for blockage parameters estimation, this method has some 
limitations. The first limitation is the method requires a relatively accurate measurement of the frequency 
response in at least two measurement locations. It also requires a good knowledge of the input and of the 
boundary conditions. The second limitation is that the general form of the blockage size હෝ used in this method 
(Eq. (8)), to solve for the blockage location and length independently from the blockage size, does not 
necessarily satisfy the feasibility condition. This is because the least square solution does not necessarily satisfy 
the condition	ܣ଴ߙଵෞ ൌ ଶෞߙ଴ܣ ሺ1 ൅ ⁄ଶෞሻߙ , and this is the reason why more than one estimate for the area is obtained 
by this method. In progress research is conducted to solve these limitations. 
 
4 CONCLUSIONS 

A new method for blockage detection is proposed. The method has the advantage of using information not 
only from the resonant frequencies but also from other frequencies, this is a key advantage especially when the 
signal is contaminated with a zero-mean Gaussian noise, and when the identification of eigen-frequencies is 
not accurate. The proposed MFP-based method solves for the location and the length of the blockage 
independently from the blockage’s area. This gives the advantage of visualizing the overall objective function 
for all possible blockage parameters which cannot be achieved by other methods. However, an accurate 
knowledge of the input and the boundary conditions is required for the robustness of the proposed model-based 
MFP method.  
 
ACKNOWLEDGEMENTS 

This study is supported by the Hong Kong Research Grant Council (project T21-602/15R) and by the 
Postgraduate Studentship. 
 
REFERENCES 
Bruckstein, A. M. & Kailath, T. (1987). Inverse Scattering for Discrete Transmission-Line Models. SIAM Review, 

29(3), 359-389. 
Chaudhry, M. H. (2014). Applied Hydraulic Transients. Springer-Verlag New York. 
DeSalis, M. & Oldham, D. (2001). The Development of a Rapid Single Spectrum Method for Determining the 

Blockage Characteristics of a Finite Length Duct. Journal of Sound and Vibration, 243(4), 625-640. 
Duan, H. F., Lee, P. J., Ghidaoui, M. S. & Tung, Y.-K. (2012). Extended Blockage Detection in Pipelines by 

Using the System Frequency Response Analysis. Journal of Water Resources Planning and Management, 
138(1), 55-62. 

Duan, H. F. (2015). Sensitivity Analysis of a Transient-Based Frequency Domain Method for Extended Blockage 
Detection in Water Pipeline Systems. Journal of Water Resources Planning and Management, 142(4), 
04015073. 

Gong, J., Lambert, M.F., Simpson, A.R. & A.C. Zecchin, (2014). Detection of Localized Deterioration Distributed 
Along Single Pipelines by Reconstructive MOC Analysis. Journal of Hydraulic Engineering, 140(2), 190-198. 

Gopinath, B., & Sondhi, M. M. (1970). Determination of the Shape of the Human Vocal Tract from Acoustical 
Measurements. Bell System Technical Journal, 49(6), 1195-1214. 

Ignacio S. Rubio, Gildas B., and Didier G., (2016). Blockage and Leak Detection and Location in Pipelines Using 
Frequency Response Optimization. Journal of Hydraulic Engineering, 143(1). 

Louati, M. (2016). In-Depth Study of Plane Wave-Blockage Interaction and Analysis of High Frequency Waves 
Behaviour in Water-Filled Pipe Systems. PhD Thesis. HKUST.  

Louati M., Meniconi S., Ghidaoui M.S. & Brunone B. (2017). Experimental Study of The Eigenfrequency Shift 
Mechanism in Blocked Pipe System. Journal of Hydraulic Engineering. Accepted/In production. 

Meniconi, S., Duan, H. F., Lee, P. J., Brunone, B., Ghidaoui, M. S. & Ferrante, M. (2013). Experimental 
Investigation of Coupled Frequency and Time-Domain Transient Test-Based Techniques for Partial 
Blockage Detection in Pipelines. Journal of hydraulic engineering, 139(10), 1033-1040. 

Qunli, W. & Fricke, F. (1990). Determination of Blocking Locations and Cross‐sectional Area in a Duct by 
Eigenfrequency Shifts. The Journal of the Acoustical Society of America, 87(1), 67-75. 

Schroeder, M. R. (1967). Determination of the Geometry of the Human Vocal Tract by Acoustic 
Measurements. The Journal of the Acoustical Society of America, 41(4B), 1002-1010. 

Sondhi, M. M. & Gopinath, B. (1971). Determination of Vocal‐Tract Shape from Impulse Response at the 
Lips. The Journal of the Acoustical Society of America, 49(6B), 1867-1873. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5816 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

Tolstoy, A. I. (2010). Waveguide Monitoring (such as sewer pipes or ocean zones) via Matched Field 
Processing. The Journal of the Acoustical Society of America, 128(1), 190-194. 

Wang, X. & Ghidaoui, M. S. (2017). Pipeline Leak Detection Using the Matched-Field Processing Method. 
Journal of hydraulic engineering. Submitted. 

 

 Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5817



          

 

TIME DOMAIN INVERSE TRANSIENT ANALYSIS FOR PIPELINE LEAK DETECTION IN 
A NOISY ENVIRONMENT 

ALIREZA KERAMAT(1), MOHAMED S. GHIDAOUI(2) & XUN WANG(3) 

(1,2,3) Department of Civil and Environmental Engineering, Hong Kong University of Science and Technology, Hong Kong, China, 
keramat@ust.hk 

ABSTRACT 

This paper addresses leak detection in the presence of measurement noise using inverse transient analysis in 
the time domain. The unknown leak parameters are determined by optimizing a merit function, which fits the 
numerically modeled pressures to measured pressures. As a result of measurement noise, the estimated 
parameters may correspond to some fictitious leaks whose computed pressure head best matches the noisy 
measurement not leak reflections. This issue is demonstrated in this research and a merit function to decline it 
is suggested. It is based on maximizing the signal-to-noise ratio (SNR), which is usually termed as Matched 
Filter in literature. This function is then compared with the conventional least square objective function and its 
properties subject to noise are assessed. It is found that the performance of each merit function mostly depends 
on the variance of noise and the system properties, which may change from case to case. It is advised to use 
both merit functions for localization separately and then the more reliable result corresponds to that of the 
objective function with lower variance. 

Keywords: Leak detection; inverse problem; water hammer; noise; matched filter. 

1 INTRODUCTION 
 Rapid excitation of fluid flow in pipe networks and collection of the resulting transient pressure response at 

some points in the system is widely established as a tool for leak detection in fluid-filled pipes (Colombo and 
Karney, 2009). Many methodologies and tools, such as leak reflection method, inverse transient analysis (ITA), 
impulse response analysis, transient damping method and frequency domain response analysis have been 
developed for solving various types of leak detection problems in recent years (Colombo and Karney, 2009).  
First introduced by Liggett and Chen (1994), ITA aims at finding properties of a pipe system by means of a 
transient flow data. In the context of leak detection in the time domain, the method assumes that each 
computational node is a potential leak point. The identification then proceeds by minimizing a merit function of 
the measured and computed pressure time signal, which is found by a transient solver. In fact, any inverse 
solution should be tested for the presence of data error, such as random noise in measurements and uncertain 
input parameters. In the context of leak detection in conjunction with measurement noise, studies based on 
signal processing techniques can be addressed. Gao et al. (2005) used the cross-correlation technique to 
estimate time delay between measurements for leak localization. Vítkovský et al. (2007) proposed the model 
parsimony approach to limit the number of unknown leak candidates in the time-domain ITA. They introduced 
a penalty function in terms of the number of model parameters in the merit function. Guo et al. (2016) applied 
the empirical mode decomposition to decompose measurements into intrinsic mode functions, which in turn are 
used for noise cancellation. This leads to propose an adaptive time delay estimate to determine the location of 
a leakage in the pipe system. Ferrante et al. (2007) assessed the ability of the wavelet analysis to recognize 
small step variation (corresponding to small leaks) in the collected pressure signal blurred with noise. Most 
recently, Wang and Ghidaoui (2017) used matched field processing in the frequency domain for leak detection 
in the presence of measurement noise and uncertain wave speed. Although there are a couple of researches 
to address leak detection in a noisy environment using the other methods, the conventional method-of-
characteristics-based ITA and its potential drawbacks has received less attention. The ITA in the time domain 
for leak detection usually employs too many decision parameters because all computational points are treated 
as potential leaks in the model. A large number of design parameters promote a strong alikeness between 
simulated pressures so that optimization procedure may arrive at non-unique optimum parameters (leak size 
and location). As a result, in the presence of measurement noise and when decision parameters are too many, 
the optimum solution may be affected by noise and provides wrong localization. In this research, to address this 
problem and to limit the noise effects in the localization, a Matched Filter approach is applied in the context of 
time-domain ITA.  
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2 LEAK DETECTION IN A NOISY ENVIRONMENT 

2.1 Mathematical model 
Let ( )mh t  defines a measured pressure at time, t  at location, mx  in a pipeline, ( )h t defines the corresponding 

true model output and ,Li eix A  denote location and effective area of leak i , respectively. Then mathematically, 

the problem of leak detection in the presence of measurement noise n  is: 

     , , , , , , , ,m m Li ei m Li eih t x x A P h t x x A P n t   [1] 

in which P stands for other system parameters, e.g., friction factor, wave speed, boundary condition properties, 
etc. Basically, noise does not contain any information about leaks and in fact, it belongs to a space that is 
orthogonal to the true model (neglecting any modelling errors). In practice, measurements are taken at discrete 
time intervals. Let M  denotes the number of collected data points. Eq. [1] can be written in the vector form:  

  T T T
,1 , 1 1, , ( ,..., ) , ( ,..., ) , ( ,..., )Li ei m m M M Mx A h h h h n n  m mh = h + n h h n [2] 

The target of this paper is to study the effects of the random noise, n  in the localization. Many papers in 
literature on leak detection using time-domain ITA assume n 0  (Liggett and Chen, 1994; Vítkovský et al., 
2000; Kapelan et al., 2003; Jung and Karney, 2008; Haghighi and Ramos, 2012; Brunone and Ferrante, 2001; 
Covas, 2003).  

The computed heads,  ,Li eix Ah in Eq. [2] represent model outputs, which are governed by water hammer
equations solved by method of characteristics (MOC) (Chaudhry, (2014)). It is assumed that leaks can only 
exist at computational points so the leak detection problem reduces to find the effective area of leaks 
corresponding to each computational node of MOC. The simulated pressure heads then only depend on leak 

(node) effective area. In other words, the approximated 
   , , , 1, ...,Li ei j ejx A x A j N h h

, and thus  ej ej jA A x

applies in Eq. [2]: 

  , 1,...,ejA j N mh = h n [3] 

in which  ejAh
is model results assuming leaks at discrete (mesh) points and N is the number of mesh nodes. 

2.2 Least square, maximum likelihood estimation 
Considering Eq. [3], the process of leak detection using ITA is the fitting of M  measured pressure data 

points to a model that is dependent on N  parameters (effective leak areas). If the measured pressure heads 
are statistically independent and follow a Gaussian distribution with variance 2 around the true model 

pressures (Eq. [3]), the probability of the multiple measurements is the product of the probabilities of each 
measurement. Maximizing this likelihood corresponds to minimizing the square error between measured and 
modeled pressures and yields the best fit parameters (Press et al., 1992). So, the objective function of 
minimization becomes:  

     2T

1
1

.
M

m
i i

i

E h h


    m mh h h h   [4] 

This merit function for the leak detection using ITA was firstly suggested by Liggett and Chen (1994) and 
has been widely used by many researchers afterwards (see review paper by Colombo and Karney, 2009). 

2.3 Matched filter, maximum signal to noise ratio 
Another merit function is investigated in this research. This finds a filtering function based on computed 

heads such that it maximizes the energy of the signal and thus minimizes the influence of the noise. Considering 
Eq. [3], measured data are filtered by function w (Oppenheim and Schafer, 2010): 

T
1* * * , ( ,..., )Mw wmw h = w h + w n w  [5] 
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in which * represents a convolutional sum and w is assumed to be a unit vector, i.e., 1w , to obtain a non-

trivial solution. The optimal filtering function is found by maximizing the ratio of signal power to noise power, 
defined by signal-to-noise ratio (SNR) (Johnson and Dudgeon, 1993): 
 

 
 

2

2 2
2 1 1

21 1 1
2 2 22 2 2

* 1
SNR

*

M M M

M k k M k k
k k k

w h w h

 

   
  

    
    
       

 
 

  w h
h

w ww nE
  [6] 

 
in which E stands for expectation and 2 is the variance of the noise (measured data). Appendix A illustrates 
how the denominator is evaluated. The inequality in Eq. [6] is due to Schwarz’s inequality, which becomes 
equality and thus SNR reaches maximum, if and only if 

1M kw  
and , 1,...,kh k M are linearly dependent, which 

for unit vector w  means
1 / , 1,...,M k kw h k M   h . Based on this filter, and considering Eq. [5], a new merit 

function representing the highest signal power is proposed: 
 

   
22

2 22 2
2 1 , , 2

1 1 1

1
* , .

M M M
Tk

M k m k m k i
k k i

h
E w h h h 

  

  
           

  m mw h h h h
h h

 [7] 

 
This objective function should be maximized to find the best leak parameters, which correspond to the 

highest filtered energy of the measured signal to the noise. Physically, this merit function is the correlation 
between measured and computed signals. Accordingly, this merit function is termed as Matched Filter or 
Matched Field Processing (MFP) in the signal processing literature (Krim and Viberg, 1996). This approach is 
widely used in ocean acoustics for sound source localization (Wang et al., 2016, Tolstoy et al., 2009), structural 
vibration (Turek and Kuperman, 1997; Tippmann and Lanza di Scalea, 2015) and ocean engineering 
(Baggeroer et al., 1993) by matching the modeled and measured signals or blockage detection in sewer pipes 
by correlations between measurements (Tolstoy, 2010). 
 
2.4 Discussion of the two merit functions, new approach 

In a noise-free condition, both objective functions [4] and [7] identify the leak parameters correctly. In a 
noisy environment, the global extremum point may be displaced thus leading to inaccurate localization. Here, 
the variances of the two merit functions are computed, which illustrates their fluctuations due to the noise and 
may thus signify the detection error. Assuming that the expectation of measured head (one measurement or 
the average of many) is equal to the computed head for actual leaks and the noise is Gaussian, the variance of 
Eq. [4] becomes: 
 

1

2 42E M   [8] 

 
in which M  is the number of computed (measured) head data points over time and  is the standard deviation 

of measurements. The variance of Eq. [7] yields: 
 

2

2 22 4 2 2

1

2 4 , .
M

E i
i

h  


   h h  [9] 

 
The derivation of Eq. [8] and [9] is provided in Appendix B. The two variances can be compared for a fixed 

number of measured data ( )M . They vary from one case to another, e.g., different sensor and system properties 

including leak locations and sizes. The above variances imply the variability of the merit functions with random 
noise by which one can speculate the stability of leak localization. Therefore, it is well-advised to use the first 
approach (Eq. [4]) when the variance of Eq. [7] is relatively high and vice versa.  

For the reason that leaks sizes are unknowns, the norm of the computed head for actual leaks, as observed 
in Eq. [9], cannot initially be found. As a result, the following procedure is suggested to select the appropriate 
merit function for localization. Firstly, employ the ITA with each objective function separately. Then, having 
estimated leaks correspond to each approach, the variance of each function is computed (using Eq. [8] and [9]). 
Finally, the detected leak sizes of the one with smaller variance is chosen as more reliable localization. 
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3 NUMERICAL RESULTS AND DISCUSSIONS 

3.1 Preliminaries 
A reservoir-pipe-valve system is considered to investigate the leak detection using the time-domain ITA. 

The system characteristics are stated in Table 1. Following Section 2.4, the selection of the appropriate merit 
function for the ITA depends on true model outputs, which in turn is a function of the system properties. As a 
result, two leak sizes according to Table 1 are defined to examine each merit function and the proposed 
approach to choose between them, which can eventually lead to a more stable localization. 

Table 1. General specifications of the reservoir-pipe-valve system. 
Pipe length 37.2 m Number of MOC points 33 
Inner diameter 22.1 mm Mesh size 1.127 m 
Steady velocity (before leak) 0.2 m/s Leak distance from reservoir 31.56 (node 29)  
Wave speed 1300 m/s Effective leak sizes (Cd AL) 0.2, 3 mm2 

Based on the data provided in Table 1, the forward problem is solved to find the pressure head 

  , 1,...,ejA j Nh  at the valve. The lumped leak area is allocated at node 29 and the leak area of the other

nodes are set to zero. A Gaussian white noise with zero-mean unit variance represented by a random variable 
ξ  is used to randomly generate the noise in Eq. [3].

2SNR

20
10, 10 or SNR 10 log L

L

h
h 


  

     
 

n ξ [10] 

In this relation, SNR measured in decibel (dB) is a given number which depends on the system 

instrumentation and collected experimental data and Lh corresponds to first reflection in pressure due to leak 

(a step pressure drop) and  is standard deviation of noise.  

In order to estimate the localization efficiency of each merit function subject to noise, an error estimation 
criterion is defined:  

1

ˆ
L LX X

L



 [11] 

in which L  is the pipe length, LX  is the true leak location, and ˆ
LX is the estimated leak location, which

corresponds to the node with maximum effective area obtained from optimization. This criterion does not take 
the leakage size into account (note that in practice the reliability of localization is key to the detection exercise). 
A criterion that takes both leak size and location into account may be defined as follows: 

 
1

2

ˆ ˆ
N

e L ej Lj
i

e L

A X A X

A X
 





[12] 

In this relation, eA  is the actual leak size and 
, 1,...,ejA j N

 is the detected effective area for each
computational point and N  is the number of MOC nodes. Note that Eq. [12] is a measure of the difference in 

the moment of the actual leak area with respect to 0X   versus the moment of the identified leaks.
In the next sections, first some numerical results are presented to illustrate the noise effect in localization. 

It provides the motivation to use the matched filter approach as a new merit function in the time-domain ITA 
context to probably decline it. Then, the pipe system with the two leak cases (Table 1) is investigated in separate 
sections to observe the performance of the ITA while using the two merit functions.  

3.2 Overfitting problem in the time-domain ITA 
A noise-free signal contains the system information due to reflections from pipe system boundaries 

including anomalies. In the presence of noise, this information is contaminated so that the results of the transient 
model are not well-matched to the measured data. It means that each misfit quantity in Eq. [4] for the actual 
leak parameters is not necessarily zero and its expectation coincides to the estimated variance of noise. 
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However, some issues can lead the detection procedure to overfitting to measurements and wrong leak 
parameters. In other words, the global minimum is displaced and it is no longer at the actual leak parameters 
or at least it is not the unique global extremum. These issues are basically driven by the misfit function 
components being either the computed head or measured data. Adding too many parameters to the ITA 
decrease the sensitivity of the computed signals to the parameters (increase similarity) and can make the 
inverse problem non-unique. This issue which stems from assuming all nodes as potential leaks (too many 
parameters) in ITA is more pronounced for measurements with high noise levels.  

The problem is more illustrated by Figure 1 while a noisy signal (white noise) with SNR = 0 dB in Figure 1 
(a) is applied for leak localization. Typical result from an ITA is presented in Figure 1 (b) in which the actual and 
predicted leak sizes and locations are represented by red and blue bars respectively. Figure 1c shows the 
values of the least square merit function (Eq. [4]) versus optimization iterations when the starting point (initial 
guess) is the actual leak parameters. As seen, a set of wrong leak locations and sizes are detected. In this case, 
the mean square summation of the misfit is less than the noise variance. In fact, the method detects fictitious 
leaks to match to the white noise. As a result, the global minimum of the square fit between measured and 
computed signal is displaced and it corresponds to another set of leaks which differ from the actual one both in 
location and size. Note that this is an example with no modeling error with only leak parameters (effective leak 
area at each node) as decision variables of optimization. When too many decision parameters are incorporated 
(e.g., friction factor, viscoelastic, unsteady friction coefficients, etc.), the noise effect in the localization becomes 
more problematic.  
 

Figure 1. (a) Noisy pressure head with 0-SNR (red) and best computed fit (blue). (b) The actual (red) and 
detected (blue) leak parameters (location and size). (c) The convergence curve of optimization iterations. 

 
3.3 Leak case 1 

Considering the problem stated in Section 3.1, the proposed and the conventional merit functions are 
compared. To this aim, noisy signals are utilized for localization using ITA with the two merit functions.  

Note that when there are several measurements at a location, two different approaches are possible for 
the localization. One way is to calculate the average signal to be used for ITA. This in fact reduces the noise 
variance by a constant factor corresponding to the number of measurements. One can prove that it is consistent 
with finding the maximum likelihood estimators of all measurements when the noise is Gaussian independent 
white noise. Therefore in reality, this approach has to be used while having multiple measurements. The other 
approach is to employ each signal for localization separately and then find the average of the results. In this 
paper, this is used to compare the efficiency of the two merit functions in a noisy environment to avoid making 
conclusions based on one single signal. 

According to the data given in Table 1, the detection procedure is repeated for 10 different noisy 
measurements at the valve with SNR = 0 dB. The result of leak detection corresponding to each measurement 

is the vector of the effective leakage area (
, 1, ...,ejA j N ). The elements of these vectors (10 vectors 

corresponding to 10 measurements) are then averaged respectively and the resulting vector is presented in 
Figure 3 for the two merit functions. The results of this figure show that the two merit functions behave similarly. 

In fact, according to Eq. [12], for the matched field 2 0.287MF 
and for the least square merit function, it gives

2 0.266LS 
. This study is repeated for SNR equal to -5 but now the average of 30 runs (to decrease the variance 

of identified leak area) are shown in Figure 4. Then, the evaluated errors according to Eq. [12] are 2 0.2545MF 
 

for the matched field and 2 0.2563LS 
for the least square merit function. Again, it demonstrates similar 

localization of the two functions though with slightly different sizes. The two figures indicate that the proposed 
matched-filter based objective function is capable of finding leaks. As it arrives at different results than the least 
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square, it is conductive to employ both functions for the ITA and find the appropriate one which as discussed 
can be selected by their variance. 

Figure 3. The actual (red) and detected (average of 10, blue) leak parameters (location and size) for the two 
indicated merit functions. Measurements with SNR = 0 dB are used for localization. 

Figure 4. The actual (red) and detected (average of 30, blue) leak parameters (location and size) for the two 
merit functions. Measurements with SNR = -5 dB are used for localization. 

To further investigate the two objective functions and the new approach in terms of localization error, the 
ITA is repeated for 60 times with different noisy signals. The error of each run is evaluated according to Eq. [11] 
to estimate the mean error. For the three methods presented in Sections 2.2 to 2.4, Figure 5 shows the mean 
and 95% confidence interval of error corresponding to four different SNR. As SNR decreases, the localization 
error increases for both methods but the least square method is clearly more accurate than the matched filter. 
This is due to the fact that the variance of the least square function is lower than that of the matched filter merit 
function (e.g., for SNR = -5 dB, they are 2 44 10 m  versus 4 43 10 m , respectively). As seen in Figure 5, the 

localization errors for the proposed approach coincide to those of the least square objective function. In fact, 
since the least square function has lower deviation, the new approach chooses the localizations of this merit 
function in all 60 simulations. 

Figure 5. The mean and 95% confidence interval of localization error evaluated using Eq. [11] for 60 
simulations with different SNR (

20.2 mmeA  ). 
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3.4 Leak case 2  
A similar investigation to the previous section but now with the other leak is made. Separate ITAs are 

carried out for 10 signals with 0 dB white noise to arrive at 10 sets of results. The optimum leak vectors are then 
averaged to find the result in Figure 6, which is provided for the two merit functions. Errors evaluated based on 

Eq. [12] for the matched field and least square merit functions are 2 0.146MF   and 2 0.228LS  , respectively. 

Figure 7 depicts similar results but now for 30 measurements (to decrease the variance of identified leak area) 

with SNR = -5 dB. The detection errors are 2 0.222MF   and 2 0.303LS  . The comparison reveals that for this 

leak case, the matched field merit function is thus definitely preferred. This can also be anticipated from the 
variances of the two objective functions which will be illustrated along with the mean error of localizations 
corresponding to each method. 
 

 
Figure 6. The actual (red) and detected (average of 10, blue) leak parameters (location and size) for the two 

merit functions. Measurements with SNR = 0 dB are used for localization. 
 

 
Figure 7. The actual (red) and detected (average of 10, blue) leak parameters (location and size) for the two 

merit functions. The results are the average of 30 measurements, each with SNR = -5 dB. 
 

The error analysis for 60 measurements and corresponding simulations using the three schemes is carried 
out. Eq. [11] is utilized to estimate the error of each localization. The estimated mean and 95% confidence 
interval of error for each SNR is presented in Figure 8 (for the three approaches). For this leak case, the variance 

of the least square function is 
7 41 10 m and that of the matched filter merit function is 

5 48 10 m  (for SNR = -5 
dB). For the reason that the variance of the matched field merit function is lower, the average error in localization 
is less than that of the least square function, and thus the advantage of the proposed merit function for this leak 
case is confirmed. One can also expect that the proposed scheme (Section 2.4) will select the matched filter 
function for the localization so as it results in the same error as matched filed approach, as seen in Figure 8.  
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Figure 8. The mean and 95% confidence interval of localization error evaluated using Eq. [11] for 60 
simulations with different SNR (

23mmeA  ). 

4 CONCLUSIONS 
The leak detection based on the ITA in the time domain when measured data are contaminated with a 

white noise is addressed. The analysis based on maximizing signal-to-noise ratio, which is largely stablished 
as a successful signal processing technique is carried out. The idea is equivalent to the matched filter or 
Matched Field Processing (MFP), which involves correlations between the measured and modeled signals. This 
filter in fact adjusts the measured heads by increasing the reflections from actual leaks and decreasing noise 
energy. It leads to a new merit function for leak detection in the time-domain ITA instead of the conventional 
least square criterion. The two possible merit functions are proven to reach their global extremum at the same 
optimal points for localizations using noise-free signals.  

The problem of non-uniqueness and over-fitting which stems from having too many decision variables 
(MOC nodes as leak candidates) arises for localizations with noisy signals. It is more significant under high 
levels of noise or equivalently in systems with very small leaks, which have reflection amplitudes of the same 
order or smaller than noise standard deviation. In a noisy environment, when the non-uniqueness problem in 
the ITA becomes a significant issue, the two objective functions behave differently. It is found in this research 
that the optimal variances of the two merit functions are the objective parameters to decide for the selection of 
each function for leakage detection. The merit function with lower variance arrives at less localization error. This 
finding is closely investigated by calculating the variances of the two merit functions for two case problems. The 
leak detection examples are solved under several measurement noise levels and on the basis of a detection-
error criterion, the preference of each one to the other is demonstrated.  

The incorporation of the matched field merit function in the ITA leads to an improved localization procedure 
in a noisy environment. The two merit functions are used for localization with a given measured signal (probably 
the average of several measurements at a location). If then they arrive at different results, that of merit function 
with lower optimal variance is supposed to be more reliable. This approach is also employed in the presented 
numerical case studies for the leak detection. It is demonstrated that it in fact takes the advantage of the 
matched field merit function when it gives less error (variance) than the other and vice versa. Consequently, the 
proposed approach to choose the final leak sizes from the outputs of the two merit functions is favorable. 

Note that a classical solution for the raised non-uniqueness or overfitting problem is to use model 
parsimony, which favors a lower number of leak candidates. The proposed matched field objective function can 
still be used with model parsimony. The two merit functions can be applied to enumerate the domain and achieve 
a more reliable result. Under high noise levels, they may reach to different solutions. Discussions regarding the 
preferred localization can be valid herein.  
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APPENDIX A   EXPECTATION OF FILTERED NOISE POWER 

The denominator of Eq. [6] can be estimated as follows: 
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but   2
i j ijn n  E , which 2  is the noise variance and ij is delta di Kronecker being one if i j and zero 

otherwise. Therefore, Eq. [A1] reduces to: 
 

  22 2 2 2
1 1 1 1

1 1 1 1 1

.
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M i M j i j M i M j ij i
i j i j i
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     wE  [A2] 

 
APPENDIX B   DERIVATION OF VARIANCES OF MERIT FUNCTIONS 

To find the variance of the merit function
1E , its expectation is computed: 
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in which 2  is the variance of the measured pressure data. The variance of the random function 

1E  is 

determined by: 
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Since the measurement at different time points are independent, the first term of Eq. [B2] reduces to: 
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Substituting from Eq. [B3] and Eq. [B1] in Eq. [B2], yields: 
 

        222 2 4 4 2 4
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The expectation of the random function 

2E  is: 
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and the second order moment: 
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Define the random variable TX  mh h  which has mean   2

XX   hE  and variance: 
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Considering the following formula: 
 

 4 4 2 2 46 3 ,X X X XX      E  [B8] 

 
the expectation term in Eq. [B6] is found to be: 
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Substituting Eq. [B9] in Eq. [B6] gives: 
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Therefore, the variance of
2E  is: 

      2 22 2 4
2 2 2var 4 2 .E E E        hE E [B11]
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ABSTRACT 

Signal processing is an important tool for diagnostic of non-stationary and non-linear data. Many techniques of 
analysis are available to process these types of data, such as STFT, Wavelets Transform, and demodulation 
analysis. In the recent study, the analysis of pressure transient signal can be seen as an accurate and low-cost 
method for the leak and pipe feature detection in water distribution system. Transient phenomena occurred due 
to sudden changes in fluid propagation filled in pipelines system, which is caused by rapid pressure and flow 
fluctuation in a system, such as closing and opening valve rapidly or pump failure. Various method of pressure 
transient analysis has been applied by several groups of researcher, such as cepstrum analysis, cross-
correlation, and wavelets transform. In this research, the application of Hilbert Huang Transform (HHT) was 
used as the method to analyse the pressure transient signal. However, this method has the difficulty in selecting 
the suitable IMF for the next data post-processing method, which is Hilbert Transform (HT). Previous 
researchers normally perform the selection of the IMF on visually basis according to user’s experience and used 
the statistical approach that allows the automatic selection of intrinsic mode function (IMF). This paper proposed 
the implementation of Integrated Kurtosis-based Algorithm for z-filter Technique (I-kaz) to kurtosis ratio (I-kaz-
Kurtosis) for that allows automatic selection of intrinsic mode function (IMF) should be used. This work 
demonstrates on 67.9 meters Medium High Density Poly Ethylene (MDPE) pipe installed with single artificial 
leak simulator. The analysis results using I-kaz-kurtosis ratio revealed that the method can be used as an 
automatic selection of intrinsic mode function (IMF), although the noise level ratio of the signal is lower. I-kaz-
kurtosis ratio is recommended and advised to be implemented as automatic selection of intrinsic mode function 
(IMF) through HHT analysis. 

Keywords: Leak detection; pressure transient; I-kaz; Hilbert Huang Transform (HHT). 

1 INTRODUCTION 
Water play an important role in the contribution of the economic growth of a country. In the recent decade, 

water is one of the major issues addressed in research worldwide due to the increase in water pollution and 
non-revenue water (NRW). Water Economy Network (WEN) reported that water scarcity is rapidly enhancing 
the number one global resource concern. Consequently, with the increase in the number of accessible clean 
and fresh water, the water network will increase and thus, the possibility of the increment of water issues is 
higher. The first global survey conducted by Lai (1991) reported that water loss for most country falling into the 
range of 20% – 30% and for Malaysia, the number is 43% of NRW. Non revenue water (NRW) is when the 
amount of water reaches to the consumer is lesser than the amount of water that has been produced. The 
losses are due to real losses, such as pipeline network leakage, or the apparent loss, such as through theft or 
bypass of water network (the water reach to the consumer not metered) and metering inaccuracies. Nowadays, 
minimizing of NRW during transportation process through pipeline network is very essential. The problem of 
water leaks in pipeline distribution system is the main cause of non revenue water (NRW). Lately, water 
authorities concern of leak in water distribution system, then provide some necessary incentives for investment 
in leak detection technology and leak reduction strategies Colombo et al. (2009).The main cause of leaks is due 
to the aging of pipelines, corrosion, erosion, excessive pressure of water resulting from operational error and 
water hammer generate by rapid opening and closing valve. 

There are two types of leak detection techniques, which are an external and internal method. External 
method is a way to inspect pipe condition externally, such as by visually inspecting the pipe condition, whereas 
the internal method inspects the pipe condition internally, such as by mathematical computation and signal 
processing (Taghvaei et al., 2006). Signal processing is a famous method among the researchers due to its 
ability to detect and localize any disturbance (leak) and blockage in the pipeline system. Pressure Transient 
analysis is a recently developed method and attracted researchers due to cost-effectiveness. Theoretically, 
transient phenomena are generated due to sudden changes of fluids propagation filled in the pipeline's system 
caused by rapid pressure and flow fluctuation in the systems, such as rapid closing and opening valve. These 
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phenomena generate pressure wave propagation, which travels with the speed of sound along the pipeline's 
system.The wave characteristic represents the pipe information and condition from various boundaries, such 
as pipe feature, junction outlet and the presence of the leak. Signal analysis is a way to extract the 
characteristics, identity, and information of pressure transient signal captured along the pipeline distribution 
system. A variety of pressure transient analysis method has been practiced among the researchers in order to 
extract information and characteristic of pressure transient signal, such as cepstrum analysis Taghvaei et al. 
(2006), cross-correlation Liou (1998), ortoghonal wavelets transform (OWT) Taghvaei et al. (2006), 
instantenous frequency analysis Ghazali (2012), and inverse transient analysis Stephens et al. (2002). 

The possibility to analyse the phenomenon in both time and frequency domain has been satisfied by 
implementation of time-frequency signal processing techniques, such as Hilbert-Huang Transform (HHT). HHT 
analysis was proposed to detect and capture transient phenomena occur in the non-stationary signal. In recent 
years, HHT has been widely used as time-frequency analysis as signal processing method Huang et al. (1998) 
,Shi and Luo (2003). HHT was proposed as newly developed and powerful method to analyze non-linear and 
non-stationary signal Bin et al. (2012). 

However, this method has the difficulty in selecting the suitable IMF for the next data post-processing 
method, which is Hilbert Transform (HT). Since HHT through Empirical Mode Decomposition (EMD) will 
decompose the signal into the different monocomponent and symmetric component by the sifting process. The 
monocomponent signal is called as intrinsic mode function (IMF) (Manjula and Sarma, 2012). The main 
drawback of this approach is the necessity to know a priori the frequencies and level of original signal that 
should be analysed Ricci and Pennacchi (2011). The HHT analysis in this case is not completely automatic 
since the interaction of skilled user is needed to select which IMF level was suitable for further analysed. 
Therefore, automatic selection for better IMF was needed to overcome this problem. The mathematical 
computational technique and statistical value analysis were applied by the researcher to increase the degree of 
automation then eliminates the interaction of skilled user to select the relevant IMF. 

There have been relatively few recent studies and statistical approach on measurable quality for automatic 
selecting relevant and appropriate intrinsic mode function (IMF). Maji et al. (2013) proposed variance and 
standard deviation as statistical value to differentiate each level of the decomposition of intrinsic mode function 
(IMF). The research was done using electrocardiogram (ECG) signal in order to detect Artificial Fibrillation (AF) 
rhythm and normal rhythm. Ricci and Pennacchi (2011) demonstrated Merit Index as an indicator that allows 
automatic selection of IMF level. The research utilizes rotary element (gear) signal to test the efficiency of merit 
index in selecting of relevant and appropriate IMF. The method works as a measure of periodicity degree and 
absolute skewness of each IMF level. In monitoring rotating machines, Kedadouche et al. (2014) introduced 
computation of correlation coefficient value for each level of IMF as quantifiable quality in selecting appropriate 
IMF level. In the research, vibration signal was captured from rolling element (bearing), then the signal was 
extracted using a hybrid method of Minimum Entropy Deconvolution (MED), Empirical Mode Decomposition 
(EMD) and Teager Energy Operator (TEO). The selected IMF is the IMF that presents the higher value of 
correlation coefficient as compared to the original signal. de Souza et al. (2014) presented an Energy-Based 
approach through mutual information (MI) coefficient as a method of selection relevant IMF. The research was 
done by applying the synthetic signal with embedded in white noise and real world signal. Mutual Information 
(MI) was also utilized as a method to select appropriate IMF in biomedical signal processing Ricci and Pennacchi
(2011).

This paper proposed Integrated Kurtosis Algorithm for Z-notch filter hybrid with higher order statistical 
method (Kurtosis) as the automatic selection of intrinsic mode function (IMF). The Ikaz was chosen since the 
approach of this method was adaptive in general and detects very well any changes and uncertainties of the 
measured signal (Nuawi et al., 2008). Unlike the existing statistical analysis, such as variance, standard 
deviation, and kurtosis, I-Kaz method was capable of indicating both amplitude and frequency difference by 
simultaneously obtaining the I-Kaz representation and I-Kaz coefficient, Zσ. Details experimental result was 
discussed by Nuawi et al. (2008) and Rizal et al. (2013) using vibrational signal acquire from rotating machinery 
part (Bearing) and detect tool wear during turning process respectively. The research conducted by Nuawi 2014 
et al, the I-kaz was compared to variance and the results are variance parameter was unable to detect both 
amplitude and frequency changes in the non-stationary signal. Thus, the I-Kaz method was reliable especially 
for monitoring purpose where the observation on the changes of the signal amplitude and frequency were 
commonly required (Nuawi et al., 2008). 

The effectiveness and reliability of the Ikaz-kurtosis ratio as the automatic selection of IMF was done using 
artificial pressure transient signal and random signal generate using Matlab and the results revealed that IMF 
that contains the maximum value of Ikaz-kurtosis ratio coefficient was relevant and appropriate to be further 
analysed. The research also done by comparing the effectiveness of kurtosis compared to I-kaz as the automatic 
selection method for better IMF. This paper focused on the implementation of Ikaz-kurtosis ratio coefficient as 
the automatic selection of intrinsic mode function using real pressure transient signal captured along the 67.9 
meter medium density polyethylene pipe with single artificial leak simulator attached at distanced 19.7 meter 
away from point of analysis. The result for real pressure transient signal shows that the IMF that contains the 
highest value of Ikaz-kurtosis coefficient was suitable and appropriate to be further analysed. Furthermore, the 
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Ikaz-kurtosis ratio was proven suitable as automatic selection method for better and relevant IMF. Therefore, 
the degree of automation for Hilbert Huang Transform (HHT) was improvised to detect pipe leakage in live water 
distribution system using pressure transient signal. 
 
2 INTEGRATED BASED KURTOSIS ALGORITHM FOR Z-FILTER TECHNIQUE TO KURTOSIS RATIO 
 
2.1 Integrated Based Kurtosis Algorithm for z-filter technique 

Integrated Kurtosis-based Algorithm for z-filter technique (I-Kaz) is the method developed based on the 
concept of data scattering about its centroid. The sampling frequency of the raw signal was chosen as 2.56 
referring to Nyquist number (Nuawi et al., 2008). Most of the researcher in signal analysis and processing are 
comfortable with the number. To avoid the aliasing effect, the maximum frequency span will be of Eq. [1]: 
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I-kaz decomposes the time domain signal into three level of the frequency range, where x-axis represents 

the low frequency (LF) with a range of 0 – 0.25 of fmax, followed by y-axis represents the high frequency (HF) 
with a range of 0.25 – 0.5 of fmax

. Finally, z-axis represents the very high frequency (VF) with range 0.5 of fmax. 
The 0.25 fmax and the 0.5 fmax was selected as low and high frequency range limits, respectively by referring to 
the 2nd order of the Daubechies concept in signal decomposition process Daubechies (1992). Referring to the 
kurtosis, I-kaz method contributes three-dimensional graphical representation of the measured signal frequency 
distribution. The variance, σ2 of each frequency band, σL2 represents a low frequency band, σH2 represents a 
high frequency band and σV2 represents a very high frequency band, which was calculated as in equation 2, 3 
and 4 to measure scattering of data distribution. 
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 The I-Kaz coefficient, Zσ can be simplified in term of variance, σ as in equation 5 Rizal et al. (2013): 
 

                                                  Zσ = 222222 )()()( VHL                                      [5] 

 
2.2 Kurtosis  

Kurtosis describes as a measure of spikiness and hence a good indicator of peak analysis for spikes 
detection in a non-stationary signal component, such as pressure transient. Kurtosis is expressed as: 
 
                                                          Kurtosis (x) = E {(x - µ)4 }cc                                          [6] 
                                                                                           σ4  

 
where µ and σ represent the mean and standard deviation of time series signal, respectively. E illustrates the 
expectation operation. The kurtosis demonstrates the spikiness and peakedness of probability distribution 
associated to the instantaneous amplitudes of the time-series analysis Wang et al. (2016). Therefore, the I-kaz-
kurtosis ratio expressed as Eq. [7]: 
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2.3 Algorithm 
Automatic Selection of Intrinsic Mode Function (IMF) Based on Pressure Transient Signal: 
1. Perform EMD on a pressure transient signal;
2. EMD decomposed the signal into so called level of Intrinsic Mode Function;
3. Calculate the Integrated Kurtosis Algorithm for z-filter technique to kurtosis ratio (Ikaz-Kurtosis)

coefficient using Eq. [7];
4. Identified the IMF that corresponds to the largest Ikaz-kurtosis ratio coefficient;
5. Perform Hilbert Transform (HT) and Hilbert Spectrum (HS) for IMF level that contains the largest

coefficient of Ikaz-Kurtosis ratio.

3 METHODOLOGY 
In this paper, the signal response generated by solenoid valve was acquired using a pressure sensor. 

During the experiment, a solenoid valve was set to normally closed condition, and thus water hammer 
phenomena were induced by immediately open and close valve with three consecutive times for each of the 
data which then captured by MatLab Software. 

3.1 Experimental setup 
The experimental test was regulated in a circular loop pipeline system with 67.90 meter long. The network 

was constructed using Medium High-Density Polyethylene pipes (MDPE) with an outer diameter 60 millimeters, 
55 millimetres of internal diameter and 2.6 millimeters mean thickness. An artificial leak simulator was installed 
19.7 meters away from point of analysis in the pipeline system. The outlet of the pipe is kept connected to a 
free surface tank where the water from the pipe ends discharged. This is to prevent sudden expansion 
phenomena of the pressure waves and minimizing negative pressure wave, as it will affect the collected data 
from the transducer. The speed of sound calibrate from the test rig is 524.3005 m/s. 

Figure 1. Schematic diagram of test rig design for laboratory and experimental test. 

The schematic diagram above (Figure 1) shows the pressure sensor and solenoid valve were installed 10 
meters away from the electric pump to avoid too much noise during collection the data. This is due to the wave 
characteristic as turbulent flow when the water exit from pump outlet, the flow is approaching laminar or steady 
state condition due to the distance traveled. This phenomenon generated by friction from wall pipe due to water 
flow and damping. Therefore, 10-meter long distance from pump to the sensor is adequate to reduce the noise. 
The methods used for the research mainly are pressure transient responsive. This method is commonly used 
as the basic technique in the pipeline leakage detection method. The idea is proposed from the usage of 
pressure transient flow of water in the pipeline network. Theoretically, pressure transient responds occur when 
there is a sudden change in the flow of water by closing or opening the valve in the pipeline network. As the 
phenomena happened inside the pipeline network, wave propagation of water will be created along the pipeline 
network and also the characteristic of wave propagation will be used as a medium to detect leak and pipe feature 
along the pipeline network. The wave inside the pipeline network will propagate with different signal depend on 
the size of the leak, a distance of leak, the type of pipe feature and distance of pipe feature. 
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Figure 2. Experimental test rig in laboratory scale. 

 
Figure 2 shows the experimental test rig installed in Fluid Mechanic Laboratory, University Malaysia 

Pahang Malaysia. The fire hydrant cap was designed and fabricated to fix the solenoid valve and pressure 
sensor as well as to make the system robust for a field test. Both components play an important role in each 
task as solenoid valve is used to generate the water hammer phenomenon and pressure sensor is used to 
acquire the signal. In a few cases, the system will shut down by itself due to sudden opening or closing valve 
and malfunction of the pump. This will generate “water hammer” on the pipeline system. This phenomenon took 
in all of the pressure pipe systems, frequently causing about strong vibration and destruction on pipeline system 
Amin et al. (2015). To generate this phenomenon, solenoid valve (Figure 2) utilized as a tool to create water 
hammer along the pipeline system. This situation creates the same phenomenon in real life when there is 
pressure disorder occur through the underground pipe.  

 
4 RESULTS AND DISCUSSIONS 

The experimental data acquired from the transducers using Matlab represents the pipeline system behavior 
and characteristic. The signal that acquires does retrieve the characteristic of the whole pipeline system itself. 
The pressure transient waves propagate along the pipeline system in both directions away from the burst origin 
through the speed of sound in water distribution system. In this paper, Hilbert-Huang Transform (HHT), which 
contains Empirical Mode Decomposition Method (EMD) as data pre-processing method and Hilbert Transform 
(HT) as data post-processing method, was implemented as a tool to analyze the pressure transient signal. 
 

 
Figure 3. Signal response for no leak data. 

 

 
Figure 4. Signal response for leak data. 
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Figure 3 represents the response signal for the no leak data. Figure 4 represents the signal response for 
the leak data. The first maximum amplitude on the signal response presented in both Figure 3 and 4 represents 
the opening and closing of the solenoid valve that produces pressure transient, which is transmitted and 
reflected around the pipe system. The original response was recorded at three different levels of pressure: 1 
bar and 2 bar. The signal captured using a different level of pressure are showing different results. The higher 
pressure creates a higher frequency of the signal and causes higher amplitude of the signal. 

The response signal for no leak and leak data presented in Figure 3 and 4 contain the characteristic of 
pipeline systems, such as reflection signal from pipe fitting, blockage, outlet, and leak. From the theoretical 
calculation and measured distance, the reflection signal and spikes of the leak will appear at position 0.075 
(amplitude time graph) second, which is equal to 19.7 meters (amplitude distance graph), while 0.152 seconds 
(amplitude time graph), which is equal to 39.8 meters (amplitude distance graph) for an outlet. Accordingly, for 
the no leak data, the presence of spikes appeared at position 0.152 seconds (amplitude time graph), which is 
equal to 39.8 meter (amplitude distance graph) where it is an outlet. From the observation of Figure 3 (No leak 
response) and Figure 4 (leak response), there were no possible spikes or transient that represent characteristic 
(leak, outlet, blockage, pipe fitting) of pipeline system due to the influence of surrounding noise. Thus, in order 
to extract the information of pipeline characteristic from the raw signal (Figure 3 and 4), the signal analysis was 
implemented as a tool to reveal the results.  

Therefore, as presented in flow chart 1, Hilbert-Huang Transform (HHT) was implemented as signal 
analysis and data extraction method to reveal all of the pipeline characteristics. As we proceed on flow chart 1, 
the signal response will undergo the first step of data analysis and extraction method. The EMD will decompose 
the signal into a different level of the frequency band and amplitude called Intrinsic Mode Function (IMF). 

Figure 5. IMF level 1-12 for no leak data. 

EMD decomposes the signal response acquired from the test rig into 13 levels of intrinsic mode function 
(IMF). Figure 5 shows the amplitude versus time for the first 12 levels of IMF. The first level of IMF is a group of 
higher frequency signals which is the noise signal. The last level was a reserve for the lower frequency signals. 
The first and second level of IMF was avoided for further analysis because these levels contain noise frequency 
signals. Meanwhile, IMF level 7 and the residue contains basic respond of the network. All these IMF were, 
therefore, discarded. The rest which are IMF level 3 – 6 have been recombined to produce a signal without 
noise Ghazali et al. (2012). Therefore, in order to identify which level of IMF is suitable for the final step of 
Hilbert-Huang Transform (HHT), which is Hilbert Transform (HT), Integrated Kurtosis Algorithm for Z-filter 
technique to kurtosis ratio (Ikaz-Kurtosis) was implemented. Since EMD decomposed the signal response into 
13 levels of IMF, the Ikaz-Kurtosis ratio was utilized to compute the coefficient of each level. Therefore, each 
level of IMF contains the value of Ikaz-Kurtosis ratio coefficient. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5833



          
 

 

      
Figure 6. (a) Ikaz-Kurtosis ratio coefficient for no leak data; (b) Ikaz-Kurtosis ratio for leak data coefficient. 

 
 Figure 6a and 6b represent the Ikaz-Kurtosis ratio coefficient histogram. The X-axis shows the IMF level. 
Meanwhile, Y-axis shows the value of Ikaz-Kurtosis ratio coefficient. From the observation, the maximum and 
highest value of Ikaz-Kurtosis coefficient was the most suitable IMF level for the post-processing and the final 
step of Hilbert-Huang Transform (HHT) analysis, which is Hilbert Transform (HT). This is because the IMF level 
that contains the highest value of Ikaz-Kurtosis ratio consists of the IMF selection criterion, which is clear and 
narrow spikes. The lower the value of Ikaz-Kurtosis ratio, the obscure of clear and narrow spikes, which are the 
main selecting criterion of IMF. The first 4 IMF contains the highest value Ikaz-Kurtosis ratio coefficient was 
plotted in Figure 7 and 8. 
 

 
Figure 7. IMF for no leak data (a) Level 2 (b) Level 5, (c) Level 6 and (d) Level 13. 

 

 
Figure 8. IMF for no leak data (a) Level 4, (b) Level 5, (c) Level 6 and (d) Level 13. 

 
 Figure 7c and 8b show the amplitude versus time graph for the IMF level that contains the highest value of 
Ikaz-Kurtosis ratio. From the observation, it is difficult to select visually which IMF level is suitable for further 
analysis. Based on IMF selecting criterion, clear spikes and lower noise frequency is presented by the IMF that 
contains the highest value of Ikaz-Kurtosis ratio coefficient. Therefore, these level was selected for further 
analysis, which is Hilbert Transform (HT). For no leak data, IMF level 6 is chosen meanwhile for leak data, IMF 

(a) (b) 

(d) (c) 

(a) (b) 

(d) (c) 

IMF 2 

IMF 4 

(a) (b) 
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level 5 is chosen for further analysis. The final results of Hilbert-Huang Transform (HHT) are presented in Figure 
9,10,11,and 12. 

Figure 9. Instantaneous Frequency Estimation versus distance (m) graph for no leak data. 

Figure 9,10,11, and 12 illustrates the final results of Hilbert-Huang Transform (HHT), which is Hilbert 
Transform (HT) for IMF level that contains the highest value of Ikaz-Kurtosis ratio coefficient (Ikaz-Kurtosis). 
The graph presented in Figure 9 and 10 is the instantaneous frequency estimation for no leak and leak data. 
During this phase, nonstationary signal, in which frequency value changes at any moments, is more useful to 
characterize a signal in term of its instantaneous frequency. Instantaneous frequency describes the frequency 
that locally fits the signal (Ghazali, 2012). 

The consequences of the trials are from pipe systems both with the leak and without a leak. The Amplitude 
distance (m) graph of the processed results from the first signal response (Figure 3) using the pipe network 
without leak is shown in Figure 9. Due to the pipe system used as the circular pipe without fixing the pipe fitting, 
therefore there are two main features in the network that produce the reflection waves, being the outlet and 
control valve. The control valve was installed at the end (near an outlet) of the pipeline system due to control 
and stabilize the variation of pressure in the pipeline system. Every peak and spikes presence have seen in the 
analyzed results corresponded to the time that the wave takes to travel along the pipeline system from the 
reflection points (pipe feature/leak) and return to the point of analysis (pressure transducer). The distance 
(Figure 9) of reflection point from the point of analysis (pressure transducer) is acquired essentially by multiplying 
the time delay data corresponding to each of the peaks by speed of sound in the pipeline system (c = 524.3005 
m/s) and divide by two account as return journey (Taghvaei et al., 2006).  

From the observation, it can be seen that there were peaks up to about 0.03 seconds or 7 meters.These 
can be ignored due to a part of analysis process (these can be set to zero using liftering) Taghvaei et al. (2006). 

Figure 10. Hilbert Spectrum for no leak data. 

For the first experiment, the water was pumped to the pipeline system without leakage with the pressure 
of 1 bar.The final results were shown in Figure 9 (Amplitude versus distance graph) and Figure 10 (Hilbert 
spectrum). Referring to Figure 9 and 10, peaks can be seen that the pipeline characteristic which is the 
peak/spikes appeared at 0.148 seconds (Figure 10 and 12) and 38.92 meters (Figure 9 and 11). By comparing 
the results with the measured distance, the presence of peaks on that time and distance represented the 
reflection signal from pipe outlet or control valve. Due to pipe outlet and control valve were very nearer to each 
other. Therefore, the reflection of both feature wasoverlapping with each other. The Hilbert spectrum was 
tabulated in Figure 10. It can be noticed that the position of pipe outlet reflection was same as Figure 9, but from 
the Hilbert spectrum graph,  as presented in Figure 10, the pipe feature (leak, blockage, pipe fitting, outlet) 
produced new frequency response. As shown in Figure 10, from the colour map indicator illustrated on the right-
hand side represent the amplitude height, we noticed that the pipe feature was produced the frequency 
propagation around 50 Hz to 100 Hz. 

Outlet 
38.92 m 

OUTLET 
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Figure 11 : Instantaneous Frequency Estimation versus distance (m) graph for leak data. 

 
 In the next experiment, artificial leak was created using a 6 millimetre whole drill at 19.7 meters away from 
the point of analysis (pressure transducer). The water was pumped to the pipeline's system with the pressure 
of 1 bar similar to the first experiment. The system was run for about 5 minutes to stabilize the flow before 
acquiring the data. The final results were shown in Figure 11 (Amplitude versus distance graph) and Figure 12 
(Hilbert spectrum). The results were observed by comparing the measured distance of leak and pipe outlet. 
Referring to Figure 11 and 12, starting at 0.03 seconds or 7 meters away, peaks also can be seen that the 
pipeline characteristic which is the peak/spikes appeared at 0.072 seconds (Figure 12) and 18.01 meter (Figure 
11) present the response of reflection signal from leak, while the peaks/spikes appeared at 0.155 seconds 
(Figure 12) and 39.02 meters (Figure 11) represent the response of reflection signal from pipe outlet. 
 

 
Figure 12. Hilbert Spectrum for leak data. 

 
 Figure 12 represents the Hilbert Transform for the leak data. As shown in Figure 12, the frequency response 
for pipe feature and the colour map indicator illustrated on the right-hand side represent the amplitude of the 
response. It was found that the leak was produced at the frequency propagation around 50 Hz to 200 Hz, 
meanwhile the pipe outlet produced the frequency response at around 50 – 100 HZ. By comparing to the results 
of IMF presented before, the clear spikes and transient are more clearly seen after Hilbert Transform (HT) were 
used in this phase. Therefore, it proves that the I-kaz-kurtosis ratio work properly as the self-decision method 
for IMF.  
 

Table 1. Comparison of position spikes between measured position and experimental position. 
Water 

Pressure 
Signal 

Response 
Pipe 

Feature 
Measured 
Position 

(m) 

Measured 
Position 

(sec) 

IMF contain 
Maximum 

Ikaz-Kurtosis 
ratio 

Coefficient 

Experimental 
Position 

 (m) 

Experimental 
Position  

(sec) 

Error 
% 

 
 

1 bar 

Leak Data Leak 19.7 0.075  
6 

18.01 0.072 4.00 
Outlet 39.8 0.151 39.03 0.155 1.90 

No Leak 
Data 

Outlet 39.8 0.151  
5 

38.92 0.148 2.20 

 
 

2 bar 

Leak Data Leak 19.7 0.075  
4 

18.71 0.071 1.00 
Outlet 39.8 0.151 35.91 0.137 3.89 

No Leak 
Data 

Outlet 39.8 0.151  
5 

37.58 0.143 2.22 

 
 Table 1 illustrates the comparison of position spikes between the measured position and experimental 
position. For leak data with water pressure of 1 bar, the position of leak shows 4% error and the position of 

Outlet 
39.03 m 

Leak 
18.01 m 

LEAK OUTLET 
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outlet shows 1.9% error. Meanwhile, for no leak data presented 2.2% error for outlet position. Beside that, leak 
data with water pressure of 2 bar, the position of leak shows 1.0% error and the position of outlet shows 3.89% 
error. Meanwhile for no leak data presented 2.22% error for outlet position. From the final part of HHT analysis, 
it is clearly shown that the position of pipe feature, leak and pipe outlet appears at the same position as 
compared to each original position and measured positioned. It also proves that HHT analysis is able to detect 
and position the transient event occurred in the non-stationary pressure transient signal. 

5 CONCLUSIONS 
This paper discussed the self-decision method for IMF selection through Hibert Huang Transform (HHT) 

analysis. The result proves the I-kaz-kurtosis ratio is suitable and advisable self-decision method for IMF 
selection to implement in Hilbert-Huang Transform (HHT) analysis. The development of automated self-decision 
of IMF through HHT has been built and statistically analysed using I-kaz-kurtosis ratio. Therefore, this method 
was proposed and advised to be implemented. By efficiently utilizing I-kaz-kurtosis ratio, the issue of IMF 
selection was overcome. Therefore, degree of automation for Hilbert Huang Transform (HHT) was improvised 
to detect pipe leakage in live water distribution system using pressure transient signal..      
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ABSTRACT  

This paper proposes a transient leak detection method in a pipeline system which uses head measurements 
in the frequency domain. A matched-field processing (MFP) approach is used to separately estimate location 
and size of a leak. The leak location is determined by matching the model with the measurement, more 
exactly by maximizing the inner product between a unit weighting vector and the measurement. This 
maximum occurs in the case that the weighting vector and the measurement have the same direction implying 
that the parameters behind are identical. Then, the leak size is estimated via least square. This MFP approach 
is able to use not only the resonant frequencies but also all the frequencies being invoked. Besides, the 
proposed method is a maximum likelihood estimation and equivalent to a matched-filter approach which 
maximizes the signal-to-noise ratio (SNR). Experiments on simulated data for a single pipe system illustrate 
the estimation efficiency of the MFP method. The simulation results justify that the proposed leak detection 
method is able to localize not only a single leak but also multiple leaks. 

Keywords: Defect detection; leak localization; fluid transient; matched-field processing. 

1 INTRODUCTION 
Leakage detection in a pipeline system is an important issue in water supply systems because leaks 

result in financial losses, wastage of water, energy and other resources used to treat the water, and pose 
health risk issues since leaks are potential entry points for contaminants (Colombo et al., 2009). In Hong 
Kong, for example, leak water annually costs more than one billion HK dollar due to the aging water 
infrastructure. Therefore, a fast, accurate and low-cost leak localization method is under searching.  

Fluid transients-based defect detection methodology, where a hydraulic pressure wave is introduced into 
the pipe system and the pressure response is measured at specified location(s), is a promising general 
approach for the detection of leaks and other defects. The basic premise of this approach to defect 
identification and characterization is that a measured wave signal in the fluid in the conduit is modified by its 
interaction with the physical system as it propagates and reflects throughout the system. Accordingly, it 
contains information of the conduit’s properties and state. Examples of such approach are the (1) Transient 
Reflection based Method (TRM), such as Brunone (1999), Brunone and Ferrante (2001) and Covas et al. 
(2005b); (2) Transient Damping based Method (TDM) by Wang et al. (2002); (3) Frequency Response based 
Method (FRM) by Liou (1998), Mpesha et al. (2001), Ferrante and Brunone (2003), Covas et al. (2005a), Lee 
et al. (2003), Lee et al. (2005a), Lee et al. (2006), Sattar and Chaudhry (2008) and Taghvaei et al. (2010); and 
(4) Inverse Transient based Method (ITM) studied in Liggett and Chen (1994), Vítkovsky et al. (2000),
Stephens (2008) and Covas and Ramos (2010).

Matched-field processing (MFP) is originally an array processing technique for the source localization 
problem, which generalizes the plane wave beamforming method (Krim and Viberg, 1996). It estimates the 
model parameter by matching the computational sound field to the measurements and is proved to be a 
maximum likelihood estimation (MLE) (Krim and Viberg, 1996; Wang et al., 2016a; Wang et al., 2016b). The 
MFP approach has been applied to the sound source reconstruction in ocean (Baggeroer et al., 1993; 
Kuperman and Lynch, 2004). Recently, Tolstoy et al. (2009) and Tolstoy (2010) made an initial attempt of 
applying MFP to blockage detection in a sewer pipe. Note that in the last two works the acoustic field in pipe is 
not modeled such that some of the concerned unknown parameters cannot be estimated. In the present 
article, the leakage detection problem is solved using the MFP approach. The leak position and size are 
parametrized and explicitly estimated. This method is proved to be a matched-filter approach, which 
maximizes the signal-to-noise ratio (SNR) and thus is robust with respect to noises. The noise can be 
assumed as either white or non-white noise; in the latter case a whitening filter is applied to meet the model 
assumption. 

This paper begins with a model description. Then, the MFP method is introduced: the leak position and 
size estimates are explicitly given. Numerical simulation results justify the estimation efficiencies. The 
performance of the proposed method for multiple leaks is also discussed.  
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2 MODEL 
This section presents the pipeline model considered in the paper. Consider a single pipeline bounded by 

an upstream and a downstream node, whose coordinates are   0Ux x and  Dx x , respectively. A sensor is 
assumed to be set near the downstream node whose coordinate is denoted by Mx . Here, the model of single 
leak is considered, the leak location is ( )L L Mx x x , Lz  denotes the elevation of the pipe at the leak, 0

Lq  and 0
Lh

stand for the steady-state discharge and head at the leak, respectively. The leak size is represented by the 
lumped leak parameter L d Ls C A , where dC  is the discharge coefficient of the leak and LA  is the flow area of 
the leak orifice. The steady-state discharge of leak is related to the lumped leak parameter by 

 0 02 ( )L L L Lq s g h z  in which g is the gravitational acceleration. The discharge and head oscillations due to a 

fluid transient are represented by q and h. Given the discharge ( )Uq x  and head ( )Uh x , the quantities at Mx  can 

be computed in the following way (Chaudhry, 2014): 
 

                                   
 

             
    

 

0

0

( ) ( )1
( ) ( )2( )

( ) ( )
0 1

L
M U

NL M L NL LL L
M U

q
q x q x

M x x M xh z
h x h x

                          [1] 

 
in which: 
 

                                       

 

      

1
cosh( ) sinh( )

( )
sinh( ) cosh( )

NL x x
M x Z

Z x x
                                                 [2] 

 

is the field matrix,   2 /( )Z a i gA  is the characteristic impedance,    1 2a igA R  is the propagation function, 

a is the speed of sound,   is the angular frequency, A is the area of pipeline, and R is the frictional resistance 
term. Note that  2

0( ) /( )R Fq gDA  for turbulent flows where F is the Darcy-Weisbach friction factor, 0q  is the 

steady-state discharge and D is the pipe diameter. If the pipe is frictionless (F=0),   ik  where  /k a  is the 
wavenumber. The transfer matrix on the right-hand side of Eq. [1] can be simplified as: 
 

                                  [3] 
 
in which: 
 

                [4] 
 
is a matrix related to the location of the leak, but independent of the leakage size. By combining the above 
equations, the head at the measurement station for a given angular frequency is: 
 

                                                                 [5] 
 
wherein: 
 

                                  [6] 
 
and: 
 

                [7] 
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 Let M
jh  denote the measured head at the frequency j . The measurement is assumed to be 

contaminated by a noise jn , i.e.: 

 

                                                            [8] 
 

 The purpose of this work is to use the measured head at J frequencies, denoted as: 
 

                                                                                    [9] 
 

to estimate the leak position and the leak size. Here, let us define the head difference due to leakage: 
 

              [10] 
 
and: 
 

                                                            [11] 
 
and denote the error vector by: 
 

                                                                                         [12] 
 
then the head difference is represented by: 
 

                                                                                         [13] 
 
 Note that since the head in the frequency domain is obtained by a discrete Fourier transform (DFT) which 
is the summation of a large amount of time domain signal, according to the Central Limit Theorem the noise in 
the frequency domain can be reasonably assumed to follow a (zero-mean) Gaussian distribution. In the next 
section, the leak detection problem is solved under the assumption of Gaussian white noise. For non-white 
noise, the measurement signal can be whitened before using the proposed leak detection method, such that 
the noise distribution assumption holds. 
 
3 LEAK DETECTION USING MATCHED-FIELD PROCESSING 

The leakage localization problem is solved using the matched-field processing (MFP) method. 
The noise vector is assumed to follow a zero-mean Gaussian distribution. The idea is to adjust a unit vector 

 1( ,..., )T
Jw w w  (  1w ) to have the same direction (in the J-dimensional complex vector space) with the 

measurement. Here, the output function is defined by the inner product between the weighting vector w  and 
the measured head difference h : 
 

                                                                 [14] 
 
in which the superscript H stands for the conjugate transpose. When w has the same direction as h , i.e., 2| |B  
reaches maximum, so that the concerned parameters behind w  and h  are the same. Therefore, the optimal 
weight is obtained by maximizing: 
 

                                                          [15] 
 
By inserting Eq. [13] into the above equation and maximizing its expectation with respect to w , the optimal 
weight is obtained: 
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                     [16] 
 
in which “arg max” represents the argument of the maximum. Then, the leakage location can be estimated by 
substituting ŵ back to 2| |B : 
 

                                               [17] 
 

 It is remarkable that it is also a maximum likelihood estimator (MLE) of the leak position (Krim and Viberg, 
1996; Wang et al., 2016a; Wang et al., 2016b). Then, by solving a least square, the leak size can be 
estimated by: 
 

                                                                                      [18] 
 

According to the property of MLE, the above two equations are consistent estimators, i.e., they converge 
in probability to the actual values. Furthermore, the proposed method is equivalent to a time reversal 
approach (Khazaie et al., 2016) and a matched-filter processing method which maximizes the signal-to-noise 
ratio (SNR). The latter implies that the proposed method minimizes the influence of noise.  

(Lee et al., 2005b) indicated that the shape and the magnitude of the frequency response diagram (FRD) 
independently decide the location and the size of the leak. In the proposed approach, the estimates of location 
and size are separated: they reflect the information of shape and amplitude of FRD, respectively. Furthermore, 
the proposed method can use not only the peak frequencies but also the frequencies in between, which is not 
the case of the frequency response approach in (Lee et al., 2005a) and the peak-sequencing method in (Lee 
et al., 2005b). 
 
4 NUMERICAL SIMULATION  

In this section, numerical examples are introduced to test the MFP method. The cases of single leak and 
multiple leaks are respectively considered.  
 
4.1 The case of single leak 

First, the case of single leak was considered. The leakage problem in a single pipeline was numerically 
simulated; the setup is shown in Figure 1. Two reservoirs were connected by a pipe in a horizontal plane; the 
heads of the upstream and downstream reservoirs were H1=25 m and H2=20 m, respectively. The pipe length 
was l=2000 m and the diameter was D=0.5 m. The Darcy-Weisbach friction factor of the pipe was F=0.02 and 
the steady-state discharge was  3

0 0.0153 /q m s . The wave speed was 1200 m/s. A valve was located at the 

downstream end of the pipe and a sensor is just upstream of the valve. It is assumed that an impulse wave 
was generated by rapidly closing and opening the valve, thus the boundary conditions of ( ) 0Uh x  and 

( ) 1Uq x  were applied. The wave propagation simulation in the frequency domain was realized by the transfer 

matrix method. The discharge at the upstream is also assumed to be obtained. Gaussian white noises with 0-
mean are added to both the head at Mx  and the discharge at Ux . The signal-to-noise ratio SNR=10 dB, which 

is defined by  1020 log ( / )SNR h , where h  is the average head difference and  is the standard deviation of 

noise. 
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Figure 1. Setup of numerical simulation. 
 

Here, the case of single leak was considered; the leak location was  400Lx m and the lumped leak 
parameter was   4 21.4 10Ls m . The measurement location was at  2000Mx . The first 16 peak angular 
frequencies were used for the leak localization. Figure 2 (a) plots the power output, which reaches maximum 
at the actual leak position, where is marked by the dash line. However, a symmetric maximum having the 
same level can be found at x=1600 m, since the boundary condition ( ) 0Uh x  was applied (the upstream of 

the pipe was connected to a reservoir), such that the function ( )UG x  is symmetric with respect to Mx , which 

implies that while the objective function reaches maximum at both Lx  and M Lx x . Obviously, the latter is a 
wrong estimate which must be excluded. The problems can be solved by using another measurement station 
with a different location. Figure2 (b) shows the power output for measurement station at 1800. It is clear that 
when the hydrophone location is changed, the peak corresponding to the actual leak stays at the same 
position, while the symmetric peak moves, which can therefore be excluded. Furthermore, the leak size Ls  
can also be estimated, which is  4 21.407 10 m and was very close to its actual value  4 21.4 10 m . 
 

 
Figure 2. Localization of single leak (at 300 m) using MFP. 

The dash line and the cross stand for the leak and 
hydrophone locations, respectively. 

 
4.2 The case of multiple leaks 

In this section, numerical experiments for the two-leak case are considered. Two leaks located at 200 m 
and 700 m, and the lumped leak parameters for both leaks were   1 2 4 21.4 10L Ls s m . The wave propagation 
and measurement were simulated and the leaks were localized using MFP based on the single-leak model. 
As previously, two different sensor locations were considered, the corresponding results are displayed in 
Figure 3. Similar to the single-leak case, a single sensor is able to localize both leaks but two symmetric 
maxima appear. Again, using another sensor is able to exclude the two false estimates: the two peaks 
corresponding to the actual leaks remains while the other two moves.  
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Figure 3. Localization of double leak (at 200 m and 700 m) using 

MFP. The dash line and the cross stand for the leak and hydrophone 
locations, respectively. 

 
5 CONCLUSIONS 

This paper addresses the problem of leak detection in a pipeline using a fluid transient. The leak location 
and size were estimated via the matched-field processing method. The model was based on the assumption 
of single leak but multiple leaks can still be localized. The proposed method is not limited to resonant 
frequencies but is able to use the head at all the frequencies. 

The results obtained on simulated data illustrated the interest of the proposed method. The accuracy of 
the leak localization and the ability to estimate two leaks not very close to each other were demonstrated.  
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ABSTRACT 

Energy used in pumping alone can account for as much as 40% of a water utility’s operational expense. Thus, 
an effective energy management strategy is to reduce electricity costs by optimally scheduling pump operations 
while using information on electricity tariffs and water network hydraulics. Real-time electricity pricing has been 
adopted in several countries and is increasingly becoming a policy goal as the best representation of efficient 
energy pricing in support of demand participation and distributed energy resources. Managing energy usage for 
water utilities under real-time pricing is challenging due to the volatility of energy prices. Planning the operation 
of pumps should rely on the most accurate forecasts of electricity tariffs using the most recent available data, 
which is typically updated on an hourly basis. This paper focuses first on the problem of forecasting electricity 
tariffs and water demands in real time using an optimal filtering technique. The paper then focuses on pump 
scheduling using the real-time input. The pump scheduling problem has received considerable attention and is 
usually formulated with the objective of minimizing energy expenditure while maintaining the system hydraulics 
in an acceptable range. Given the inherent nonlinearities of the system and the binary nature of the decisions, 
solving the problem requires computationally expensive simulations. One of the main challenges in performing 
pump scheduling in real time is therefore reducing the computational expense. The paper presents a 
methodology to combine real-time forecasting with heuristics for optimal pump scheduling. The method is 
applied in a case study to illustrate the challenges, potential benefits, and directions for further development in 
real-time energy management for water utilities. 

Keywords: Energy management; real-time, pump scheduling; heuristics; optimal filtering. 

1 INTRODUCTION 
Energy consumption can represent 30 to 40% of the operational expenses by water utilities (Copeland and 

Carter, 2017; Caffoor, 2008), and is typically the second largest budget item, exceeded only by labor costs 
(Copeland and Carter, 2017). Therefore, energy conservation and efficiency are problems of increasing 
importance for utility managers. Several opportunities for increasing efficiency are available, such as upgrading 
to more efficient equipment, improving energy management, or even generating energy on site to offset 
electricity purchases. Among these strategies, energy management by means of optimized pump scheduling 
can be a very cost-effective measure to increase energy efficiency. 

 The pump scheduling optimization problem aims at minimizing the energy expense, while maintaining the 
water network hydraulics within an adequate range. The research literature offers many solution approaches to 
this problem that can be broadly classified in two categories, namely, metaheuristics and exact solution 
methods.  

Metaheuristic methods typically consist of coupling genetic algorithms with a hydraulic simulator in search 
of good quality solutions (Mackle et al., 1995; Goldman and Mays, 1999; McCormick and Powell, 2004; López-
Ibáñez et al., 2008, Naoum-Sawaya et al., 2015). These techniques face the computational challenge 
associated with the large dimensions of the solution space of potential pump schedules and the time required 
by the simulator to evaluate potential solutions. 

Exact solution methods rely on the application of nonlinear optimization techniques (Yu et al., 1994; Sherali 
and Smith, 1997; Bragalli et al., 2012; Verleye and Aghezzaf, 2013; Raghunathan, 2013; D’Ambrosio et al., 
2014). The main challenge for the exact methods is that the hydraulic headloss relationships in the network lead 
to nonlinear nonconvex optimization problems which are very difficult to solve (D’Ambrosio et al., 2014). Also, 
since real water networks are large, scalable optimization becomes an additional challenge. 

The problem of scheduling pumps in real time has recently gained attention (Pasha and Lansey, 2009; 
Zheng, 2012; Jung and Kang, 2015) as a means to apply system monitoring technologies, such as SCADA 
(supervisory control and data acquisition) and respond to policy changes towards dynamic electricity pricing 
(Hogan, 2014). The computational and optimization challenges mentioned above are critical in real-time pump 
scheduling since fast solutions are required to update pump schedules in real time. 
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This paper presents a methodology to combine real-time forecasting techniques for energy price and water 
demand with heuristics for optimal pump scheduling. The paper focuses first on the problem of forecasting 
electricity tariffs and water demands in real time using an optimal filtering technique. The paper then focuses 
on pump scheduling using the real-time input. The method is applied in a case study to illustrate the challenges, 
potential benefits, and directions for further development in real-time energy management for water networks. 

 
2 METHODOLOGY 

The combined methodology applies an optimal filtering technique for the purpose of forecasting, in real 
time, water demands in the water network as well as electricity prices. The forecasts are used recursively by a 
pump scheduling algorithm in order to generate dynamically updated schedules. These individual methods and 
the approach to combine them are described below. 

  
2.1 Forecasting model  

Water demands and electricity prices are modeled using a seasonal multiplicative ARIMA (SARIMA) model 
that can be represented in state-space form for application of the optimal filtering technique. The SARIMA model 
is denoted as ARIMA (p,d,q)x(P,D,Q)s (Shumway and Stoffer, 2000) and is represented compactly as:  
 
 , [1] 

 
where xt is the observed time series, ߳t is a zero-mean Gaussian random error process with variance ߪ, t is the 
time index, B is the backshift operator defined by Bkxt = xt-k, ઴P(Bs) = 1 – ઴1Bs – … – ઴PBPs is the seasonal 
autoregressive polynomial, દQ(Bs) = 1 + દ1Bs + … + દQBQs is the seasonal moving average polynomial, ߶(B) = 
1 – ߶1B – … – ߶pBp is the ordinary autoregressive polynomial, ߐ(B) = 1 + 1ߐB + … + ߐqBq is the ordinary moving 
average polynomial, P, Q, p, and q are the respective polynomial orders, s is the seasonal period, ≌ s

D = (1 − 
BS)D is the seasonal differencing operator, ≌ d = (1 – B)d is the ordinary differencing operator, D and d are the 
differencing orders, ߤ = ߜ(1߶ – 1 – … – ߶p)( 1 – ઴1 – … – ઴P) is the intercept, and ߤ is the mean value of the 
observed time series xt. 
 
2.2 Optimal filtering method  

By representing Eq. [1] in state-space form, it is possible to apply the optimal filtering technique known as 
the Kalman filter (Hamilton, 1994). The state-space model consists of the observation equation Eq. [2] and the 
state equation Eq. [3] below: 

 
 , 

 

[2] 

 , [3] 
 
where yt is the vector of observed variables, zt is the state vector that consists of variables that cannot be 
measured directly, ut is a vector of exogenous variables or possibly lagged values of yt, A is a predetermined 
coefficient matrix, F and H are parameter matrices, and wt and vt are error terms assumed to be distributed as 
white noise with covariance matrices W and R, respectively (Hamilton, 1994). 

Eq. [1] is represented in state-space form by first making yt = ׏s
D׏dxt, i.e., transforming the observed 

univariate variable xt into an equivalent ARMA (p + sP, q + sQ) process (Sävås, 2013). The terms A, ut, and wt 
are set to zero since no exogenous variables are considered and the measurements are assumed free of noise. 
The rest of the terms in Eq. [2] and [3] are presented below: 
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where r = max(p + sP, q + sQ + 1) is the dimension of the vectors and matrices above. Before applying the 
Kalman filter, the matrices and vectors above need to be computed using previously estimated parameters of 
the SARIMA model.  

In a real-time or online implementation, the Kalman filter allows updating the state vector of Eq. [3] every 
time there is a new observation of the series yt (Harvey, 1990). The filter consists of a sequence of steps where 
a linear estimate ࢠො t is produced recursively from known values of ࢠො t-1 and yt. In the initial step, the prior state z1 
is computed from prior information or assumed to be zero in the absence of such information; also, the prior 
state’s variance P1|0 is computed from:  

!
 , [4] 

 
where I is the identity matrix, and vec(P1|0) is the column vector representation of that is directly rearranged to 
obtain P1|0. The rest of the steps follow by iteratively updating the values of the state variables through recursions 
on the equation below: 
 
 , [5] 

 
where ࢠො t|t-1 is the forecast of the true state z based on the linear function of the past observations y1, …, yt−1 and 
Pt|t−1 is the variance of the state forecast. To proceed to the next iteration, the forecast variance Pt+1|t is updated 
using the equation below: 
 
 . [6] 

 
Eq. [2] to [6] above are implemented in a way that the inputs include a previously estimated SARIMA model, 

a segment of historical observations on the variable of interest, and a feed of measurements on this variable 
that is updated at every time step. The result is a sequence of optimally-filtered one-step-ahead forecasts 
covering the desired period of analysis (for details, see Arandia et al., 2016). 
 
2.3 Pump scheduling  

A standard pump scheduling problem consists of planning the function of pumps for the next operational 
time period T (usually T = 24 h) by relying on forecasts of water demand and electricity prices. The pump 
scheduling approach in this paper is an adaptation of the method presented by Naoum-Sawaya, et al. (2015) to 
the case where measurements are updated in real-time. The method consists of a Benders decomposition 
technique (Codato and Fischetti, 2006) where a master problem [PS1] finds potential schedules and a 
simulation subproblem verifies for hydraulic feasibility. The master problem is formulated as a mixed-integer 
linear program: 
 
 

 

[7] 

[8] 

[9] 

[10] 

[11] 

[12] 

[13] 

[14] 

[15] 
 
where (i,j) represents a pair of nodes i and j connected by a link, Nmax is the maximum number of desired of 
pump switches, L denotes the set of network links that contain a pump, ߬1 and ߬2 are time setting parameters, 
and a, b, and c are binary variables given by: 
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Constraint [8] forces bij,t to take a value of 1 if the pump on link (i, j) is turned on at period t; constraint [9] 

forces the pump to remain on for at least ߬1 time periods after it is switched on; constraint [10] force cij,t to take 
a value of 1 if the pump on link (i,j) is turned off at period t; constraint [11] forces the pump to remain off for at 
least ߬2 time periods after it is switched off; finally, constraint [12] sets an upper bound on the maximum number 
of times each pump can be switched on during the planning horizon.  

Given a solution of [PS1], EPANET is called to verify hydraulic feasibility. If the solution is infeasible, then 
it is eliminated by adding the following cut to [PS1]: 

 
 

 

[16] 

 
which indicates that at least one of the pumps in the current solution ෤ܽ must change status in order for the 
solution to become feasible. Since EPANET reports the period ෨ܶ  at which the simulation becomes infeasible 
then constraint [16] can be further strengthened by forcing one of the pumps to change status before period T 
+ 1 and thus the following cut is added instead to [PS1]: 
 
 

 

[17] 

 
Infeasibility is often due to tank levels going below the minimum allowed or overfilled above the maximum 

admissible level, therefore stronger cuts with respect to [17] can be obtained in those cases. If a tank is below 
the minimum allowable level by period ෨ܶ  then a pump must be turned on before period ෨ܶ ൅ 1. Similarly, if the 
infeasibility is due to a tank being overfilled above the allowable level by period ෨ܶ , then a pump must be turned 
off before period ෨ܶ ൅ 1. The following two cuts [18 and 19] deal with these two cases, respectively: 

 
 

 

[18] 

 

 

[19] 

 
In addition to the 0 objective Eq. [7], the method applies the two objectives below. One minimizes the 

distance to the currently best feasible solution തܽ௜௝,௧: 
 
 

 

[20] 

 
The other favors solutions that lower the electricity costs: 
 
 

 

[21] 

 
where kt is the electricity tariff at period t. Additional details about the pump scheduling method are provided by 
Naoum-Sawaya et al. (2015).  
2.4 Combined Approach  

The combined approach aims at generating pump schedules that are updated dynamically, starting from a 
full 24-h ahead schedule at the beginning of the operational period. There is an initial offline component that 
deals with the estimation of forecasting models for water demand and electricity tariff, and generates a starting 
pump schedule for the incoming 24-h planning horizon. Using these elements as input, the real-time pump 
scheduling algorithm performs the following tasks at each time step t ∈ {1, …, T}: 
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 Obtain current water demand observation: xt; 
 Obtain current electricity tariff: kt; 
 Forecast water demand xt+1; 
 Forecast electricity tariff kt+1; 
 Compute optimized pump schedule for the next time period: ෤ܽ௧ାଵ; 
 Run a hydraulic simulation with current water demands and initial tank levels; 
 Get /update initial conditions (tank levels and pump status) for time period t + 1. 
The next section discusses a testing implementation of the combined method. 
 

3 RESULTS  
The water network selected for the test case is C-Town (Figure 1) which comprises one reservoir, 11 

pumps, 7 tanks, 388 nodes, and 432 pipes. The topology of this network is available online and its full details 
can be obtained from Giustolisi et al. (2013).  

 

 
Figure 1. The C-Town Water Network. 

 
3.1 Water demand forecasting  

The SARIMA model estimation methodology described by Arandia et al. (2016) was applied to the available 
water demand data from a European water utility and the following model was identified as suitable from Eq. 
[1]: 

 
 

 

[22] 
 

 
which is a SARIMA (0,1,4)x(0,1,1)168. Output from the model is illustrated for two sample operational days in 
Figure 2 and 3 where the observed demands are compared with model forecasts in offline (24-h ahead 
forecasts) and online (optimally-filtered forecasts) modes.  

The examples of Figure 2 illustrate two operational forecasts, one where the models match the water 
demand well, and an “unexpected” day where the forecasts deviate from the observed demands to a larger 
extent. The mean absolute percentage error (MAPE) of the forecasts for these examples is presented in Table 
1 where it is shown that there is a larger improvement in the forecasts for the second day by applying the Kalman 
filter.  
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(a) (b) 

Figure 2. Comparison of observed and forecasted water demands for two example operational days: (a) 
The 24-h ahead forecasts match the observations well and the Kalman filter improves the forecasts slightly. 
(b) The observed water demands follow an unexpected pattern; thus the offline forecasts deviate from the 

observations to a larger extent; the Kalman filter improves the forecasts. 
 

3.2 Electricity tariff forecasting  
A suitable SARIMA model (see Arandia et al., 2016) was identified for the available electricity tariffs and is 

shown below: 
 

  [23] 
 

 
which is a SARIMA (1,1,1)x(0,1,1)72. The model output for two sample days is presented in Figure 3 where 
overall, the filtered model follows more closely the variation of the electricity tariffs. It is clear also that the 
uncertainty in the forecasts is much larger as indicated by the gray band. In magnitude, the percent forecast 
deviations for these two days are presented in Table 1. 
 

 
(a) (b) 

Figure 3. Comparison of observed and forecasted electricity tariffs for two example operational days. 
 

Table 1. MAPE of water demand and electricity tariff forecasts. 
Day Water Demand Electricity Tariff 

 Forecast KF Forecast KF 
     

1 1.67 1.02 71.73 70.84 
2 6.14 4.57 121.48 33.58 

     

 
3.3 Pump scheduling  

The pump scheduling algorithm described in Section 2.4 was used to plan the operation of pumps for the 
two sample days described above. For each day, the first task was to generate a schedule using the offline 24-
h ahead forecasts of demand and electricity tariff. Then, a second schedule was obtained by applying the 
recursive method of Section 2.4. Figure 4 presents the results obtained, where for each day, the offline and 
online schedules are displayed alongside for comparison.  
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(a) (b) 

 
(c) (d) 

Figure 4. Solution pump schedules obtained for example operational Day 1 (April 10, 2016) and Day 2 
(April 12, 2016). (a) Day 1 schedule with offline forecasts. (b) Day 1 schedule with optimally filtered forecasts. 

(c) Day 2 schedule with offline forecasts. (d) Day 2 schedule with optimally filtered forecasts. 
 

In order to compare the solutions, simulations were performed for each testing day using the schedules of 
Figure 4. The simulations consisted of applying the solution schedule to the “real” demand conditions and 
electricity prices. Electricity costs were computed for each simulation hour and accumulated to obtain the values 
summarized in Table 2. The caveat is that the operational constraints (minimum network pressures) were 
relaxed to circumvent feasibility when simulating the network given water demands different to those used in 
optimizing the schedules. 
 

Table 2. Daily electricity costs (€) for the optimized pump schedules. 
Day Initial Offline Online 

    

1 811.38 324.57 323.12 
2 758.77 240.55 134.44 

    

 
With respect to the initial expenses that correspond to the extreme case of running the pumps all the time, 

the offline and online optimized schedules for Day 1 both produce savings of approximately 60%. The slight 
improvement in applying the optimal filtering technique indicates that the offline and real-time water demand 
and electricity price forecasts were equivalently accurate (Figure 2 and 3). In the case of Day 2, the offline and 
online forecasts produce savings of, respectively, 68% and 82%. For this sample day which is considered 
“unusual”, the more accurate water demand and electricity tariff forecasts led to an additional 44% reduction of 
electricity costs. 
 
4 CONCLUSIONS 

This paper presents an approach to combine real-time forecasting techniques for energy price and water 
demand with heuristics for optimal pump scheduling. Forecasts produced by the filtering method are used 
recursively by a pump scheduling algorithm in order to dynamically update the pump schedules. The method is 
applied in a case study where for two sample days having regular and irregular demand patterns offline (24 h 
ahead) and online (optimally filtered) pump schedules are obtained. The results illustrate that for regular days 
only slight electricity savings can be obtained while for days with unexpected patterns the potential electricity 
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savings are very significant. The preliminary implementation was performed without considerations of 
uncertainty in water demands and prices. Thus, the comparison of schedules generated from different water 
demand forecasts required relaxing the operational constraints (minimum pressures). In future research, we 
plan to investigate the effects of uncertainty leading to a robust optimization approach. 
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ABSTRACT 

Air is easily introduced into water supply pipelines due to many factors of the system condition and operation 
equipment, such as air release from water under low pressure condition and air injection from devices (e.g., 
air valve, pump). As a result, air-water mixing flows are commonly formed in pressurized water supply pipes 
and may cause different practical problems, such as reducing water conveyance capability, lowering pipe 
strength and damaging system facilities. This preliminary study aims to investigate the influence of air content 
on the transient behaviors of the induced air-water mixing flows in a form of homogeneous mixture fluid in 
viscoelastic pipes. Laboratory experiments and numerical simulations are adopted for the investigation. The 
numerical model based on the method of characteristics (MOC) and the discrete vaporous cavity model 
(DVCM) is calibrated and validated by the experimental data gained in this study, and then adopted for 
systematic analysis of the influence and relative importance of different factors, including unsteady friction, 
viscoelasticity and air content, on transient flows in viscoelastic pipes. The time-domain amplitude damping 
and frequency-domain frequency shifting of transient responses are examined for the effects of different 
influence factors in this study. The obtained results and implications are discussed for the modelling and 
analysis of transient flows in viscoelastic pipes.  

Keywords: Air-water mixing flow; transient pipe flow; unsteady friction; viscoelasticity; air content. 

1 INTRODUCTION 
Modelling and analysis of transient pipe flows has become more and more important in urban water 

supply systems (UWSS), to the design and operation in terms of pipe strength and system safety (Duan et al., 
2010a) and to the utilization and management in terms of pipe condition assessment, such as leakage and 
blockage detection (Duan et al., 2010b). Meanwhile, more and more plastic pipes with properties of 
viscoelasticity (terms as viscoelastic pipes in this study) have been applied in UWSS due to their advantages 
of economic investment and convenient operation. However, so far most of studies relating to transient pipe 
flows for both design and assessment aspects in the literature are focusing on elastic pipes (Chaudhry, 1987; 
Ghidaoui et al., 2005), while only very few for the viscoelastic pipes (Covas et al., 2004; 2005; Duan et al., 
2012; Meniconi et al., 2014). As a result, the physical mechanism of transient wave propagation and utilization 
is not yet well understood in this field. From this perspective, it is worthwhile to further study and in-depth 
understand the transient flows in such viscoelastic pipes. 
 Air-water flows are easily formed in UWSS since the air is possibly introduced due to the system 
condition and operation equipment, such as air release from water under low pressure condition and air 
injection from devices (e.g., air valve, pump) (Pozos et al., 2010). The existence of air in water in pipelines 
may cause many different problems including (but not limited to) reduction of water conveyance capacity, 
wastage of supply energy and increase of potential pipe leaks in the system (Wiggert and Sundquist, 1979). In 
particular, under transient conditions, air-water interaction may become complicated and thus affecting the 
prediction and analysis of the transient responses based on current models and methods (Duan et al., 2010a). 
At this point, it is necessary and important to study transient response of air-water flows under different 
system and hydraulic conditions.  

It has been shown in the literature that many different factors in UWSS may affect transient responses, 
such as unsteady friction and viscoelasticity which have been widely studied in the literature (Duan et al., 
2010c). However, another factor, air content may also have potential influence on the transient response in 
both amplitude damping and frequency shifting as the other two factors (Duan et al., 2010a; Soares et al., 
2012). Therefore, it is essential to systematic analyze these different factors for their influences on transient 
flow responses, which is the scope of this study. 

This paper aims to investigate the influence of air content on the relative importance of two commonly 
factors, unsteady friction and viscoelasticity, in complex flow systems with considering both the air-water flow 
and viscoelastic pipeline conditions. Laboratory experimental test system has been established and is applied 
for testing and calibrating the viscoelastic pipe parameters under different flow conditions. The numerical 
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model based on the discrete vaporous cavity model (DVCM) scheme, after well validation by the experimental 
data obtained in this study, is then adopted for systematical analysis of transient air-water flows in viscoelastic 
pipes. The results of extensive numerical simulations and experimental tests are used for the analysis and 
discussion of the influence and relative importance of these three factors considered in this study to the 
transient responses, including amplitude damping in the time domain and frequency shifting in the frequency 
domain. Finally, the results are discussed for the model development and practical implication of transient air-
water flows in viscoelastic pipes in UWSS.  

 
2 NUMERICAL MODEL AND METHOD 
 In this preliminary study, the situation of air-water mixing flows with the form of uniform and small air 
bubbles in water flows is considered and investigated. Therefore, the air-water mixing flows can be modeled 
as bubbly flows with the assumption that the air-water mixture is a type of homogeneous pseudo-fluid, in 
which all the physical properties of this pseudo-fluid are the weighted average values of these two phases (air 
and water). Taking the pipe-wall viscoelasticity into consideration, the governing equations of one-dimensional 
(1D) transient model used for expressing such air-water mixing flows can be expressed as (Chaudhry, 1987): 
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where H is piezometric head, x is spatial coordinate, g is gravitational acceleration, V is fluid (mixture) velocity, 
t is the temporal coordinate, hf  is pipe frictional loss, a is wave speed, and r is retarded strain of viscoelastic 
pipe-wall. Since the wave speed for air-water mixing transient flow can usually be greatly affected by the air 
content (Duan et al., 2010a), i.e., becoming much smaller than original single phase water flow, the convective 
terms in Eq. [1] and [2] are included for the analysis so as to improve the accuracy of the numerical results. 
For the numerical simulation, the traditional method of characteristics (MOC) with fixed grid interpolation 
scheme is applied in this study to solve the above 1D transient model (Chaudhry, 1987).  
 To accurately represent friction effect during transient process, the total frictional head loss (hf) in Eq. [2] 
is divided into two parts (Vardy and Brown, 1995): (1) the quasi-steady friction component, which is usually 
modelled by Darcy-Weisbach formula, and (2) the unsteady friction component, which can be simulated by 
different types of unsteady friction models proposed in the literature (Ghidaoui et al., 2005), and in this study, 
the weighting function based unsteady friction by Vardy and Brown (1995) is used for the demonstration due 
to the known information of model parameters. 
 With regard to the retarded strain of viscoelastic pipe-wall deformation in Eq. [1], the Kelvin-Voigt (K-V) 
model, which derived from a conceptual model consisting of a combination of spring and dashpot elements, is 
adopted to mimic the viscoelastic pipe behavior during transient flow process (Covas et al., 2005; Duan et al., 
2010c). The detailed expression and procedure for the implementation into MOC-based numerical model refer 
to these references. 
 Furthermore, to capture the homogeneous air-water flows, the DVCM scheme is used and implemented 
into the above MOC-based numerical simulation process, with the expression of wave speed (a) of air-water 
mixture defined as following (Soares et al., 2012): 
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where l is the density of the liquid (water) phase,  is the air content (void fraction of fluid mixture), Kl is the 
bulk modulus of water, Kg is the bulk modulus of air, D is pipe inner diameter, e is pipe wall thickness, E is the 
elastic modulus of pipe material, and C1 is a parameter related to the pipe constraints, and in this study 
(Chaudhry, 1987),  
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where  is the Poisson ratio for the pipeline constraint condition. 
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3 LABORATORY EXPERIMENTAL TEST SYSTEM 
 Laboratory experimental test system has been established for this study, which consists of water supply 
tank, viscoelastic pipeline, discharge water tank, air compressor, and controls and measurement facilities. The 
schematic of the test system is shown in Figure 1. The testing viscoelastic pipeline is made of Plexiglas 
material with a total length of 36.0m, an inner diameter of 90mm and a wall thickness of 10mm (i.e., 4-inch 
pipe). By testing, the elastic modulus of the testing pipe material is about 2.684GPa and the Poisson ratio for 
this system is about 0.358. Four pressure transducers with sample frequency of 1000Hz (see Figure 1).  
 For testing air-water flows, the air is compressed by the air compressor installed through a side pipe 
branch (as shown in Figure 1) and injected into the pipeline at the upstream of testing pipeline with its velocity 
(air content or air fraction) measured by the gas rotameter. During the tests, the air injected into the pipeline 
are fully mixed with water flow from the upstream, which results in uniformly distributed bubbly flows with 
different air contents in the pipeline under relatively high-pressure steady state. The transients in the test 
system are caused by the fast and complete closure of the butterfly valve located at the downstream of the 
testing viscoelastic pipeline.  
 The obtained experimental test data is firstly used for the validation and verification of the transient model 
and the K-V viscoelastic model. Then, the results of the validated model together with the experimental data 
are used for systematic analysis of the effects of different factors (unsteady friction, viscoelasticity and air 
content) on the transient responses in viscoelastic pipelines. 
 

  
Figure 1. Schematic of the laboratory experiment test and measurement system. 

 
4 MODEL CALIBRATION AND VALIDATION 
 
4.1 Numerical scheme validation 
 The used model in Eq. [1] and Eq. [2] above based on MOC and DVCM is firstly validated for the 
numerical scheme and code programming through the experimental test data in the literature. One of the 
typical cases in Covas et al. (2005) with air content = 0 for pure water system, which was widely used in the 
literature, is adopted for this purpose.  
 The detailed parameters and settings for the test system refer to the original reference (Covas et al., 
2005). The results from the experimental data in that study and numerical simulation in this study are obtained 
and plotted in Figure 2. The result comparison shows good agreement between the experimental and 
numerical data, which confirms the validity and accuracy of the proposed method and numerical scheme.  
                            
4.2 Viscoelastic pipeline calibration 
 With the verification of the developed method framework, the viscoelastic parameters for the pipeline 
condition tested in the experiment system of this study are calibrated herein by following the similar process in 
the literature (Covas et al., 2005; Duan et al., 2010c). The test case of initial velocity condition with V = 0.9m/s 
(see Figure 1) is used for this calibration process and the results are obtained as follows: 

 
1 = 0.05 s, 2 = 0.5 s and 3 = 1.5 s; 

J1 = 0.00839×10-9 Pa-1, J2 = 0.3504×10-9 Pa-1 and J3 = 0.3552×10-9 Pa-1. 
 
 The comparative results of experimental test and numerical simulation are shown in Figure 3. The results 
of Figure 3 again confirm the accuracy of the developed methodology framework and numerical schemes in 
this study. 
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Figure 2. Model calibration by experimental data in reference. 

 

 
Figure 3. Comparison of calibrated numerical result and 

experimental data. 
 
 It is also shown in Figures 2 and 3 that the small difference is still shown between the experimental data 
and the numerical result, especially for the late stage of transient process (e.g., after 5 wave periods in 
Figures 2 and 3 for the two cases). By inspection, this discrepancy may be attributed to: (i) the accuracy of 
calibration process of viscoelastic parameters (for both cases of Covas et al., 2005 and this study) where the 
initial drastic transient data may play dominant role for the fitness evaluation; (ii) the accuracy of 1D numerical 
model and method such unsteady friction model and MOC scheme; and (iii) the accuracy of experimental 
measurement, especially under the relatively small amplitude transient condition (i.e., the late stage of 
transient histories in Figures 2 and 3). More analysis and discussion about the accuracy and reliability of these 
viscoelastic transient models and numerical methods are conducted later in this study. 
 
5 NUMERICAL APPLICATIONS AND RESULTS ANALYSIS 
 With the validation and calibration of the used numerical models and methods by experimental data, it is 
necessary to further investigate the influence and important of different practical factors to the transient air-
water mixing flow responses. In this study, the common factors of unsteady friction, pipe-wall viscoelasticity, 
and air content in UWDS are analyzed in this study. To this end, the three modelling results are defined 
therein: (1) inclusion of steady friction (SF), unsteady friction (UF) and viscoelasticity (VE), termed as “Model 
I”; (2) inclusion of SF and UF only, termed as “Model II”; and (3) inclusion of SF and VE only, termed as 
“Model III”. For comparative analysis, the numerical tests with different system and flow conditions are listed in 
Table 1. Note that case no.1 is same as the experimental test case that used to calibrate the model above, 
while case no. 2 considers the air content influence during experiment conducted by the test system shown in 
Figure 1 in this study.  
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 The wave speed from the numerical value of DVCM scheme and experimental result of test is calculated 
for the two test cases respectively, and listed in Table 1. The comparative results show clearly that, under 
both conditions of pure water (air content,  = 0m3/h) in case no. 1 and air-water mixing (with relatively large 
air content,  = 0.5m3/h), good agreements have been gained between the numerical and experimental 
results of wave speed, which confirms again the validity and reliability of DVCM.  
 

Table 1. Numerical tests with different settings. 

Case no. air content,  (m3/h) V0 (m/s) Experimental result, a (m/s) Numerical result, a (m/s) 

1 0 0.90 492.19 492.81 

2 0.5 1.30 79.23  78.01  

 
 The numerical results of the two cases under different conditions are obtained and plotted in Figures 4a 
and 4b, respectively. On one hand, the results of Figure 4a show that under pure water condition, the 
inclusion of SF and VE only could provide much better result than that of SF and UF only, which implies the 
much more important influence of the VE than the UF to the transient response of viscoelastic pipe flows. This 
result is consistent with the findings from previous studies in the literature (Duan et al., 2010c).  
 

 
Figure 4. Numerical results with considering different 

influence factors for (a) case no. 1 (b) case no. 2. 
 

 On the other hand, however, the results of Figure 4) demonstrate a different extent of the influence of 
different factors. Specifically, with the existence of air content in pipe flows, the effect of VE on transient 
damping has been reduced greatly in comparison to the results of pure water situation in Figure 4a. 
Meanwhile, during the initial transient stage (e.g., the first 10 wave cycles), the VE still has relatively larger 
influence than the UF to pipe fluid transients (see the first enlarged part of the amplitudes at about t = 5s in 
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Figure 4b), which however gradually becomes comparable to the UF effect (e.g., second enlarged part at 
about t = 20s in the figure). Finally, during late stage of transient flows (e.g., after 15 wave cycles), the VE 
effect becomes less dominant than the UF effect (see the third enlarged part at about t = 37s in the figure).  
 Furthermore, the result of Figure 4b also reveals that the frequency shifting effect of the VE can also be 
suppressed from the existence of air content in the pipeline (i.e., through the comparison of three enlarged 
parts in the figure). Therefore, it can be concluded that air content in pipe flows may have significant influence 
on the relative importance of VE and UF effects in pipe fluid transients, which may be very different from the 
findings from previous studies in terms of pure water situation only (Covas et al., 2005; Duan et al., 2010c). 
Specifically, with the existence of air content, the relative importance and influence of the VE and the UF 
effects on both transient amplitude damping and frequency shifting becomes less dominant, and time-
dependent (or stage-dependent) during the whole transient process.  
 Consequently, the results and findings above confirm again the necessity and importance of the 
investigation of transient air-water mixing flows in viscoelastic pipes, which may have useful insights into the 
theoretical model development and practical engineering application of the modelling and analysis of transient 
pipe flows in UWSS. 
 
6 CONCLUSIONS 
 This paper investigates the influence of air content on the transient flows in viscoelastic pipes in UWSS. 
Laboratory experiment test system was built to collect experimental data to validate and calibrated numerical 
models including the viscoelastic pipe parameters in K-V model and the MOC-based DVCM numerical 
scheme for the simulation of the formed transient air-water mixing flows (homogeneous mixture) in 
viscoelastic pipes. The validated model is then used to simulate different cases of air content in viscoelastic 
pipes, with the aim to analyze the influence of such air content on relative importance of other two common 
factors (unsteady friction and viscoelasticity) on the transient behaviors (amplitude damping and frequency 
shifting) of viscoelastic pipe flows. In comparison to the experimental data, it is found that the proposed MOC-
DVCM numeric scheme can accurately capture the transient responses of viscoelastic pipe flows, and confirm 
the reliability and applicability of the numerical models.  
 The comparative results of further numerical applications indicate that air content in pipe flows may have 
great impact on the relative importance of the unsteady friction and viscoelasticity effects in pipe fluid 
transients that have been obtained previously in the literature. Specifically, the existence of air content in 
water pipeline may reduce greatly the importance of both unsteady friction and viscoelasticity in terms of both 
amplitude damping and frequency shifting of transient responses. Moreover, the results also reveal that, the 
relative importance of these influence factors becomes time- or stage- dependent during the whole transient 
air-water mixing flow process.  
 The results and analysis demonstrate the necessity and importance of the study of transient air-water 
mixing flows, especially in viscoelastic pipes, of better modelling and analysis of UWSS. Finally, it is also 
noted that only the simple system and flow conditions (e.g., single viscoelastic pipeline and homogeneous air-
water mixing flow) are examined in this study. Consequently, based on the results and findings of current 
preliminary study, further investigations and validations of transient air-water flows are required for more 
complex system and flow conditions (e.g., relatively large air pockets, column separation, multiple-pipe system 
and complex transient generation, etc.) in the future work. 
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ABSTRACT 

Different meshless particle methods, such as classic SPH, CSPM and MSPM, have been widely developed and 
used for the simulation and analysis of complex flow systems due to their advantages of computation efficiency 
and complexity description. However, the development and application of these methods are so far limited to 
free-surface or slightly pressurized flow systems, where the appropriate forms of equivalent expressions have 
been derived for meshless particles under different system and flow conditions. This paper aims to extend these 
efficient and convenient meshless particle methods to the modelling and analysis of highly pressurized transient 
water pipe flows, so that complex phenomena in water supply pipes could be better described and understood 
by these methods. The developed models and schemes are validated through the comparison with traditional 
methods that have been well verified by experiments in the literature. The single- and series- pipeline systems 
are investigated for the validity and applicability of the methods. The influences of different key parameters are 
then systematically examined for obtaining their most suitable values for transient pipe flows. Finally, the results 
of the validated models and methods are discussed for their accuracy and implications for the modelling and 
analysis of transient pipe flows. 

Keywords: Meshless particle method; SPH; transient pipe flow; water pipe system. 

1 INTRODUCTION 
 Water hammer (also termed as pressure surge, fluid transients) is a common phenomenon in various 

pressurized piping systems, which is generally caused by fast changes of pipe flowrates due to accidental or 
artificial factors, such as valve operation, pump startup or failure. Prediction and analysis of water hammer 
becomes important to the pipe design, construction and operation in engineering practice for its harmfulness to 
the system and associates (Duan et al., 2010a), and in the meanwhile to the pipe condition assessment such 
for its information reflection during wave propagation such as leakage detection (Duan et al., 2010b). Different 
numerical methods with appropriate mesh discretization schemes are available for the simulation of water 
hammer, including many classical methods such as the method of characteristic (MOC) (Wylie et al., 1993), 
finite volume method (FVM) (Zhao and Ghidaoui, 2004), and finite difference method (FDM) (Chaudhry and 
Hussaini, 1985). 

 In spite of the successful achievements of the mesh-based numerical methods in theory and practice, 
numerical difficulty and physical incapability often appear for their usage, especially in complex pipe flows, such 
as fluid separation, flow regime transition and multi-phase transient flows (air and water). Specifically, for the 
method of characteristics (MOC), interpolation has to be used for systems with different speeds of sound due 
to pipe complexities (e.g., variations of pipe size and material, and air content). Furthermore, if the Mach number 
of the flow is large enough (e.g., over 0.3 in transient pipe flows), the accuracy of MOC may suffer from a 
remarkable degeneration (Hwang et al., 2002). For FDMs, front tracking techniques have to be applied (Wahba, 
2006), which often complicates the computation to a large extent and may also induce unacceptable numerical 
errors. From this perspective, traditional mesh-based methods will easily fail for solving transient problems with 
moving interface. 

 To avoid potential difficulties caused by the use of mesh schemes (e.g., convergence and accuracy), mesh-
free or meshless methods are becoming popular in recent years and have attracted much attention of 
researchers, due to advantages of computational domain definition and construction. On this point, different 
mesh-free particle methods have been successfully developed and applied, including smoothed particle 
hydrodynamics (SPH) and its corrections, corrective smoothed particle method (CSPM) and modified smoothed 
particle method (MSPM), to transient flow problems with or without moving boundaries (Hou et al., 2012a; 
2012b). Several useful techniques for imposing boundary conditions have been developed too (Hou et al., 
2015). However, so far, these efficient and convenient meshless methods are mainly limited to free-surface 
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flows or slightly pressurized flows in simple pipe systems (e.g., single pipeline). For highly pressurized and 
unsteady pipe flows and complex multi-pipe systems, their development and applicability have not yet been 
examined in the literature, which is the scope of this study. 

 This paper firstly develops and extends the meshless particle methods to transient pipe flows of both single- 
and series- pipeline systems, by deriving the equivalent forms of particle dynamics to the water hammer 
governing equations. Three types of meshless particle methods are considered for the evaluation, including the 
classic smoothed particle hydrodynamics (SPH) and its correction forms – corrective smoothed particle method 
(CSPM) and modified smoothed particle method (MSPM). Appropriate initial and boundary conditions of the 
used meshless methods are then proposed for typical water pipeline systems. The proposed methods and 
schemes are validated by the traditional numerical method (MOC) that has been well verified and validated by 
various experiment tests in the literature. Finally, the significance and implication of the developed methods are 
discussed for the future study in this field.  

 
2 MODELS AND METHODS 

 
2.1 Development of meshless particle methods 

 The one dimensional water hammer equations of the continuity and momentum equations are as follows 
(Wylie et al., 1993): 
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where p is pressure, v is the mean flow velocity, ρ is the density, a is the wave speed, x and t are the spatial and 
temporal coordinates respectively, D is the inner diameter of pipe and f is the Darcy-Weisbach friction factor, g 
is the gravity acceleration, θ denotes the angle of pipe with respect to the horizontal direction. When the Mach 
number of the pipe flow is small enough (e.g., < 0.1), then the convective terms in above equations can be 
neglected. In this study, the small Mach number flow is considered for water supply pipelines, and therefore the 
convective terms are not included in the following derivations, which, however, will not limit the extension and 
applicability of the method development in this study to other situations with relatively larger Mach numbers (i.e., 
including the convective terms).  

Inspired by the idea of applying kernel approximation to a Taylor series expansion developed by Chen et 
al. (1999), a universal matrix formulation for different meshless particle methods is derived herein for expressing 
the differential terms in above equations. By examining the resulted matrix elements, the relationship between 
these methods becomes clear and the evolution process of them is easily appreciated. Since the meshless 
particle methods are relatively new (actually have never fully used) for the modelling and analysis transient pipe 
flows, prior to obtaining the final results of meshless models, it is good to start with the basic principle and 
process of the type of method development. 

 Expanding the Taylor series for a function f() (e.g., p and v in above governing equations) around point x 
in a one-dimensional domain yields: 
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x f x O x
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   
                                        [3] 

 
 Multiplying both sides of Eq. [3] with a compactly supported function W1(x): = W1(−x, h) and then integrating 
over the computational domain  gives: 
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                                                  [4] 

 
Note that in Eq. [4] the terms with higher-order (>2) derivatives have been neglected, and the smoothing 

length h is a size measure of the support. Similarly, with another function W2(x): = W2(−x, h), we obtain: 
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 Approximating the integrals in Eq. [4] and Eq. [5] with Riemann sum and re-writing them in a matrix form 
gives: 
 

Au = b                                                                             [6] 
 
where: 
 

T=(A ), =( ), ,  = 1,2, =( ( ), ( ))kl kb k l f x f x A b u                  [7] 

 
with: 
 

A =kl k l j
j

P Q V                                                                 [8a] 

 

= ( ) ( )k j k j
j

b f x f x P V                                                 [8b] 

 

1 1 2 2= ( ), = ( )P W x P W x                                                          [8c] 

 

2
1 2

1
= , = ( )

2j jQ x x Q x x                                                     [8d] 

 
 Depending on the choice of W1(x) and W2(x), different meshless particle methods have been developed in 

the literature as reviewed in the introduction section. Theoretically, functions W1(x) and W2(x) can be any forms 
without connection, but in practice, they are often related to the same function, say W(x) which is known as 
kernel function or kernel in the community of particle methods (Monaghan, 2012; Violeau, 2012). In this paper, 
we assume they are the first- and second-order derivatives of the kernel, i.e., W1(x) = W’(x) and W2(x) = W’’(x). 
The estimated first- and second-order derivatives are obtained by solving Eq. [6], which is referred to as the 
modified smoothed particle method (MSPM). Only the first-order derivative estimate is given below as: 
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 Furthermore, depending on simplifications to the moment matrix A in Eq. [6], the developed MSPM 

estimates of the first- and second-order derivatives may degenerate to the well-known CSPM and SPH methods. 
Specifically, if the second-order derivative term in Eq. [4] is neglected, then kernel estimate of f’(x) is obtained 
as: 
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or in particle summation form: 
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 This is the corrective smoothed particle method (CSPM) proposed by Chen et al. (1999), which has been 
applied to many structural dynamic problems (Chen et al., 1999; 2001). Comparing with Eq. [9], it is easy to find 
out that Eq. [11] is actually a special case of Eq. [9] with A12 = 0. With the estimated f’(x), the estimate of f’’(x) 
can be accordingly obtained from Eq. [5], which is rarely used in particle simulations. It is because high-order 
governing equations are usually transformed into first-order systems by introducing certain intermediate 
variables, e.g. heat flux and stresses (Chen et al., 1999; 2001), and then to be solved.  

 If ∫(-x) W’(x)] d = 1is further assumed and applied to Eq. [4], then the kernel estimate of f’(x), in particle 
summation form, is  
 

( ) ( ) ( ) ( )j j
j

f x f x f x W x V                                        [12] 

 
 This is the most widely used estimate of the first-order derivatives in the SPH community (Monaghan, 2012; 
Violeau, 2012). For the estimate of the first-order derivative, the developed MSPM scheme in Eq. [9] together 
with the CSPM in Eq. [11] and the classic SPH in Eq. [12] can be written in a uniform way as 
 

( ) ( ) ( ) ( )j
j

f x f x f x W x                                             [13] 

 
where W(x) can expressed based on the above developed formulas for MSPM, CSPM and SPH respectively. 

 In the application of meshless particle methods developed above, continuous media are partitioned into a 
finite number of N parts that are referred to as particles. Each particle j ~ [1, N] carries a mass mj, density j, 
velocity Vj , pressure Pj and other properties depending on the specific problem. During motion, a particle is 
allowed to change its density and volume, but its mass mj = jVj keeps constant. For details of standard SPH, 
the readers are referred to the recent review by Monaghan (2012) and the text book of Violeau (2012).  
 
2.2 Initial and boundary conditions 

 The initial condition of steady-state flow in the pipeline system is calibrated by the known physical principles 
(such as Darcy-Weisbach friction loss and the valve orifice equation), with the aim to adjust and obtain 
reasonable parameters in above developed methods (e.g., artificial viscosity and particle numbers) for the 
studied system. Then the calibrated results and settings of the parameters based on initial flow conditions are 
assumed to be valid for transient flow process, with their validity and accuracy verified and discussed later in 
the numerical application section of this paper. 

 As the kernel support in boundary region is truncated, the common SPH method suffers from an inherent 
shortcoming known as boundary deficiency. To remedy it, two kinds of methods have been successfully 
proposed. The one is the image particle methods (Hou et al., 2012a; Violeau, 2012) and the other is the 
corrective kernel methods (Hou et al., 2012b; Zhang and Batra, 2004). The methods of defining image particles 
not only can remedy the boundary deficiency problem, but also provide an efficient way to enforce boundary 
conditions. However, it is not necessary to add image particles outside the domain in corrective kernel methods. 
There exist three general types of boundary conditions in transient pipe flows, including reservoir with constant 
pressure, fast valve closure with final zero velocity state and series-pipe junction. Enforcement of the reservoir 
boundary is illustrated in Figure 1a and details are found in (Hou et al., 2012a). The zero velocity (reflection 
boundary) can be imposed using mirror particle method (Hou et al., 2012b; Violeau, 2012), as shown in Figure 
1b.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The image particle method for boundaries at: 
(a) constant head reservoir and (b) fast closing valve. 
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 For series-pipe junction in the multi-pipe system, the meshless particle formula can be derived for continuity 
and energy conservation relationships at the junction based on similar procedure above and expressed as (by 
assuming that no minor loss at the junction): 
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where the subscripts i and j are the indices of the particles, Si denotes the particle set within the range of 
smoothing length of particle i, Π୧୨ is the artificial viscosity term for transient wave, with: 
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where തܽ ൌ 0.5൫ܽ௜ ൅ ௝ܽ൯		is the average of the wave speed of particle i and j,  ത݄ ൌ 0.5൫݄௜ ൅ ௝݄൯ is the average 

smoothing length, ̅ߩ ൌ 0.5൫ߩ௜ ൅ ௝൯ߩ  is the average density. For water hammer problems, α, β, and η are 
constant coefficients, with α = 1, β = 2, and η = 0.01 in this paper (Liu and Liu, 2003). 
 
3 NUMERICAL VALIDATION AND APPLICATIONS 

 Two simple pipeline systems with different configurations, as shown in Figure 2 below, are used for the 
investigation in this study, with Figure 2(T1) representing for the typical single-pipeline system of reservoir-pipe-
valve configuration and Figure 2(T2) representing for the multiple-pipeline system of reservoir-series-pipeline-
valve configuration. Different parameters settings are as follows: 

(1) For single-pipeline system in Figure 2(T1), pipe length La = 20 m, diameter Da = 0.8 m, friction factor fa 
= 0.02, and wave speed aa = 1020 m/s; 

(2) For series-pipeline system in Figure 2(T2), upstream pipe section (a): La = 30 m, Da = 0.03 m, fa = 0.02, 
and aa = 1200 m/s; downstream pipe section (b): Lb = 37 m, Db = 0.02 m, fb = 0.015, and ab = 1300 m/s. 
 

 
Figure 2. Schematic configuration of test pipeline systems: (T1) single-pipeline system; 

(T2) series-pipeline system (after Duan et al., 2009): 
 
3.1 Single-pipeline system  

 The single-pipeline system in Figure 2(T1) was firstly used for the validation and comparison of different 
developed meshless methods in this study. Subjected to fast closure of downstream end valve at node [1] in 
the figure, fast transients were generated and simulated with the particle methods including SPH, CSPM and 
MSPM respectively. The results of typical MOC scheme were also obtained for comparison and validation. The 
initial steady-state velocity of pipe flow was 1.0 m/s and the reservoir pressure was constant with 1 MPa. Initially 
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for the meshless methods, there were 201 particles evenly distributed in the pipe. The results by different 
methods are shown in Figure 3. All the three particle methods gave results in line with the traditional MOC 
solution, although SPH suffered from slightly larger numerical smearing effect. The difference between CSPM 
and MSPM is not distinguishable and a small oscillation occurred at the first wave front. Consequently, the 
comparison confirms the validity of the developed three meshless methods for the modelling and analysis of 
transient pipe flows, with similar accuracy of transient pressure simulations.  
 
3.2 Series-pipeline system 

 Because of the similar accuracy of the developed three meshless methods shown in Figure 3, only the 
SPH method is applied herein for the study of series-pipeline systems in Figure 2(T2). Similar application 
procedures and results discussion can be conducted for other two methods. Similarly, the transients are caused 
by the sudden valve closure at the downstream end (i.e., noted as [2] in the figure). The results of meshless-
based SPH in this study and the traditional MOC (Duan et al., 2009) were obtained and plotted in Figure 4 for 
comparison. 

 The comparison in Figure 4 clearly demonstrates that overall the meshless based SPH simulation result 
agree well with the traditional MOC solution. Specifically, the phases of the transient traces with complicated 
variations due to series-pipe junction are well predicted and in the meanwhile, relatively small differences exist 
for the transient amplitudes in the whole studied transient domain. It is also observed from the results that the 
simulated wave front by the meshless particle method is not as sharp as that by MOC due to the dissipation 
effect of artificial viscosity, but the difference was still relatively small. It should be noted that unlike the classical 
MOC algorithm, the proposed meshless based formula doesn’t need to pay special numerical treatment for the 
series pipe junctions with regard to the temporal and spatial discretization during the simulations. Particularly, 
the calculation of transient flowrate and pressure is straightforward because the diameter variability has been 
already derived in the developed meshless method in Eq. [14] and Eq. [15], which has greatly reduce the 
complexities of numerical programming and the errors of mathematical interpolation. 
 

 
Figure 3. Simulated pressure histories at valve in the instantaneous valve closure case: solid line-MOC, solid 

line with plus-SPH, solid line with circle-CSPM, and solid line with square-MSPM. 
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Figure 4. Simulated pressure traces at the downstream valve for the two-series-pipe system. 

 
4 DISCUSSIONS AND IMPLICATIONS 

 
4.1 Influence of different parameters 

It is indicated in above applications that different parameters, such as the artificial viscosity coefficients of 
 and  in Eq. [16] and smoothing length of h in Eq. [17], was introduced and calibrated/assumed for the use of 
the developed meshless particle methods. Therefore, it is necessary to examine the influence of these 
parameters on the modelling results of these developed methods. For simplification and illustration herein, the 
single-pipeline system described above is taken for the investigation. 

The results of transient flow modelling by applying different values of the artificial viscosity parameters ( 
and ) are plotted in Figure 5 and 6, respectively. From the results, it can be concluded that: (1) the artificial 
viscosity can suppress the numerical dispersion and maintain the numerical stability; however, (2) unsuitable 
(e.g., larger or smaller α) parameter set may lead to instability or less sharpness of wave front (see Figure 5). 
On one hand, from the test results in Figure 5, the linear term relating to parameter α in Eq. [16] plays an 
important role for the elimination of numerical oscillation. Specifically, it clearly reveals from Figure 5 that the 
case of α < 1 leads to dispersion wiggles at the wave front, while that of α > 1 may result in serve dissipation 
effect. On the other hand, from the results in Figure 6 (with only the first wave reflection shown in the figure for 
clear observation), the other viscosity parameter β in the artificial viscosity term also contributes to the 
suppression of the numerical oscillation at the sharp wave front, and the value smaller than 2 of β may not 
effective to eliminate the wiggles at the sharp wave front for the pipe system of interest in this study. Therefore, 
for the single-pipeline system studied herein, a combination of α = 1 and β = 2 is a compromising choice for the 
consideration of accuracy and numerical stability in the present study. 
 

 
Figure 5. Effect of artificial viscosity parameter α (with fixed ) on transient modelling result. 
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Figure 6. Effect of artificial viscosity parameter β (with fixed ) on transient modelling result. 

 
Furthermore, the smoothing length (h) in Eq. [17] is another important parameter that may affect the validity 

and accuracy of the developed meshless methods in this study. This is mainly because the smoothing length 
defined in the meshless methods affects not only the accuracy (e.g., wave propagation and dispersion), but also 
the computational efficiency as well as the numerical stability (Monaghan et al., 2012; Hou et al., 2012b). 
Generally, in the literature, it is suggested that h = (1~2)x is the common choice for compromising the accuracy 
and efficiency. However, this criterion was proposed mainly for the free-surface flow system, which may not be 
suitable for transient pipe flows herein. For analysis, different choices of smoothing length h were tested for 
obtaining the ‘best’ compromising choice among accuracy, efficiency and numerical stability. The results are 
shown in Figure 7. From the results, it can be found that a larger smoothing length may lead to better numerical 
stability but with severe dissipation at the sharp wave front, while the smaller smoothing length may result in 
higher computational efficiency, severe dispersion and less accuracy results. With extensive tests in this study, 
the case of h < 2x may result in numerical instability problem (with α=1, β=2 for artificial viscosity coefficients 
specified above), while the case of h > 3x can lead to serve dissipation effect at the sharp wave front (see 
Figure 7). Therefore, for the studied pipe system herein, a smoothing length of h = 2.5x became the most 
suitable choice for compromising the numerical stability and computational accuracy. On this point, this tested 
value of smoothing length for transient pipe flows is very different from the proposed value h ~ x for most cases 
of free-surface or slightly pressurized flows in the literature (Hou et al., 2012b; Monaghan et al., 2012; Violeau, 
2012). 

 

 
Figure 7. Effect of the smoothing length on the transient modelling result. 
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It is also noted that the obtained values of these important parameters (, , h) were mainly based on 
extensive tests of the pipe system inspected in this study, which require further theoretical explanation and 
evidence in the future work. 
 
4.2 Practical implications 

The numerical applications and results in this study indicated the feasibility and accuracy of the meshless 
particle methods for transient flow modelling and analysis in both single- and multiple- pipe systems. Although 
only the series pipe junction was considered and included in the derivation process, similar principle and 
procedure can be further extended and applied to more complex situations such as branched and looped 
junctions, which will be completed in the future work. From this perspective, the results and findings of this study 
may have great significance to both the theoretical development and practical applications of transient flow 
analysis, especially in complex pipe systems.  

On one hand, the successful extension of the meshless particle based methods provides alternative 
approach to transient pipe flow simulations in complex pipeline systems, in addition to the classic meshed 
methods in the literature. On this point, with the aid of advantages of the meshless simulation scheme, the 
accurate capture and analysis of complex transient phenomena such as flow separation and cavitation as well 
as multi-phase flows (e.g., air-water flows) and flow regime transition in pipeline systems becomes probable 
and more convenient. On the other hand, with the successful implementation of the different meshless schemes 
to the complex pipe junctions, the accurate representations and simulations for the transient interactions of 
transient waves and system components as well as complex boundaries become feasible and relatively simple 
in practical applications of transient pipe flow problems.  

Consequently, the development and extension of the different meshless particle based methods is 
necessary and significant to the modeling and analysis of transient pipe flows, which is thus worthwhile of more 
investigations (further extension and extensive validations) in the future. 
 
5 CONCLUSIONS 

 Three different meshless particle methods (SPH, CSPM, MSPM) were extended and formulated to 
transient pipe flows in this study for different pipeline systems (including single- and series- pipeline systems). 
The developed models and methods were validated by numerical applications for two typical pipe systems with 
single pipeline and two-series pipelines, with comparison to the typical MOC scheme. The comparative results 
indicate the good agreement and accuracy of the extended meshless methods for the modelling and analysis 
of transient pipe flows. The concluding remarks are summarized as follows: 

(1) All the three developed meshless methods could provide accurate results as the classic MOC scheme; 
(2) The developed meshless methods are applicable to both single- and multiple- pipe systems for 

capturing accurately the evolution of transient phase and amplitude; 
(3) The meshless particle methods are preferable to the application of complex systems due to their 

convenience of numerical treatment and calculation; 
(4) The artificial viscosity term in the developed meshless particle methods is useful to eliminate the 

numerical oscillations, and the test results reveal that the linear term ߮௜௝ in Π௜௝ may contribute more 
than the quadratic term ߮௜௝

ଶ  to the suppression of the numerical oscillations; 
(5) The smoothing length shows an important effect on the suppression of numerical oscillations at the 

shock wave, and the result of h = 2.5x is a most suitable choice for the studied transient pipe flow 
system in this paper, which is very different from the suggested value for free-surface flows in the 
literature. 

 It is also noted that only the simple pipe systems with single- and series- pipelines were considered in this 
preliminary study. Further extension and validation of such advantageous methods and their key parameter 
settings (, , h) to more complex system configurations (e.g., branched and looped pipe systems) and other 
complex flow conditions (e.g., column separation and air-water mixing flows) is necessary and significant in the 
future study. 
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ABSTRACT 

Although the modeling of transient conditions in closed conduit has advanced significantly during the last four 
decades, the dissipation of transient oscillations with time is not completely understood at present, and usually, 
dissipation in computed results is slower than that in the actual systems. Since the first transient state peak 
pressure that is not affected by the dissipation of pressure oscillations is utilized for design, the dissipation is 
not considered important in typical situations. However, for multiple operations in a system, dissipation is 
important for determining the time for the second operation to reduce the severity of the subsequent transient 
conditions. If not done properly, the resulting transient conditions may be worse than those in a single operation. 
Two-dimensional models, convolution-integral and instantaneous-acceleration based methods have been used 
for including unsteady friction in simulations. The first two models are computationally intensive while the 
selection of coefficients for the latter has been challenging in addition to the requirement of the simulation for 
the entire system. Consequently, these methods have not been utilized for general real-life applications. In this 
paper, a method is presented following the methodology for the computation of the dissipation of structural 
oscillations initiated by impulse loading, e.g. earthquake. This method does not require simulation of the entire 
system, is not computationally intensive and yields reasonable results for practical applications. An empirical 
equation is developed for the damping ratio by using the dimensional analysis and nonlinear regression. 
Comparisons of the computed results for a pipeline with a constant-level upstream reservoir and a downstream 
control valve with the experimental measurements during 18 transient experiments show good agreement.  

Keywords: Damping ratio; piping system; transient; unsteady friction.  

1 INTRODUCTION 
Modeling of transient conditions in closed conduits initiated by flow changes has progressed significantly 

during the last four decades. As long as the basic underlying assumptions on which the governing equations 
are based and the restrictions on the numerical procedures (e.g., stability and accuracy criteria) are observed, 
the computed results are reliable and may be used with confidence for the design and operation of various 
systems. However, the dissipation of the transient oscillations with time is not completely understood at this 
time, and usually, the computed results show slower dissipation than that in the actual systems. This difference 
is mostly attributed to the use of steady state friction equation to compute oscillations during the transient state 
rather than using the unsteady friction in the computations. Since the first transient state peak pressure is not 
affected by the dissipation of pressure oscillations and this peak pressure is typically used for design, the 
dissipation of pressure oscillations is not considered to be very significant in typical situations. However, for 
multiple operations in a system, e.g. starting the pumps following power failure, load acceptance following load 
rejection on turbines or opening or closing of control valves following closing or opening operations, it becomes 
necessary to predict the dissipation, so that the second operation is started at a time that results in reducing the 
severity of the subsequent transient conditions.  

Three models have been presented to simulate the dissipation of the water hammer pressures, namely the 
convolution integral, quasi two-dimensional and the instantaneous acceleration based models. These models 
(Ghidaoui et al., 2005; Adamkowski and Lewandowski, 2006; Prashanth Reddy et al., 2011; Chaudhry, 2014) 
require simulation of transients in the entire system and are computationally intensive. As a result, there has 
been limited adoption of these models for general real-life applications. In addition, there are questions about 
their reliability and applicability. Instantaneous acceleration-based (IAB) model, currently being used by most 
researchers, may be classified further as one-coefficient and two-coefficient models. The coefficients vary over 
a wide range, and to implement these models, a numerical solution of the governing equations is needed.  

Adamkowski and Lewandowski (2006) presented a comparison between the quasi-steady friction model 
and the following five different models: Zielke's (Zielke, 1968),Trikha's (Trikha, 1975), Vardy and Brown (Vardy 
and Brown, 2003), Zarzycki's (Zarzycki, 1994), and Bruone's Brunone et al. (1991) models. They recommended 
studying the unsteady friction factor model for a wide range of Reynolds number (higher than 16000).  
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 The objective of the present work is to present a model that is simple but is not computationally intensive. 
For illustration purposes, it is applied for the prediction of the dissipation of pressure oscillations at the valve 
located at the down-stream end of a simple reservoir-pipeline-valve system due to instantaneous valve closure 
without numerically solving the entire system. 

 
2 EXPERIMENTAL DATA 
 Two data sets are used in this work: the first set is data obtained from the experiments carried out in the 
Hydraulic Laboratory at the University of South Carolina (USC), while the second set is data reported in the 
literature. Measured results for eighteen different tests are utilized in this study. To conserve space, however, 
results for three of such comparison are included.  
 The USC setup consists of a pressurized tank at the upstream end, a 158.71m long copper pipe, 0.0254m 
in diameter with 0.001m wall thickness and a ball valve at the downstream end of the pipe, as shown in Figure 
1. 
 

 
Figure 1. A layout of the experimental setup. Dimensions in meter. 

 
 A pressure transducer (manufactured by Honeywell International Inc.) is mounted on the pipe just upstream 
of the valve. Once the discharge and the static head become constant, the water supply to the upstream tank 
is cut off to keep the static head constant during the transient state. At the same time, a magnetic switch triggers 
a rapid valve closure to generate transient state conditions in the piping system.  
 The experiment is run until the flow becomes steady. Table 1 lists the system properties. Only data for 
three experiments are listed for which comparisons are presented in the table. Where L is the pipe length, D is 
the pipe diameter, Hs	is the static head at the pressurized tank, Vo	is the steady-state flow velocity, Re is the 
Reynolds number, areported is the wave velocity reported in the literature, a is the wave speed.  
 

Table 1. System properties experimental set-up. 
Test 
No. 

L 
(m) 

D 
(m) 

Hs 
(m) 

Vo 
(m/s) 

Re areported 
(m/s) 

a 
(m/s) 

Pipe 
type 

1a 158.71 0.0254 34.36 0.309 7845 ------ 1197 copper 
2b 98.11 0.016 127.5 0.34 5731 1298 1270 copper 
3c 3000 0.40 326 0.78 311930 1000 565 steel 

Note, the superscripts in the Test numbers refer to the source as follows: a = USC; b = Adamkowski and 
Lewandowski (2006); c = Ramos et al. (2004). 

 
3 UNDER-DAMPED SYSTEM  
 The instantaneous closure of a valve located at the downstream end of a reservoir-pipeline-valve system 
results in pressure oscillations at the valve that are similar to the oscillations of the mass in a spring-mass-
damper system. The mass oscillates, and the displacement of the mass exhibits an exponential decay due to 
viscous damping. The exponential decay may be studied by analyzing the vibration of the mass under free 
vibrations, i.e. there is no external force. 
 Similarities and differences between a vibrating spring-mass and a hydraulic system are explained in 
Chapter 8 of Chaudhry (2014). The current study focuses on the formulation of a model for computing the 
damping ratio, ξ for the pressure oscillations at the downstream end of a reservoir-pipe system following 
instantaneous valve closure. Similar to the motion of the mass in a spring-mass system, the normalized pressure 
head variation, H = h - hO, may be written as : 
 

m
d2H

dt2
+c

dH

dt
+kH=0                                 	                    [1] 
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where h is the pressure head at the downstream valve and hO is the head at the upstream reservoir; m is the 
mass of the spring; c is the damping constant; and k is the spring constant. The general solution of Eq. [1] for 
an under-damped system is: 
 

Hሺtሻ=e-ሺc 2m⁄ ሻt൫c1cosሺωtሻ+c2sinሺωtሻ൯                             [2] 
 

where ω is the frequency of the pressure oscillations. This equation may be simplified as: 
 

Hሺtሻ=Ae-ξωntsinሺωntሻ                                                      [3] 
 
where A is the amplitude of the pressure head at t=0. The exponent term ሺc 2m⁄ ሻ is an unknown quantity with 
dimension of ሺ1 s⁄ ሻ and it represents the rate of the decay of the pressure head with time. This term may be 
assumed equal to ሺξωnሻ where ωn represents the natural frequency of the pressure oscillations at the valve.  
 An approximated value of the amplitude, A, may be computed using the Joukowski's formula at t=0 for an 
instantaneous valve closure, i.e. A≅±∆H , (positive sign is for valve closure and negative sign is for valve 
opening) and ∆H=- a∆v g⁄ , where ∆H is the variation in pressure head at t=0; ∆v instantaneous variation of the 
flow velocity at the valve. The term	eξωnt represents the damping of the oscillations and the head at the valve, 
H, approaches zero as t tends to infinity. In other words, Eq. [3] is an exponential decaying function with	ξ as 
the damping ratio which is a function of the system boundaries, flow rate and fluid properties. 
 Pressure head oscillations at the downstream valve are computed by using Eq. [3] and are compared with 
the experimental measurements listed in Table 1. From the best fit between the computed and experimental 
data, the damping ratio for the experimental measurements, ξexp is determined. 

 The damping ratio is a function of the following system parameters: 
 

ξ=ψሺL, D, Vo, μ, ρ, ϵ, g, K, E, eሻ                                   [4] 
 

where μ is the dynamic viscosity of the fluid; ρ is the fluid density; ϵ is the absolute roughness of the pipe, and 
g is the gravitational acceleration; K is the bulk modulus of elasticity of the fluid, E is Youngs moduls of elasticity 
of the pipe wall material, and e is the pipe thickness. Using dimensional analysis, a relationship for the damping 
ratio among the parameters in Eq. [4] may be developed as: 
 

ξ=ψ(Re, Ma, 
ϵ

D
,
Vo

2

Lg
)                                               		     [5] 

 
where Re is Reynolds number ൌ	VoD	μ a⁄ ; Ma is Mach number ൌ	Vo a⁄ ; ϵ D⁄  is relative roughness of the pipe 

and ൬
Vo

2

Lg
൰ is a dimensionless parameter defining the resistance term in the system, denoted here as Sf and a is 

the wave speed. In the dimensional analysis, the dimensionless group K ρVo
2	⁄  and e represent wave speed. 

Therefore, it is appropriate to represent them in terms of the wave speed in Ma as in Eq. [5]. Applying non-linear 
regression analysis to the available experimental data for 18 tests and the dimensionless parameters of Eq. [5], 
a relationship is developed for the damping, ξest as a function of the dimensionless variables Eq. [5]. This may 
be written as: 

 

ξest=Re0.062 Ma0.619 ቀ
ϵ

D
ቁ

0.001

Sf
-0.033                               [6] 

 
 The correlation coefficient, R2, between ξexp and ξest of Eq. [6] is 0.88. 

 It is clear from Eq. [6] that the effect of Ma and Re on the damping ratio is greater than that of ϵ D⁄  and Sf. 
As shown in Figure 2, an increase in Reynolds number increases the damping ratio in general. However, this 
increase has a very mild gradient in the laminar region and a steep gradient for Reynolds number greater than 
42,000. The experimental damping ratio varies from 0.007 to 0.021 for Reynolds number less than 42,000 and 
from 0.018 to 0.058, for Re greater than 42,000. It is clear from Eq. [6] that reducing the wave speed or 
increasing the Mach number, increases the damping ratio significantly, as shown in Figure 3.  
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Figure 2. Variation ξexp vs. Re. 

 

 
Figure 3. Variation ξexp vs. Ma. 

 
 For the effect of the relative roughness, it is noted that the damping ratio increases as the roughness 
increases but the effect is small and may be neglected unless the pipe has elements with large resistance, e.g. 
valves, bends, elbows, etc. In that case, their effects cannot be ignored. Other types of form resistance are not 
included in this analysis. The variation of Sf has a smaller effect on ξexp as compared to that due to Re and Ma. 

But the exponent of the resistance term is significant and shows the importance of including the pipe length. 
 Figure 4 - 6 show the comparison between the experimental results of the pressure head variations, Hexp, 
with time at the downstream valve and the computed, Hcomp, from Eq. [3] based on the values of ξest estimated 
from Eq. [6]. These figures show that there is good agreement with the experimental measurements. It is worth 
mentioning that the time shift between Hexp and Hcomp is almost identical. This is due to the use of the wave 
velocity calculated from the experimental data by averaging the wave oscillations for each ሺ2L a⁄ ሻ. Additional 
experimental measurements with different boundary conditions are needed to demonstrate universal 
applicability of the relationship the damping ratio developed herein and to consider series pipes with different 
cross sections.  
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Figure 4. Comparison between Hexp 	and Hest of Test no.1. 
 

 
Figure 5. Comparison between Hexp	and Hest of Test no.2. 

 

 
Figure 6. Comparison between Hexp and Hest of Test no.3. 
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4 SUMMARY AND CONCLUSIONS 
 The maximum and minimum transient pressures in a pipeline system are important as well as the 
dissipation of the transient oscillations with time to simulate multiple operations in a system properly. This study 
presents an expression to compute the damping of pressure oscillation in a simple piping system following the 
methodology for the computation of the dissipation of structural vibrations caused by impulse loading. A simple 
reliable model that is not computationally intensive is developed to predict the dissipation of the pressure head 
oscillations for the case of an instantaneous valve closure. This model does not depend on the size of the 
computational time step and does not require the simulation of the entire system. The damping ratio is obtained 
for a wide range of Reynolds numbers, Mach numbers, relative roughness of the pipe wall material and a 
resistance term. Both Reynolds and Mach numbers affect the damping ratio significantlly, while the effect of the 
relative roughness is small and may be neglected. And the effect of the length of the pipeline in the resistance 
term is smaller as compared to that of Reynolds and Mach numbers. The experimental damping ratio is found 
to vary from 0.007 to 0.021 for Reynolds number less than 42,000 and from 0.018 to 0.058 for Re >42,000. 
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ABSTRACT 

Basic features of dynamics of fluid-filled pipes are summarised first. The fluid-wall coupling is discussed in 
some detail. Different circumferential pipe modes and the associated cut-on frequencies are addressed from 
theoretical as well as practical point of view. It is shown that advanced measurements require complementary 
analytical pipe modelling. Advantages of the use of a particular non-intrusive sensor for the detection of 
pressure pulsations are outlined. The sensitivity of the sensor, which depends on the frequency dependent 
fluid-structure coupling, is obtained by modelling. The main originality is the use of a filtering technique to 
reconstruct the pressure pulsation in the time domain. This in turn enables the capture of transients occurring 
at frequencies above 0.5 Hz. It is shown how the reconstruction of dynamic pressure along the pipeline can be 
obtained from a localised multi-sensor array. Several measurements done at a small hydropower plant are 
presented to demonstrate different techniques of multi-sensor analysis. 

Keywords: Pipe dynamics; wave motion; strain sensor; transient measurement. 

1 INTRODUCTION 
The pressure pulsations in a fluid contained in a pipe and the vibrations of pipe wall are not independent 

of each other because the fluid motion couples to the wall. The coupling has been investigated since a long 
time ago. A simplified coupling model was developed at the end of 19th century, Korteweg (1893). Shortly after 
started first studies of water hammer in pipes, Zhukovsky (1899). One of the key issues was the modelling of 
non-rigid pipe walls. Simplified formulae of sound speed in function of pipe external conditions were published 
in papers (Pearsall, 1966; Halliwell, 1963), and books (Jaeger, 1977; Parmakian, 1963). Further advancement 
in pipe modelling was achieved by accounting for the movements of junctions which is not included in the 
classical pipe models, Tijsseling et al. (1990). An analysis of pipe dynamics under varying external boundary 
conditions aimed at diagnostics applications was recently carried out in a thesis work, Hachem (2015). 

 The complexity of pipe dynamics rises with frequency. One of the earliest complex pipe models has been 
produced by Lin et al. (1956). The pipe is modelled using thin-wall theory applied to a fluid-filled cylindrical 
shell. It has been shown that the dynamics of the coupled fluid-wall system can be formulated in terms of 
waves of different type and different speeds of propagation with wave parameters which change with 
frequency. A pipe model has been formulated with the cross section modelled in terms of natural modes while 
the wave approach was applied to the axial direction. Using such a model the excitation by a point source 
located in a fluid-filled elastic shell has been worked out, Merkulov et al. (1978). Similar complex modelling 
has been extended to the propagation of pulsation and vibration energy Fuller et al. (1982). 

 The present paper discusses the dynamics of large fluid-filled pipes typical of hydropower plants. The 
objective is to demonstrate how an external, non-intrusive strain sensor in conjunction with specific filtering of 
measured signals can be used to detect pressure transients. 

2 DETECTION OF DYNAMIC PRESSURE VIA HOOP STRAIN MEASUREMENT 
The measurement of transient pressure in a pipe is usually done using a point sensor. If the pipe is of 

large diameter a point pressure may not be representative enough. A way to assess the representative 
pressure is to measure the averaged hoop strain. This strain can be related in to the internal pressure using a 
model of fluid-wall coupling. The model thus represents an essential part of the measurement procedure. 

2.1 The pipe model 
 The model discussed uses a theory of thin cylindrical shells. The model is based on general solution of 

shell’s motion and of the associated internal pressure field. The solution is obtained analytically. The key 
relationship which links the hoop strain and the internal pressure is obtained in terms of a frequency-
dependent relationship which in turn allows its application to strain measurement data. 
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 Figure 1. Geometry of cylindrical shell. 
 
 Figure 1 shows the geometry and the components of wall displacement of a cylindrical shell. The 
mathematical description of coupled fluid-wall motion can be put in the form where Eq. [1] and [2] are the 
equations of motion of the fluid and the wall respectively while Eq. [3] describes the continuity of radial 
motions at the fluid-wall interface.  
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 The symbols stand for: t – time, p – dynamic pressure, E,,s - Young’s modulus, Poisson ratio and mass 
density of the wall, ,f – adiabatic bulk modulus and mass density of the fluid,  - differential operator of shell 
elasticity, I – 33 identity matrix. The authors use Flügge’s operator  , Flügge (1973). 

 In order to fit Eq. [2] this operator is formatted as a 33 matrix. Assuming harmonic motions with angular 
frequency  = 2f the solution to Eq. [1] and [2] can be found by factorization. This leads to a pressure 
distribution which is in the radial sense governed by Bessel function of order n Jn, n , in circumferential 
sense by cosine function of the same order and in axial sense by exp function. For any given n the pressure 
reads: 
 
   tjxjk

rn eenrkJPtxrp x   cos)(),,,(         [4] 
 

 
 Here P - pressure amplitude,  - polarization angle depending on circumstances while – + in the exp 
function denotes respectively wave direction with respect the pipe axis (x axis). The symbols kx and kr denote 
the axial and radial components of wavenumber k such to make the vector sum of the two components equal 
to k: 
 
 22222

frx ckkk          [5] 

 
 The three components of wall displacements of amplitudes U, V and W, satisfying Eq. [2] read: 
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 Upon inserting Eq. [4] – [7] into Eq. [1] – [3] and developing the Bessel function into a truncated power 
series a polynomial equation is obtained the roots of which provide solutions of kr,kx. Thus a series of 
wavenumbers are obtained for each circumferential order n and each frequency . For any particular solution 

 Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5877



          

 

 

kr,kx the relationship between the radial displacement amplitude of the wall W and the fluid pressure amplitude 
P is proportional to a coefficient  which follows from Eq. [1] - [3] as defined by Fuller (1982): 
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2.2 The wave motion of a pipe 

Eq. [4] - [6] show that any motion of a straight pipe can be decomposed into a number of circumferential 
orders n = 0,1,2… Associated to each order n is a number, theoretically infinite, of discrete wavenumber pairs 
{kr,n,s,kx,n,s}, s = 1,2... These wavenumbers correspond physically to either propagating or evanescent waves in 
dependence of whether the axial wavenumber kx is purely real (propagating), or not (evanescent). Figure 2 
shows the circumferential pattern of first four orders, n = 0,…,3. 
 

 
Figure 2. Circumferential orders of a pipe. 

 
At low frequencies only four of these waves can propagate. These are pulsation wave (n=0, s=1), 

torsional wave (n=0, s=2), extensional wave (n=0, s=3), and flexural wave (n=1, s=1). Other waves at low 
frequencies are evanescent, i.e decay exponentially with distance. As the frequency increases more and more 
evanescent waves turn into propagating ones. 

A frequency at which the conversion from an evanescent wave into a propagating one takes place is 
called cut-on frequency. Figure 3 shows the first cut-on frequency for waves of orders n=2 and n=3 of water-
filled steel pipes. The cut-on frequency decreases with diameter increasing and thickness reducing.  
 

    

 

Figure 3. First cut on frequency of a water-filled steel pipe. Left: n=2; right: n=3. 
 

Due to the fluid-wall coupling a given type of wave occurs simultaneously in the fluid and in the wall. The 
only exception is the torsional wave which does not exist in the (inviscid) fluid as the wall in pure torsion does 
not exhibit any radial motion. Each fluid-wall wave pair has the same axial wavenumber, while the radial 
pressure distribution in the fluid is governed by the matching radial wavenumber. 

The pulsating wave is of a particular importance: to this wave is associated the largest part of pressure 
pulsation within a pipe. However other n=0 waves may superpose to the pulsation wave, each of these having 
its own wavenumber and thus its own speed. This is also true for any other order, so the total wave motion will 
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be a complex superposition of groups of waves of different orders n = 0, 1,… with each group consisting of 
different wave types s = 1, 2,…. some of which may be propagating, the others evanescent. 

If the flow in the fluid is non-homogeneous or of non-negligible speed compared to the speed of sound 
the physical picture of wave motion becomes even more complex. Turbulence makes the fluid non-
homogeneous and analytical modelling becomes impossible. Effects like cavitation further worsens pertinence 
of analytical models However, transient phenomena in hydropower pressure pipes, like water hammer, were 
shown to be reasonably well modelled using the analytical approach based on the wave propagation concept. 
 
2.3 Speed of pressure propagation 

The speed of sound in a pure free (unbound) fluid cf, is given by Newton-Laplace equation depending 
on the bulk modulus  and mass density f of the fluid: 

 
 

ffc          [8] 
 

 
The bulk modulus, and thus the speed of sound further depend to some extent on temperature and static 

pressure. E.g. the speed in pure water at 5b and 15°C is about 1467 m/s. Any presence of impurities and gas 
dissolved in the fluid may reduce the free sound speed, sometimes considerably – by several times. 

In a pipe different waves have different propagation speeds. The notion of the speed of sound is 
attributed to the speed of pulsating waves. This speed is affected by the elasticity of pipe wall. The speed of 
sound of thick pipes of small diameter stays remains to the free sound speed. With the diameter increasing 
and the thickness reducing the speed of sound drops and its dependence on frequency increases. 

Figure 4, left, shows the speed of sound in dependence of pipe outer diameter and thickness for a water 
filled steel pipe assuming the free speed of 1450 m/s. The plot refers to very low frequencies. The speed in 
large, relatively thin pipes is seen to be halved with respect to the free speed. The right plot shows the speed 
of sound as a function of frequency and of free speed. It refers to water-filled 10mm thick steel pipe of 2m 
diameter. The change in actual sound speed with frequency is seen to be significant. 

 

       

Figure 4. Speed of sound in a water-filled steel pipe. 
 
2.4 The hoop strain 

The circumferential (hoop) strain of a thin cylindrical shell reads, Flügge (1973): 
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The n=0 shell order represents the axially symmetric case, called breathing motion. In this type of motion 

the circumferential component of displacement is v=0. The hoop strain due to breathing becomes thus 
proportional to radial displacement w,  =2w/d. This allows one to employ Eq. [7] as a basis of non-intrusive 
pressure pulsation measurement using a hoop strain sensor. 

The hoop strain can be measured by a piezoelectric wire wound around a pipe. It has been first 
described by Pinnington et al. (1994). Connected to a charge amplifier a signal is created by the wire 
proportional to the mean strain along the line on the pipe surface in contact with the sensor, Figure 5. 
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Figure 5. Wire strain sensor circuit. 

 
3 ANALYSIS OF MEASURED DATA 

The results shown herewith were obtained on a small hydroelectric power plant. The measurements were 
done in different operating regimes, both stable and unstable ones. 

The hoop strain was measured in a number of positions along the pipe by a PDVF wire. One full turn was 
applied at each position. To test the influence of mounting conditions on measurements two types of wires 
were used: one covered by an external braid, the other painted with a conductive paint. The contact between 
the wire and the pipe was achieved by manual pre-tension only, either by direct mounting or by applying an 
adhesive tape on the pipe.  

Figure 6 shows the section of pressure pipe in front of the inlet turbine valve on which three wire sensors 
were mounted within a close distance. The signal from an intrusive pressure sensor located just in front of the 
valve was used for comparison of measurements. 

 

 

Figure 6. Pressure measurement section at the turbine inlet pipe. 
 

 Several wire sensors were mounted on the pressure pipe further upstream of the turbine hall. Mounted 
as well around the pressure pipe halfway from the turbine hall was an array of 6 accelerometers the role of 
which was to monitor the wall motion.  
 
3.1 Measurement of dynamic pressure 

Figure 7 shows the coupling coefficient , defined by Eq. [5], computed for two different sections of the 
pressure pipe at which the measurements were done. Considerable variation with frequency in the range 0-
500 Hz is noticeable. The larger the pipe diameter and the thinner its walls the stronger the frequency 
variation of . The coefficient  of pressure pipes of very large hydro-power plants will exhibit much stronger 
variation with frequency than the one presented in Figure 7. 
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Figure 7. Coupling coefficient  of two water filled steel pipes. 

 
The post-processing of stationary signals is usually carried out in the frequency domain in order to apply 

the required frequency weighting. RMS spectra are obtained in this way, such as shown in Figure 9 and 10. 
However, such type of post-processing averages the signals and the phase information is lost. In this study, a 
time domain filtering is employed in order to preserve the phase structure. Time domain filtering is of particular 
advantage where pressure transients are concerned. A finite impulse response filter (FIR) is used in order to 
apply the frequency dependent coefficient  to the measured strain signals. Time domain filters are known to 
introduce delays. A double sided convolution is applied in order to avoid any delay. In this way the time history 
of the measured hoop strain is correctly converted to the internal pressure pulsations. 

Figure 8 compares the waveforms of 3 pressure signals measured by wire sensors at the turbine inlet 
pipe in a stable regime. In spite of different wire and mounting technologies the signals match closely. The 
coherence function, not plotted here, shows a good coherence between the three signals throughout 0-200 Hz 
range. 

 

 
Figure 8. Waveforms of dynamic pressures measured by wire strain sensors in stable regime. 

 
The measurement of dynamic pressure indirectly, by using strain wire sensor, cannot give the same 

result as the measurement of pressure in a point. The wire sensor integrates the hoop strain along its active 
length which in turn produces the reading of circumferentially averaged internal pressure. If the wire sensor is 
wound using one or several full turns, the integration effect will eliminate the contribution to strain of all orders 
n but n=0. On the contrary, any pressure measured in a point will be contributed by all the orders and will 
therefore be different than the mean (integrated) pressure. The difference between the point and integrated 
pressures will thus rise with frequency due to an increasing number of higher order waves which become 
propagating but to which the wire sensor is insensitive. In stable regime the low frequency pressure 
components are not pronounced; the intrusive sensor produces pressure readings where high-frequency 
components dominate the waveform. The wire sensor filters these components out. 

Figure 9 shows the RMS spectrum of pressure measured by the intrusive point sensor and of that 
measured by the closest wire sensor. A good matching between the two spectra extends to around 60 Hz. At 
higher frequencies the difference of the two types of pressure increases as expected. The cut-on frequencies 
of the pipe (diameter 1.9m, thickness 15.7mm) are: n=2 – 5.8 Hz, n=3 – 18.1 Hz, n=4 – 37.6Hz, n=5 – 64.8Hz 
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etc. The peaks at 133Hz and 266 Hz are the first and second harmonic of the passing frequency of runner 
blades (16 blades at 500 rpm). 

 

 
Figure 9. Dynamic pressure spectra in stable regime. 

 
Figure 10 presents the spectra of the point and integrated pressure in an unstable regime induced by the 

cavitation spiral rope at the runner exit. In this regime, the dynamic pressure at low frequencies dominates, as 
seen on Figure 10. The matching between the waveforms of point and integrated pressure, shown in Figure 
11, is fairly good. 

The results show that the non-intrusive wire sensor can effectively measure the dynamic pressure in 
large diameter water filled pipes. The integrating feature of the sensor, which makes it insensitive to localized 
pressure fluctuations induced by higher-order waves can be an advantage when global transient effects, such 
as water hammer, are concerned. 

 

 
Figure 10. Dynamic pressure spectra in unstable regime. 

 

 
Figure 11. Waveforms of dynamic pressures in unstable regime. 

 
3.2 Reconstruction of dynamic pressure 

An important measurement parameter is the true speed of pulsation waves in a pipe, i.e. the speed of 
sound. The effect of the elasticity of pipe wall can be taken into account by computation providing the speed in 
a free fluid, which is one of computation input data, is known. As already stated the air or impurities in the fluid 
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reduce this speed with respect to the speed in pure fluid. It is therefore useful to measure the actual speed in 
the pipe. One of possible techniques of speed measurement uses a specific cost function computed from the 
pressure pulsations at 3 points, (Pavić, 2004). The cost function is computed for a range of (unknown) speeds 
and its maximum value indicates the actual speed. 

Figure 12 gives the cost function obtained from 3 wire sensors measured on the pressure pipe halfway 
from the turbine hall. A sharp peak at 740 m/s indicates the actual speed of pulsation waves. Backward 
computation from this value gives the free fluid speed of 1208 m/s which implies somewhat lower speed in 
free water than the rated value of 1450m/s. 

The knowledge of true speed of pulsation waves, obtained by processing the signals from 3 wire sensors, 
makes it possible to compute from the same signals the amplitudes of forward and backward propagating 
pressure components. This in turn enables the reconstruction of dynamic pressure. at positions away from the 
measurement zone. 

Figure 13 compares the dynamic pressures measured directly and reconstructed from 3 wire sensor 
array in pressure pipe upstream of the turbine hall. As the two time histories practically overlap the difference 
between the two is shown separately for better visualization. The reconstruction is done by separating the 
forward and backward propagating components and by computing the resulting pressure at the position at 
which the direct measurement was made. The good matching achieved is the result of correct reconstruction 
of all frequency components in both amplitude and phase. 

 

 
Figure 12. Cost function used for the detection of speed of sound in the pipe. 

 

 
Figure 13. Dynamic pressure in the pressure pipe. 

 
4 CONCLUSIONS 

A large fluid-filled pipe exhibits complex dynamic behaviour which can be analysed in depth using multi-
point measurements in conjunction with analytical modelling. The motion in any cross section of the pipe can 
be represented as a sum of circumferential orders n=0, 1, 2… which govern the deformation of pipe wall and 
the dynamic pressure distribution within the pipe. To each of these orders is associated a number of pipe 
waves of different kinds, propagating or evanescent, and of different wave speeds. 

Particular importance in hydro applications has one of the waves of the order 0, called the pulsation 
wave. This wave transports most of the energy of pressure pulsations along the pipe. It has been 
demonstrated that an external, non-intrusive strain sensor made of piezo wire can be employed for the 
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purpose of measurement of pressure of pulsation waves. Owing to specific filtering of wire signals the 
instantaneous values of dynamic pressure can be obtained directly in time domain. 

It has been further shown that an array of 3 wire sensors can be successfully employed to pinpoint the 
true speed of pulsation waves in a pipe. The knowledge of exact speed enables the reconstruction of dynamic 
pressure away from the measurement zone. The results demonstrate that the developed signal data 
processing based on wire sensor measurement is potentially powerful tool for monitoring both stationary and 
transient phenomena in water-filled large pipes. 
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ABSTRACT 

Computation of head loss is required in design of water conductor systems, such as close conduit as well as 
open channel. Darcy Weisbach friction factor (݂) plays a decisive role in designing size and shape of water 
conductor systems. Estimation of ݂ has no simple solution as it is very sensitive to geometrical as well as 
hydraulic parameters involving implicitly related Reynolds number and relative roughness. Solution requires 
iterative steps to arrive at required accuracy. Many investigators proposed explicit equations for approximate 
estimation of friction factor. These equations have theoretical, semi-theoretical and empirical base. Solutions 
are for stated restricted conditions. A plot of Reynolds number vs. friction factor by Nikuradse is well known. 
There are several approximations to the Colebrook equation. Some of them are Wood, Swami-Jain, Churchill, 
Barr, Chen, Zigrang-Sylvester, Serghides, Yen, Barenblatt, McKeon, Morrison, Haaland and are briefly 
described. Equations proposed by researchers are applicable for stated flow conditions, underestimates 
friction for higher Reynolds number. Obtaining a formulation that would provide the friction coefficient with a 
higher accuracy and applicable to wide flow conditions is goal for present paper. Here, we seek to unify the 
results and to provide an explicit formula for f valid in all forms of flow viz. transition, smooth and turbulent 
limits. Therefore, a new equation based on published data from various journals is compiled and analyzed for 
arriving at unified equation. Field data collected over 25 years has been utilized to derive the equation. In 
present paper, proposed explicit equation removes anomaly of decreasing values of friction factor for higher 
Reynolds number values, which was pointed out by ASCE Task Force. At the end, simplified equation for 
practically useful area friction coefficient (Mannings n) is proposed.  

Keywords: Friction factor; turbulent flow; laminar flow; Reynolds number; unified equation. 

1 INTRODUCTION 
The ASCE Task Force on Friction Factors in Open Channels (1963) highlighted usefulness of Darcy 

Weisbach formulation of friction factor in computing resistance to flow in open channels. Task Force noted 
formulation as fundamental and mentioned that the Manning equation could be used for fully rough conditions. 
Task Force presented figure for variation of resistance with Reynolds number, which showed with Mannings 
equation, there is continual decay of resistance with Reynolds number, even in the limit of large values. From 
this, one could deduce that Mannings equation is fundamentally flawed. The recommendations of the Task 
Force have almost entirely been ignored, and the Gauckler-Manning-Strickler formulation continued to 
dominate, even though, with the exception of the Strickler formula, there are few general research results 
available and use of tables/graphs continued. Even though the Task Force presented a number of 
experimental and analytical results, there was no simple solution path to follow for friction factor problems.  

Colebrook – White (1939) equation is used extensively, covering the whole range of Reynolds numbers 
and relative roughness but its implicit scheme makes iterations necessary. This presents the possibility of 
using various equations to obtain an initial estimate of the friction factor and then use that estimate as the 
starting point for an iterative solution with the Colebrook equation. This process even though tedious, works 
quite well. Many other equations were developed, which provide the determination of friction factor explicitly. 
As will be shown in the following, these equations provide ݂ with a precision for some Reynolds numbers and 
relative roughness values.  

2 LITERATURE SURVEY 
Prandtl (1925) indicated that velocity distribution in pipes is independent of radius of pipe but depends on 

the correlations fluid parameters, such as dynamic viscosity, mass density and average shear stress. 
Nikuradse presented relationship between Reynolds number and friction factor for different diameter of 
conduits. These graphical are globally accepted. Laminar flow represents low Reynolds numbers less than 
1000 whereas turbulent flow indicates Reynolds numbers more than 4000. Reynolds numbers between these 
values is range of transition flow. The turbulent flow portions of the Moody friction factor diagram and the 
Fanning friction factor diagram are plots of the Colebrook – White equation for Darcy Weisbach friction factor 
݂ in a pipe of different flow conditions. 
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2.1 Colebrook – White equation (1939) 
 The implicit equation is: 
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where e/D is the relative roughness, which is the ratio of the mean height of roughness of the pipe to the pipe 
diameter. As seen from Eq. [1], the friction factor is a function of the Reynolds number and pipe roughness 
(e). The Colebrook-White equation cannot be solved directly due to its implicit form as the value of friction 
factor f. A difficult aspect of the Colebrook-White equation in forms shown above is that it cannot be solved 
explicitly for the friction factor, so iterative solutions required to calculate the friction factor for known values of 
Re and /D. The parameters of this equation are determined by minimizing the approximation error and are 
given either in tabulated form or as mathematical expressions of roughness. 
 The most general equation for friction factor under turbulent flow conditions is the Colebook equation, as 
shown above (Eq. [1]) in its Moody friction factor form and in its Fanning friction factor form. 
 Various investigators given form of Colebrook White equations in general form as:  
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 Values of K1 and K3 in Eq. [2] directly varies as ratio of width to depth of flow, increases if ratio increases 
whereas K2 decreases. 
 Friction factor for turbulent flow in pipes and fixed bed channels is represented by sand roughened pipe 
experiments by Nikuradse (1939). Suppose a rough surface is subjected to a flow, then equivalent roughness 
height Eq. [1] is applicable for Re > 3000. For laminar flows, Re < 2100, Poiseuille's law (݂ = 16/Re) is used. 
 There are several approximations to the Colebrook equation some of them are Wood, Swami-Jain, 
Churchill, Barr, Chen, Zigrang-Sylvester, Serghides, Yen, Barenblatt, McKeon are briefly described below in 
its Moody friction factor forms. These equations do not agree quite as well with the friction factor diagrams 
over the entire turbulent flow range, but have the advantage of being explicit for the friction factor. 
 
2.2 Wood equation 
 Equation proposed by Wood in (1966). Its validity region extends for Re > 10000 and 10-5 < e/D < 0.04. 
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2.3 Swami-Jain equation 
 Formula proposed in (1976) (For 5000 < Re < 107 and 0.00004 < e/D < 0.05), described as: 
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2.4 Churchill equation 
 Correlation proposed by Churchill (1977) which is valid only for the turbulent regime and it is similar to the 
Swami and Jain correlation (1976). Correlation proposed by Churchill is valid for all ranges of the Reynolds 
numbers. (For all values of Re and e/D). 
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2.5 Barr equation 
 In (1979), Barr proposed following explicit equation: 
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2.6 Chen equation 
 Chen (1979) proposed the following equation for the friction factor covering all the ranges of the 
Reynolds number and the relative roughness: (For all values of Re and e/D). 
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2.7 Zigrang and Sylvester equation 
 Zigrang and Sylvester (1982) developed a relationship that is valid for all ranges of the Reynolds 

numbers and the relative roughness as follows: (For 4000 < Re < 108 and 0.00004 < 
௘

஽
 < 0.05). 
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2.8 Serghides equations 
 Serghides (1984) equation is an approximation of the implicit Colebrook–White equation. It is valid for 
turbulent range of the Reynolds numbers and the relative roughness’ as follows. (For Re>2100 and any e/D). 
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2.9 Yen equation 
 In 1991 Yen modified Barr equation and proposed following explicit equation for wide channels for water 

flow with 30000 < Re ,	
௘

஽
 < 0.05. 
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Barenblatt’s (2003) scaling law (equation 8.29) is derived from an extended theory (incomplete similarity) of 
similarity (power law in the Reynolds number) to a form in which the prefactor and exponent of the power law 
also depend on the Reynolds number. The functional form of the prefactor and exponent are derived from 
theoretical assumptions. Equations are: 
 

݂ ൌ
଼

టమሺభశഀሻ
 [19] 

 

߰ ൌ
௘
య
మሺ√ଷାହఈሻ

ଶഀఈሺଵାఈሻሺଶାఈሻ
 [20] 

 
ߙ ൌ

ଷ

ଶ ୪୬ሺோ௘ሻ	
 [21] 

 
 Barenblatt power law formula estimates friction factor at the accuracy 1% for Re < 13 × 106, thereafter 
error increases rapidly. 
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McKeon (2005) proposed an equation based on Princeton data. 
 

ଵ

√୤
ൌ 1.920	log	ሺRe√f െ 0.475ሻ െ

଻.଴ସ

ሺୖୣඥ୤ሻ
బ.ఱఱ

						
 [22] 

 
 Eq. [22] predicts the friction factor to be within ± 1.4% of the Princeton data (± 0.6% at high Reynolds 
number 30*103 < Re < 36*1010 and within ± 2.0% of the Blasius relation at low Reynolds numbers. 
 Above mentioned equations deliver sufficiently accurate results for practical purposes for specified 
conditions only. One should be careful while using any of above equations for the flow condition beyond 
prescribed flow conditions and roughness range. 
 By using the Weisbach resistance coefficient f, Rouse (1965) expressed the resistance as the 
dimensionless symbolic function. Experimental data collected by university of Illinois demonstrate the 
turbulent zone corresponds closely to the Blasius Prandtl Von Karman curve. This indicates the law for 
turbulent flow in smooth pipes may be representative of smooth channels. This plot also shows that the shape 
of channel does not have an important influence on friction factor in turbulent flow. (Figure 1). 
 

 
Figure 1. Friction factor - Reynolds number relationship for flow in 

smooth channels (Chow,1971). 
 
 For steady uniform laminar flow with Re < 500: 
 

݂ ൌ ௄ಽ
ோ೐

 [23] 

 
KL= 24 for 2D wide channels 
KL= 16 for circular pipes 

 
 According to Blasius (1933) equation, for laminar flow in smooth pipes, which is often used as 
approximation for wide channels for 700 < Re < 25000. 
 Darcy Weisbach friction factor ݂ is given by: 
 

݂ ൌ
଴.ଶଶସ

ቀ
ೆವ
ഌ ቁ

భ
ర
 [24] 

 
3 PRESENT STUDY 
 Among the various explicit equations used to approximate the friction factor, ݂, the Haaland (1983), 
equation is: 
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݂ ൌ

଴.ଷ଴଼଺ସଶ

൥௟௢௚ൽቀ
௘

ଷ.଻஽
ቁ
ଵ.ଵଵ

൅อ
଺.ଽ

ோ௘
ඁ൩

మ [25] 

 
 Explicit equation suggested by Morrison (2013) for turbulent flow in smooth boundaries is: 
 

݂ ൌ
ଵ଺

ோ௘
൅ ൥

଴.଴଴଻଺ቀ
యభళబ
ೃ೐ ቁ

బ.భలఱ

ଵାቀ
యభళబ
ೃ೐ ቁ

ళ ൩ [26] 

 
 Analysis of published data across the globe in respect of rivers of Missouri, Ishikari, Luznice, Amazon, 
Orinoco, Tagus and Mississippi, collected field data from canals in Japan, Atrisco, US and Pakistan. 
Laboratory flume data collected by Liu, Pande, Plate Laursen, Williams, Bharat Singh, Barton and Lin, Garde. 
Overall 874 run of data observations analyzed in the present studies. To arrive at the results to form an 
explicit formula for friction factor, f valid in all flow conditions viz. laminar, transition and turbulent. Considering 
this objective, the data has been compiled and analyzed. The research work of Morrison (2013), Barenblatt 
(2003) and McKeon (2004; 2005) is referred for arriving at the modified formulation which will fit for field data. 
Optimizing the aforementioned parameters in power laws, by imposing in parallel that the error values of ݂ for 
low Re and high relative roughness should be lower than 0.8%. This gave Eq. [27], where all error values, for 
any roughness and any Re examined, are lower than 0.8%. Equations containing Reynolds Number having 
two powers ranging from 0.165 to 8 were investigated. As a best fit following explicit two power equation is 
proposed: 
 

௙݂ ൌ
ଶ଴

ோ௘
൅ ൥

଴.଴଴଻ହቀ
రబబబ
ೃ೐ ቁ

బ.బఱ

଴.ଶହାቀ
రబబబ
ೃ೐ ቁ

ఱ ൩ [27] 

 
 The turbulent flow data is represented by a composition of two power laws.  
 

 
Figure 2. Comparison of explicit equations. 

 
 A plot of Eq. [27] is shown in Figure 2 along with data for smooth pipes suggested by Morisson (2013). At 
low Reynolds number, Eq. [27] becomes ݂ = 20/Re. This is between 16 and 24 values, as shown in Figure 1. 
At high Reynolds numbers, Eq. [27] becomes the Prandtl correlation, the smooth-pipe equivalent and original 
source of the Colebrook-White equation (White, 2006). The unified errors are less than 1% for Re < 13 × 106 
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but the error increases rapidly thereafter. This rather sudden increase of data can be interpreted as a 
manifestation of the effect of roughness in an effectively smooth pipe with honed roughness. As a result, Eq. 
[26] predicts lower values of friction factor for higher Reynolds number (Re > 104) than observed values of 
Darcy Weisbach friction factor, ݂ computed from field/laboratory data. An accurate formula for the full range 
data of Morrison et al. (2013) for pipe flow was derived as a rational fraction of power laws connected 
smoothly by the logistic dose function algorithm. 
 It can clearly be seen from Figure 1, friction factor gradually reduces as Reynolds number increases, as 
stated by ASCE Task Force, termed it as fundamentally flawed. Log plot of friction factor and Reynolds 
number for the compiled data is shown in Figure.1. According to Morrison, in the transition zone friction is 
overestimated. The friction factor in turbulent zone reduces from 0.038 to 0.0195 ݂	drops by 48.68% for 
Reynolds number ranging from 8000 to 600000. This graph clearly separates transition zone from turbulent 
flow. Friction factor ranges from 0.029 to 0.021 even though ݂	drops for the turbulent flow, which is fairly 
constant for Reynolds number ranging from 8000 to 600,000. Field data fairly matches with the predicted 
value curve. 
 

 
Figure 3. Comparison of Friction Factor Observed in field and Predicted by equation (27). 

 
 The correlation was computed by the proposed equation of Darcy Weisbach friction factor, f with 
observed data for the transition zone which has impact of 99.99 %. The result of analytical studies is plotted 
above shows close overall correlation of 97.7% with the observed values of friction factor in field as well as 
experimental data. This correlation is shown in Figure 3. 
 
4 VALIDITY 
 The proposed Eq. [27] is two power, very simple explicit, has applicability over very wide range of flows. 
Equation reduces computation time considerably and is valid for laminar, transition and turbulent flows. 
Friction factor values predicted by Eq. [27] are better than values arrived through any formulation presently 
available, especially for flow with laminar, transition and higher values of Reynolds numbers. Accuracy of 
observed magnitude of ݂ in the field and by proposed equation is considerably increased with respect to 
Morrison, and McKeon methods. The friction factor, ݂ for rough boundaries practically matches with the field 
values. However, there is further scope to improve the formulation in turbulent range with additional data from 
field. 
 Further application of Eq. [27] could be finding area friction coefficient, i.e., Mannings n: 
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௙݂ ൌ
଼௚௡మ

ோ
భ
య

 [28] 

 
 Eq. [27] for Mannings coefficient, n becomes: 
 

݊ ൌ ඨோ
భ
య

଼௚
൝
ଶ଴

ோ௘
൅ ൥

଴.଴଴଻ହቀ
రబబబ
ೃ೐ ቁ

బ.బఱ

଴.ଶହାቀ
రబబబ
ೃ೐ ቁ

ఱ ൩ൡ [29] 

 
Table 1. Application of various friction factor formulae with validity range and values of R2. 

No Investigator Year Formula Validity Range R2 

1 Chavan 2017 ௙݂ ൌ
20
ܴ݁

൅ ൦
0.0075 ቀ

4000
ܴ݁ ቁ

଴.଴ହ

0.25 ൅ ቀ
4000
ܴ݁ ቁ

ହ ൪ 

Valid for wide range 
of Reynolds number 

0.9777 

2 Morrison 2013 ݂ ൌ
16
ܴ݁

൅ ൦
0.0076 ቀ

3170
ܴ݁ ቁ

଴.ଵ଺ହ

1 ൅ ቀ
3170
ܴ݁ ቁ

଻ ൪ 

Inaccuracy crept in 
for higher values of 
Reynolds numbers 

 

3 Barenblatt 2005 ݂ ൌ
8

߰ଶሺଵାఈሻ 
Re< 13×106 

 

4 McKeon 2005 
1

ඥ݂
ൌ 1.920	log	ሺܴ݁ඥ݂ െ 0.475 െ

7.04

ሺܴ݁ඥ݂ሻ
଴.ହହ

						
 

 
 

5 Yen 1991 ݂ ൌ
1
4
൤െ݈݃݋ ቀ

݁
12ܴ

ቁ ൅
5.2

ሺ4ܴ௘ሻ଴.ଽ
൨
ିଶ

 
3000<Re , 
	
௘

஽
< 0.05 

 
 

6 Serghides 1984 
1

ඥ݂
ൌ ቞ܣ െ

ሺܤ െ ሻܣ

ܥ െ ܤ2 ൅ ܣ

ଶ

቟ 
Re>2100 and any 

e/D  

7 Haaland 1983 
݂ ൌ

0.308642

൤݈݃݋ ർቀ
݁

ቁܦ3.7
ଵ.ଵଵ

൅ ฬ
6.9
ܴ݁඀൨

ଶ 
 

0.85096 

8 
Zigrang & 
Sylvester 

1982 
1

ඥ݂
ൌ െ2݈݃݋ ൤

1
3.7

ቂ
݁
ܦ
ቃ െ

ܣ5.02
ܴ݁

൨ 
4000<Re<108 and 	

0˂
݁
ܦ
˂0.04 

0.904104 

9 Barr 1981 ݂ ൌ
1
4
൤െ݈݃݋ ቀ

݁
14.8ܴ

ቁ ൅
5.2

ሺ4ܴ௘ሻ଴.଼ଽ
൨
ିଶ

 
 

 

10 Chen 1979 
1

ඥ݂
ൌ െ2݈݃݋ ൤

1
3.7605

ቂ
݁
ܦ
ቃ െ

ܣ5.0452
ܴ݁

൨ 
4000<Re<108 

0.000001< 
௘

஽
 0.9148 

11 Churchill 1977 ݂ ൌ 8		൤			ሺ8/ܴ݁ሻଵଶ 			൅					
1

ሺܣ ൅ ሻଵ.ହܤ
൨

ଵ
ଵଶ

 
 

0.9066 

12 Swami-Jain 1976 
1

ඥ݂
ൌ 1.14 െ ݃݋2݈ ൥ቂ

݁
ܦ
ቃ ൅

21.25
ܴ݁଴.ଽ

൩ 
5000<Re<108 

0.000001˂
݁
ܦ
˂0.05  

13 Barr 1972 ݂ ൌ
1
4
൤݈݃݋ ቀ

݁
14.8ܴ

ቁ ൅
5.76

ሺ4ܴ௘ሻ଴.ଽ
൨
ିଶ

 
 

0.9051 

14 Wood 1966 ݂ ൌ 0.094 ቀ
݁
ܦ
ቁ
଴.ଶଶଷ

൅ 0.53 ቀ
݁
ܦ
ቁ ൅ 88 ቀ

݁
ܦ
ቁ
଴.ସସ

ሺܴ݁ሻିట 
4000˂Re˂5*108 

0.00001˂
݁
ܦ
˂0.04 

0.7075 

15 Moody 1947 ݂ ൌ 0.0053 ቎1 ൅ ቆ2 ∗ 10ସ
ߝ
ܦ
൅
10଺

ܴ݁
ቇ

ଵ
ଷ
቏ 

4000˂Re˂5*108 

0˂
ߝ
ܦ
˂0.01  

16 Colebrook 
1938-
39 

1

ඥ݂
ൌ െ2݈݃݋ ቎

݁
ܦ
3.7

൅
2.51

ܴ݁ඥ݂
቏ 

 
0.90416 

 
 This is a generalized Manning equation, having two powers depend on the hydraulic radius and Reynolds 
number. The maximum approximation errors are much smaller than other errors resulting from uncertainty 
and misspecification of design and simulation quantities and also much smaller than in the original Manning 
and the Hazen-Willians equations. Both these equations can be obtained as special cases of the proposed 
generalized equation by setting the exponent parameters constant. For large Reynolds numbers, the original 
Manning equation improves in performance and becomes practically equivalent with the proposed generalized 
equation. Thus, its use particularly when the networks operate with surface flow is absolutely justified. In 
pressurized conditions, the proposed generalized Manning equation can be a valid alternative to the 
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combination of the Colebrook-White and Darcy-Weisbach equations, having the advantage of simplicity and 
speed of calculation both in manual and computer mode. 
 Thus, Eq. [27] and [29] could be very useful for the design and simulation of complicated transient flows 
in urban water networks in predicting flow in a water supply as well as sewer pipes. 

 
5 CONCLUSIONS 

i. Proper attention has to be given to flow conditions in applying above listed formulae except Eq. [27]. 
Within the critical region, where 2100 < Re < 3000 and beyond specified range; 

ii. Friction factor calculations with Barenblatt, McKeon and Morrison equations are very good at 
computing the Darcy Weisbach friction factor, f for turbulent flow in smooth pipe; 

iii. Accuracy in computation of flow resistance by the equation of Morrison, Barenblatt for Reynolds 
number ranging from 8000 and above, drastically reduces when Reynolds number increases which 
contradicts field data; 

iv. The proposed Eq. [27] in present studies involves higher roughness values and has better 
correlation coefficient 99.99% for data pertaining to transition, 97.6 % for turbulent and overall 97.7% 
with field data; 

v. The proposed Eq. [29] would be of help in simulation of complicated urban water networks in 
predicting pressure heads and flow in a water supply and flow in sewer pipes; 

vi. Mannings n as given by Eq. [29] can be easily and accurately predicts friction in river; 
vii. Explicit Eq. [27] relates Friction factor, Reynolds number and relative roughness and has further 

scope to improve with additional parameters as pointed out by Hunter Rouse e.g., Froude Number, 
porous bed and banks which affects friction factor after getting additional data from field. 
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LIST OF SYMBOLS 

e 
Ks 

Mean height of roughness of the pipe 
Equivalent grain roughness 

D Diameter of conduit 

f  Darcy Weisbach friction factor 

U Average velocity 

ᶹ Kinematic viscosity 

F Froude number  
g Acceleration due to gravity 
Re Reynolds number 

f f  Friction factor computed from observations 
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LEAK-INDUCED FREQUENCY SHIFTS IN TRANSIENT-BASED FREQUENCY DOMAIN 
METHOD FOR LEAKAGE DETECTION 
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ABSTRACT 

In recent years, an efficient and easy to apply transient-based frequency response method has been 
developed for pipeline leakage detection. Until now, it has been assumed that a leaking pipeline has the same 
resonance peaks at all the odd harmonics in its frequency response diagram as an intact pipe. However, in 
this research, a small but undeniable leak-induced frequency shift in a leaking pipeline is demonstrated in the 
frequency response diagram of the leaking pipeline in both transfer matrix method and method of 
characteristic simulation. The expression for this leak-induced shift is derived using Taylor series expansion 
together with a transfer matrix. The verification of the shift expression is given, and the factors influencing the 
shift are discussed. The demonstrated leak-induced frequency shift is generally quite small and therefore do 
not significantly affect the utility of the Frequency Domain methods. However, it is important to note that such 
leakage-induced frequency shifts are, in fact, real. Thus, this research and paper provide complementary 
knowledge and clarification to the frequency response leakage detection theory.  

Keywords: Leakage detection; frequency shift; frequency response function; transient. 

INTRODUCTION   
The problem of identifying potential leaks in water supply pipelines has been an active area of both 

research and technology development since the 1990s. The frequency response method (FRM) has 
increasingly become a topic of research and pre-commercial technology development. However, in previous 
studies of Frequency Response Diagram (FRD) for leakage detection, the frequency response function of the 
leaking pipe is simplified by the assumption that no leak-induced shift in the frequency domain response 
occurs, and the validity of the assumption regarding the presence of leak-induced shifts in resonance 
frequencies still remains open. 

Lee et al. (2005) considered cases in which some typical values of wave speed, leak size and driving 
head were chosen, (i.e. wave speed in the range of 1000ms–1, head at the leak greater than 40m and ܥௗܣ௟/ܣ 
less than 5 x 10–3, where ܥௗܣ௟/ܣ is a lumped parameter representing the relative size of the leak). The choice 
of these typical values makes a portion of the pipeline’s frequency response function (FRF) so small that Lee 
et al. (2005) assumed that it could be neglected in their frequency response model. However, the neglected 
part is strongly related to leakage characteristics, and neglecting those parts of the frequency response 
function resulted in the loss of the corresponding leak-induced frequency shift. Based on the typical cases 
studied, Lee et al. (2005) modified the frequency response function of the pipeline system and proposed a 
simplified leakage detection model with no shift assumption.  

Contrary to Lee et al. (2005) assumption, Mpesha (1999), Mpesha et al. (2001; 2002) suggested that the 
presence of a leak is indicated by the existence of additional resonant peaks in the experimental frequency 
response diagram. In their work, the amplitude of the overall resonant peaks for a leaking system are lower 
than that for a system with no leaks. Based on their experimental findings, Mpesha et al. (2001; 2002) 
developed a leakage detection method that locates and sizes the leak using the information provided by the 
observed additional resonant peaks. However, this method has thus far proved successful in only a few 
cases. Doubts regarding the validity of the method proposed by Mpesha et al. (2001; 2002) have been 
published as a discussion in Lee et al. (2003c), where two main areas of concern were listed. First, the FRDs 
generated by Mpesha et al. (2001; 2002) were significantly different from other previous researches, such as 
Chaudhry (1987), Ferrante et al. (2001) and Lee et al. (2002), which were based on the same methods; 
second, the use of a linear model for representing the nonlinear system seems inconsistent with the 
fundamental nature of the phenomenon.  

Ferrante and Brunone (2001) presented further results on the leak-induced impact on the frequency 
response of the pipeline system. Ferrante and Brunone (2001) increased the size of a leak from small flows 
up to 80% of the pipe’s base flow. The results showed that the increase in leak size leads to a change in the 
fundamental frequency of the pipeline. 

This paper develops in theory a proof of leak-induced shift of resonance peaks in FRD for a leaking 
pipeline system which uses both the method of characteristics (MOC) and an analytical computation by 
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transfer matrix method. The frequency shift is analytically derived using the transfer matrix and Taylor series 
expansion. Following that, the accuracy of the derived expression for the leak-induced shift in wave number is 
verified. To highlight the effect of a leak, the following analysis is performed on the numerical pipeline (in the 
transfer matrix model) without the effect of pipe friction. The transient is generated by perturbing a side 
discharge valve located just upstream of the terminal downstream in-line valve in the simulation system. 
 

 TRANSIENT WAVES IN PIPELINES 
 

 Resonance wave number for an intact pipeline  
A brief summary of the transfer matrix equations for the unsteady mass and conservation equation can 

be found in Chaudhry (1987) or Wylie and Streeter (1993), where the transfer equations are arranged in 
matrix forms and provide relationships between the upstream and downstream head and discharge responses 
for pipe segments and pipe discontinuities (leak, valve, junction, etc.).  

The transfer matrix relates the discharge and head at the upstream and the downstream boundaries for 
an intact pipeline system. A probing transient wave is generated by a unit input discharge perturbation and is 
written as: 

 

ቈ
ݍ
݄
1
቉

ଵ

ൌ ൥
1 0 1
0 1 0
0 0 1

൩ ቎
cosሺ݇ே௅݈ሻ െ݅

ଵ

௓಴
sinሺ݇ே௅݈ሻ 1

െ݅Zେ sinሺ݇ே௅݈ሻ cosሺ݇ே௅݈ሻ 0
0 0 1

቏ ቈ
ݍ
݄
1
቉

଴

  [1] 

 
where q and h equal the discharge and head perturbations in the wave number domain; ݇ே௅ is the resonance 
wave number for an intact pipeline. 

Solving Eq. Error! Reference source not found. requires the head and discharge at node 1 (node 1 
represents the point at the inlet side of the downstream valve). The upstream and downstream boundary 
conditions are the fixed head boundary (݄଴ ൌ 0 ) upstream and the fixed discharge boundary (ݍଵ ൌ 0 ) 
downstream. Solving Eq. [1] with these boundary conditions, gives: 

 

݄ଵ ൌ െܼ݅஼ ∙
ୱ୧୬	ሺ௞ಿಽ௟ሻ

ୡ୭ୱ	ሺ௞ಿಽ௟ሻ
	  [2] 

 
 The resonance condition for an intact frictionless pipeline can be extracted from Eq. Error! Reference 
source not found. and is written as: 
 

cos	ሺ݇ே௅݈ሻ ൌ 0	  [3] 
 

 Solving Eq. Error! Reference source not found. for the resonance wave number gives: 
 

ሺ݇ே௅ሻ௠ ൌ ሺ2݉ െ 1ሻ
గ

ଶ௟
				ሺm	ൌ	1,	2,	3…ሻ,	 [4] 

 
where m is a positive integer that corresponds to the resonance peak number. Eq. Error! Reference source 
not found. indicates that an intact frictionless pipeline resonates at the odd harmonics. 
 

 Resonance wave number for a leaking pipeline  
 

 
Figure 1. Single leaking frictionless pipeline layout. 
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A simple, leaking, frictionless pipeline layout is illustrated in Figure 1. The single pipe with a leak at 

distance ݔ௟ from the reservoir can be divided into two sections: the first section of length ݔ௟ goes from the 
upstream reservoir to the leak; the second section, of length ݈ െ  ௟ goes from the leak to the valve. Here, 0ݔ
and 3 respectively denote the upstream and downstream nodes. The same boundary conditions as the 
previous intact pipeline are imposed here. The transfer matrix relating the discharge and head at the upstream 
and the downstream ends of the system is written as: 

 

ቈ
ݍ
݄
1
቉

ଷ

ൌ ൥
1 0 1
0 1 0
0 0 1

൩ ൦
cos൫݇ሺ݈ െ ௟ሻ൯ݔ െ݅

ଵ

௓಴
sin൫݇ሺ݈ െ ௟ሻ൯ݔ 1

െ݅Zେ sin൫݇ሺ݈ െ ௟ሻ൯ݔ cos൫݇ሺ݈ െ ௟ሻ൯ݔ 0
0 0 1

൪ ቎
1 െ

ொ೗ೞ
ଶு೗ೞ

1

0 1 0
0 0 1

቏ ቎
cosሺ݇ݔ௟ሻ െ݅

ଵ

௓಴
sinሺ݇ݔ௟ሻ 1

െ݅Zେ sinሺ݇ݔ௟ሻ cosሺ݇ݔ௟ሻ 0
0 0 1

቏ ቈ
ݍ
݄
1
቉

଴

 [5] 

	
Solving Eq. Error! Reference source not found. for the head at node 3 with the upstream boundary 

condition (݄଴= 0) and the downstream boundary condition (ݍଷ ൌ 0), gives: 
 

                               ݄ଷሺ݇ሻ ൌ
൬ି

೔ೌ
೒ಲ

ୱ୧୬ሺ௞௟ሻା
ೌ
೒ಲ
∙	
ೋ಴
ೋಽ

ୱ୧୬൫௞ሺ௟ି௫೗ሻ൯ ୱ୧୬ሺ௞௫ೌሻ൰൬ୡ୭ୱሺ௞௟ሻି௜∙
ೋ಴
ೋಽ

ୡ୭ୱ൫௞ሺ௟ି௫೗ሻ൯ ୱ୧୬ሺ௞௫೗ሻ൰

ୡ୭ୱమሺ௞௟ሻ＋൬
ೋ಴
ೋಽ
൰
మ
ୡ୭ୱమ൫௞ሺ௟ି௫೗ሻ൯ ୱ୧୬మሺ௞௫೗ሻ

			 [1]	

where ܼ௅ ൌ  ௟௦/ܳ௟௦ is the leak impedance, ܼ஼/ܼ௅ is a parameter representing the size of the leak, where theܪ2
larger value of ܼ஼/ܼ௅, the bigger the size of the leak. 

Since the numerator of Eq. [1] is bounded, the resonance condition for the above leaking pipeline occurs 
when: 

 

cosଶሺ݈݇ሻ＋ ቀ
௓಴
௓ಽ
ቁ
ଶ
cosଶ൫݇ሺ݈ െ ௟ሻ൯ݔ sinଶሺ݇ݔ௟ሻ → 0.	 [2]	

 
Comparing the resonance condition for the intact pipeline (Eq. Error! Reference source not found.) 

with the resonance condition in the leaking pipeline (Eq. [2]), it can be found that the latter case has an 
additional termൣሺܼ஼/ܼ௅ሻଶ cosଶ൫݇ሺ݈ െ ௟ሻ൯ݔ sinଶሺ݇ݔ௟ሻ൧, which represents the influence of the leak on the resonant 
wave number. Therefore, the solution of resonance wave number k for Eq. [2] is not equal to Eq. Error! 
Reference source not found.. However, when ܳ௟௦→ 0, ܼ௅→∞, and the denominator converges to	cosଶሺ݈݇ሻ ൌ
0, the same resonance condition as Eq. Error! Reference source not found. was obtained. As can be seen 
from the analytical resonance condition for both the intact and the leaking pipeline, a leak in the pipeline 
affects the resonance wave number of the frequency response function. 

In Figure 2, function ݄ଷሺ݇ሻ was plotted as the blue line with a discretized value of k = 4.1667e-05s-1. Also 
plotted as the red asterisks in Figure 2 is a line with k given by Eq. Error! Reference source not found. 
using the system of Figure 1 (l = 2000m,	ݔ௟	= 1500m, D = 0.3m, a = 1000m/s, and ܼ஼/ܼ௅ ൌ 0.1355). For 
comparison, the result generated numerically by the method of characteristics (MOC) was also plotted in 
Figure 2 as the green line under the same conditions and parameters as the leaking pipeline system, which 
agrees so closely with the result given by transfer matrix [function ݄ଷሺ݇ሻ] that the curves lie practically atop 
one another. It should be noted that the system response ݄ଷሺ݇ሻ plotted with discretized	݇ே௅ , namely the 
analytical expression with no-shift assumption given by Eq. Error! Reference source not found., assumes 
that the leak in the pipeline does not shift the resonance wave number of the system. However, when zooming 
in on Figure 2 at each odd normalized wave number k* = 1, 3, 5,…, it can be seen that all the local maximum 
values are not located exactly at the odd normalized wave number. Instead each local maximum value of the 
system response is shifted slightly to the side of the odd normalized wave number. 

Examples of the shift in resonance wave numbers were shown in Figure 3, which zooms in on the 3rd, 5th, 
11th, 13th resonance peaks from Figure 2. Obvious leak-induced shifting can be seen from the frequency 
response diagram obtained from the MOC simulation and transfer matrix. The leak-induced wave-number shift 
(LIWNS) was located either to the left or right of the odd harmonics. Note that the slight difference in the 
frequency response diagram between the results of transfer matrix and MOC simulation in Figure 3 comes 
from the fact that the leak was linearized in the transfer matrix model compared with the complete form of leak 
in the MOC model. Thus, one would expect that the complete form of leak modelling in the MOC simulation 
should induce more damping than the transfer matrix model.  

From the small but rather obvious leak-induced shift shown in Figure 3, it can be concluded that leakage 
in a pipeline does shift the resonance wave number of the frequency response diagram of the leaking pipeline. 
This fact is not currently recognized in the literature. Actually, when a leak exists in the pipeline, it constitutes 
discontinuity in the pipe flow condition and a change in pipeline geometry, which gives rise to a modification of 
the system frequency response diagram and results in the observed slight shifting of the resonance wave 
number together with damping the maximum value of the system response diagram. The existence of the 
leak-induced wave number shift showed in Figure 3 corresponds with the expectation of the resonance wave 
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number for a leaking pipeline in Eq. [2], which also predicts the existence of the leak induced wave number 
shift. 
 

 
Figure 2. Response in frequency domain at the downstream end of the pipe calculated by 

transfer matrix and analytical expression with no-shift assumption respectively. 
 

 
 Figure 3. Zooming graph of Figure. 3 at the first resonance wave number. 

 
 DERIVATION OF LEAK-INDUCED SHIFT IN WAVE-NUMBER 

 
  Derivation of leak-induced shift in wave-number 

Assuming the leak-induced shift in the resonance wave number is small, then the true resonance wave 
number of a leaking pipeline system was written as below: 
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݇ ൌ ݇ே௅ ൅ ∆݇	 [3] 
where ݇ே௅  stands for the resonance wave number for a pipeline with no leaks, ∆k stands for the small 
deviation of the resonance frequency for a leaking pipeline compared to an intact pipeline. The expression 
containing ݇ was approximated using a first order Taylor expansion expression, such as: 
 

sinሺ݇ݔሻ ൌ sinሺ݇ே௅ݔሻ ൅ ݇∆ݔ cosሺ݇ே௅ݔሻ	 [4] 
cosሺ݇ݔሻ ൌ cosሺ݇ே௅ݔሻ െ ݇∆ݔ sinሺ݇ே௅ݔሻ	 [5]	

 
where ݔ is the length of pipe section considered. 

Since the numerator of Eq. [5] is bounded, the numerator of Eq. [5] was assumed to be a constant at the 
resonance wave number. Therefore, only the denominator of Eq. [2] was considered in the derivation of leak-
induced shift, which was rewritten as shown below. 

 

݄ଷሺ݇ሻ ൌ
୤୧୬୧୲ୣ	୴ୟ୪୳ୣ

ୡ୭ୱమሺ௞௟ሻ＋൬
ೋ಴
ೋಽ
൰
మ
ୡ୭ୱమ൫௞ሺ௟ି௫೗ሻ൯ ୱ୧୬మሺ௞௫೗ሻ

	 [6]	

 
When a leaking pipeline resonates, the value of Eq. [1] reaches its maximum value since the 

denominator of Eq. [1] goes to its minimum value.  
The minimum value of the denominator of Eq. [1] was given by: 
 

ௗ

ௗሺ௞ሻ
൬cosଶሺ݈݇ሻ＋ ቀ

௓಴
௓ಽ
ቁ
ଶ
cosଶ൫݇ሺ݈ െ ௟ሻ൯ݔ sinଶሺ݇ݔ௟ሻ൰ ൌ 0		 [7] 

which gives: 
 

2݈ሺെ sinሺ݈݇ሻሻ cosሺ݈݇ሻ 

൅ቀ
௓಴
௓ಽ
ቁ
ଶ
൫2ሺ݈ െ ௟ሻ൫െݔ sin൫݇ሺ݈ െ ሺ݇ሺ݈	௟ሻ൯൯cosݔ െ ௟ሻሻݔ sinଶሺ݇ݔ௟ሻ ൅ ௟ݔ2 cosሺ݇ݔ௟ሻ sinሺ݇ݔ௟ሻ cosଶ൫݇ሺ݈ െ ௟ሻ൯൯ݔ ൌ 0.		   [8] 

 
Substituting Eq. Error! Reference source not found., [4] and [5] into Eq. [8] results in the expression for 

the shift in wave number shown below: 
 

∆݇ ൌ
ି൬

ೋ಴
ೋಽ
൰
మ
ቆቀ
మೣ೗ష೗
మ ቁቀୱ୧୬ሺଶ௞ಿಽ௫೗ሻି

భ
మ
ୱ୧୬ሺସ௞ಿಽ௫೗ሻቁቇ

ଶ௟మା൬
ೋ಴
ೋಽ
൰
మ
ቀ൫ሺ௫೗మାሺ௟ି௫೗ሻమሻ ୡ୭ୱሺଶ௞ಿಽ௫೗ሻିሺ௫೗మାሺ௟ି௫೗ሻమሻ ୡ୭ୱమሺଶ௞ಿಽ௫೗ሻିଶ௫೗ሺ௟ି௫೗ሻ ୱ୧୬మሺଶ௞ಿಽ௫೗ሻ൯ቁ

		 [9] 

First, it should be noted that when ௟ݔ	 ൌ ݈/2 , then 	∆݇ ൌ 0 . This means that there is no shift in the 
resonance wave number when a leak is located at the middle of the pipeline. Secondly, within the engineering 
practical range of 	ܼ஼/ܼ௅ , ∆݇  increases as ܼ஼/ܼ௅  increases. (The range of ܼ஼/ܼ௅  is selected to be within 
0<ܼ஼/ܼ௅<1, the reason is explained below in section 3.2) The verification for the derived leak-induced shift in 
wave number is discussed in the following section.	
 

 Verification of the derivation for the shift  
The normalized ∆݇∗ was obtained from: 
 

∆݇∗ ൌ
∆௞

௞೟೓
ൈ 100,		 [10] 

where ݇௧௛ ൌ   .denotes the fundamental resonance wave number for the intact pipeline 2݈/ߨ
 The normalized ∆݇∗ was calculated for different values of ܼ஼/ܼ௅ for the first 15 odd harmonics obtained 
from transfer matrix, MOC simulation and the analytical solution. The normalized ∆݇∗  at ܼ஼/ܼ௅ ൌ
0.1355, 0.7227	and	0.9937 were plotted in Figure 4, Figure 5 and Figure 6, respectively. The value of ܼ஼/ܼ௅  
was selected to be 0.0 <	ܼ஼/ܼ௅< 1.0. This is not a significant restriction since the value of ܼ஼/ܼ௅ is usually 
smaller than 1.0 in practice. For example, let ܪ௟௦	be within the range 30–60m; ܽ be of the order of 1000m/s, 
and let ܥௗܣ௟/A be within the range 0.001–0.01. This leads to ܼ஼/ܼ௅ being in the range 0.03–0.5. Moreover, to 
ensure that the transient events do not induce negative pressure in the pipeline, ܼ஼/ܼ௅ should also be within 
the range 0–0.5. Therefore, the interval 0.0 <	ܼ஼/ܼ௅	< 1.0 covers a wide range of practical problems.  

Let ∆்݇ெ  denote the leak-induced wave number shift calculated numerically by the empirical transfer 
matrix equation, and let ∆்݇ா denote the leak-induced wave number shift calculated analytically by the derived 
shift equation. The normalized error of the analytical shift solution with respect to the fundamental intact 
pipeline resonance wave number was defined as: 

 

∆ε ൌ
ሺ∆௞೅ಶି∆௞೅ಾሻ

௞೟೓
ൈ 100.	 [11]	
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The normalized errors of the analytical shift solution with ܼ஼/ܼ௅ ൌ 0.1355, 0.7227	and	0.9937 were plotted in 
Figure 7.  

As can be seen from Figure 4, the normalized ∆݇ calculated from the three approaches (transfer matrix, 
MOC simulation and the analytical solution) perfectly overlapped. And it could be read from Figure 7, under 
the condition of ܼ஼/ܼ௅ ൌ 0.1355, the normalized error ∆ε was less than one percent, which means that under 
the condition of ܼ஼/ܼ௅ ൌ 0.1355  the analytical solution can accurately predict the LIWNS. When 	ܼ஼/ܼ௅ ൌ
0.7227 , the normalized ∆݇∗  obtained from MOC simulation overlapped perfectly with that obtained from 
transfer matrix. The normalized ∆݇∗ obtained from analytical shift expression slightly over-predicts the LIWNS, 
with an error less than 5% as can be seen from Figure 7, which is accurate enough for predicting the LIWNS. 
When ܼ஼/ܼ௅ ൌ 0.9937, the normalized ∆݇∗ obtained from MOC simulation matches well with that obtained 
from transfer matrix. The normalized ∆݇∗ obtained from analytical solution slightly over-predicts the LIWNS, 
with an error less than 15% as can be seen from Figure 7.  

 

 
Figure 4. Comparison of ∆݇∗ calculated from Transfer matrix, analytically derived 

expression, and MOC simulation respectively at ܼ஼/ܼ௅ ൌ 0.1355. 
 

 
Figure 5. Comparison of ∆݇∗ calculated from Transfer matrix, analytically derived 

expression and MOC simulation respectively at ܼ஼/ܼ௅ ൌ 0.7227. 
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Figure 6. Comparison of ∆݇∗ calculated from Transfer matrix, analytically derived 

expression and MOC simulation respectively at ܼ஼/ܼ௅ ൌ 0.9937. 
 
It can be concluded from Figure 4, Figure 5 and Figure 6 that within the range of 0.0 ൏ ܼ஼/ܼ௅ ൏ 1.0, 

LIWNS increases as ܼ஼/ܼ௅ increases, which corresponds to the prediction of the analytical expression of ∆݇ in 
Eq. [10]. Meanwhile, the accuracy of the analytical expression for ∆݇ increases as ܼ஼/ܼ௅ decreases. As a 
result, the analytical solution derived using the first order Taylor expansion is a reasonable approximation and 
is accurate enough to estimate the LIWNS for a leaking pipeline. All methods confirmed that a leak in a 
pipeline does cause a shift in the resonance wave number compared with an intact pipeline. 

 

 
Figure 7. Comparison of ∆ε at three different values of	ܼ஼/ܼ௅. (Curve ↲ !forܼ஼/

ܼ௅ ൌ 0.1355; Curve ↳ !for	ܼ஼/ܼ௅ ൌ 0.7227; Curve ↴  for	ܼ஼/ܼ௅ ൌ 0.9937). 
 

 CONCLUSIONS 
A leak in a pipeline is a geometrical change as well as a change in pipe boundaries that brings about a 

discontinuity between adjacent pipe segments, and results in a wave number shift in the frequency response 
diagram of the pipeline system. The analytical expression for the shift phenomenon was derived in this paper 
using Taylor expansion together with a transfer matrix approach. The first order Taylor expansion expressions 
applied to represent the true resonance wave number for the leaking pipeline includes that small, but physical, 
leak-induced wave number shift. This paper provides some detailed investigations of the frequency response 
diagram and is concerned primarily with demonstrating the physical and theoretical existence of a leak-
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induced shift in wave number. An in-depth comparison of the resonance condition of the frequency response 
function between a leaking pipeline and an intact pipeline was given, where leak-related differences were 
found. The following conclusions were drawn: 

i. Careful examination of the frequency response diagram obtained from transfer matrix and MOC 
simulation showed a small, but obvious, leak-induced wave number shift. The resonance wave 
number for a leaking pipeline does shift the resonance wave number compared with the intact 
pipeline. The demonstration of leak-induced frequency shift in this paper provides necessary, 
complementary knowledge and clarification to the existing frequency response leakage detection 
theory; 

ii. Together with transfer matrix and Taylor expansion approaches, the analytical expression of leak-
induced shift was derived and verified, and found to be sufficiently accurate to estimate leak-induced 
wave number shift; 

iii. The effects of leak size and leak location on the leak-induced wave number shift were examined. As 
the leak size increases, the leak-induced wave number shift increases. However, it is worth noting 
that when a leak is located at the middle of the pipeline, it does not impose a shift in the resonance 
wave number as shown in Figure 3. 
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