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ABSTRACT 
 
This paper presents a mathematical proof and field verification of the path-independence principle: the 
discharge measured by a moving-boat ADCP is independent from the path of the survey boat under the 
assumption that the flow is steady and homogeneous in streamwise direction. The field measurement was 
made on the Choa Praya River under a steady flow condition; it involves eight transects with a variety of 
boat’s paths including straight, curved, and looped. The measured discharges from the eight transects are 
very consistent; the relative maximum residual discharge is only 2.03%; the relative uncertainty (Type A) 
associated with the mean of the transect discharges is only 0.93%. 
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1 INTRODUCTION 
 An acoustic Doppler current profiler (ADCP) is commonly mounted on a survey boat or a small float to 
transverse a river or open channel when making streamflow measurements. This is usually referred to as the 
moving-boat ADCP method. During a transect from the start bank to the end bank, an ADCP mainly collects 
three kinds of data along the boat’s track: (1) velocity relative to the ADCP, known as the water tracking 
velocity; (2) velocity relative to the river bottom, known as the bottom tracking velocity (which is the boat 
velocity if no moving bottom exists); and (3) water depth. The boat velocity is removed from the relative velocity 
to obtain the actual water velocity that is used in discharge calculation. Detailed discussion on the ADCP 
technology and moving-boat ADCP streamflow measurements can be found in (Simpson, 2001; Oberg et al., 
2005; Mueller and Wagner, 2009). 
 An important feature of moving-boat ADCP streamflow measurements is that the measurement does not 
require a straight-line path of the survey boat. A survey boat can make an arbitrary path and the measured 
discharge will be the same or have no systematic error due to paths (however, the measurement will still have 
random or sampling errors). This feature is referred to as the path-independence principle. The path-
independence principle is a “controversy” with respect to the traditional current meter method for streamflow 
measurements. The current meter method requires measurements be made on a straight-line that is 
approximately perpendicular to the main flow. A tag-line or cableway is often needed when using the current 
meter method. The path-independence principle has been demonstrated in field measurements. However, to 
the knowledge of the author, the mathematical proof of the principle cannot be found in the ADCP literature. 
Because of the lack of a mathematical proof, the path-independence principle is sometimes questioned by 
some ADCP users. 
 This paper presents a mathematical proof of the path-independence principle associated with the 
moving-boat ADCP method for streamflow measurements. The transect discharge data collected in a field 
measurement that consisted of eight transects with a variety of paths are presented as a verification of the 
path-independence principle. 
 
2 THE PATH-INDEPENDENCE PRINCIPLE 
 In hydrology or water resources, discharge Q is defined as the volume of water flowing per unit time past 
an observation point on a river or stream. Mathematically, Q is the flux of a water velocity vector field through a 
surface area. Assume that the water flows in the direction parallel to the river banks and there is no water flowing 
into or out of the river in the vicinity of the observation point. The flow is constituted by a water velocity vector field 
if imagining that it was measured by velocity sensors placed everywhere in the water columns. We further assume 
that the velocity vector field is constant along the direction of the flow, i.e. the flow is steady and homogeneous in 
streamwise direction. In a moving-boat ADCP streamflow measurement, an imagined vertical sheet, i.e. a 
curved-sectional surface covering the river bottom to the water surface along the path of the survey boat, between 
the start point and end point (assume that edges are ignored), is the surface which the water velocity vectors go 
through. Figure 1 shows a sketch of plan view of a water velocity vector field and an arbitrary curved-sectional 
surface associated with a path of the survey boat. 
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Figure 1. Sketch of plan view of a water velocity vector field and 

an arbitrary curved-sectional surface. 
 
 Let u


 denote the water velocity vector measured by a moving-boat ADCP along the boat’s track; S denote 

an arbitrary curved-sectional surface associated with the boat’s track, 


 the unit vector normal to S (pointing 

downstream) at a differential area ds. The river discharge Q can be determined by the so-called flux integral 
(Christensen and Herrick, 1982): 
 
  

S

dsu = Q 


 [1] 
 

 

where 


u  is the dot product of u


and 


. 

 Figure 2 shows a sketch of plan view of the vectors u


and 


and the differential area ds. Figure 2 also 

shows the angle θ between the flow direction and 


, and the projected area dA of ds (dA is the differential 

area on the perpendicular cross-section that is a vertical flat surface). Note that θ is also the course direction if 
measured from the perpendicular cross-section. Recall that the traditional current meter streamflow 
measurement requires that the measurements are made on the perpendicular cross-section. 
 

Figure 2. Sketch of plan view of the vectors and 
differential elements. 

 

 The dot product of u


and 


can be calculated as: 

 
  coscos uuu 


 [2] 
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 Thus, the differential flux, denoted by dQ, is: 
 
 dAudsudsudQ   cos


 [3] 

 
 
 It can be seen from Figure 2 that, the velocity vector u


 can be divided into a tangential and a normal 

component with respect to the surface S. The dot product of u


and 


suggests that, only the normal 

component cosu contributes to the differential flux. The physical meaning of this is that, the water can only 

flow in or out of the differential area ds when its flowing direction is normal to ds; if parallel to ds, the water 
flows neither in nor out. On the other hand, note from Eq. [3] that, the differential flux dQ is a product of the 
water speed u and the differential area dA which is the differential area ds projected onto the perpendicular 

cross section. It is important to note that no matter whatever θ is, the flux integral is the same. That is: 
 
 VAdAudsu = Q

AS

  


 [4] 
 

 
where A is the perpendicular cross-sectional area, and V is the channel mean velocity. Note that Q=VA is the 
classical area-velocity formula for river discharge. 
 Eq. [4] suggests that the flux integral is independent from the angle θ, or the path of the survey boat, as long 
as the boat traverses from one bank to the other.  
 An interesting feature of the flux integral, Eq. [1], is that, if the surface S is a looped-sheet, i.e. the survey 
boat makes a closed path, the flux is zero: 

 
 0

pathclosed

dsu = Q 


 [5] 
 

 
 This is because the flux (Q), though is a scalar quantity, is given a positive sign if the water flows out of a 
surface, and a negative sign if the water flows into a surface. The water flows into and out of a closed path are 
cancelled, resulting in a zero flux. However, if the boat velocity is derived from a GPS, Eq. (5) may not work 
unless the ADCP is precisely aligned with the GPS and there is no compass error. A small misalignment angle 
or compass error may cause a significant directional bias error in the measured discharge. 
 The flux integral, Eq. [1], is rewritten as follows in the ADCP discharge calculation algorithm (TRDI, 
2012): 
 
 

dtdzkVudtVdzuQ
H

b

T

b

T H













  



000 0

)(||  
[6] 

 

 

where dz is the differential depth, dt is the differential time, bV


is the boat velocity vector, |Vb | is the boat speed, z 

is the vertical coordinate, z=0 is the river bottom and z=H is the water surface, k


 is the unit vector in the vertical 

direction, and T is the total transect time from the start point to the end point. In addition, note that kVu b


 )( , is 

the cross-product of water velocity and boat velocity and dtdzVds b  . Detailed discussions on the integral 

Eq. (6) can be found in Simpson and Oltmann (1993), RDI (1992) and TRDI (2012). 
 
3 FIELD VERIFICATION 
 A moving-boat ADCP streamflow measurement was made at a site on the Choa Praya River, Thailand 
on November 1, 2013. The river was about 270m wide with the maximum depth about 16m; it was under a 
steady flow condition during the measurement. The measurement was made using a 600kHz RiverRay ADCP 
manufactured by Teledyne RD Instruments. The RiverRay ADCP is an intelligence discharge measurement 
system; it can automatically choose cell size, number of cells, and operation mode (i.e. broadband or pulse-
coherent) in real-time based on the present water depth and velocity. 
 During the measurement, the survey team intentionally made different paths with the survey boat for 
each transect to verify the path-independence principle and to test the robustness of the moving-boat ADCP 
method. Figure 3 shows the eight different paths made, with the depth averaged velocity vectors on the boat’s 
tracks. The first two transects were made with straight-line paths; the third transect with an arched path 
towards upstream; the fourth transect with an arched path towards downstream; the fifth transect with a S-
shaped path; the sixth transect with a loop in the middle of the river; the seventh transect with two stops (the 
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boat was drifting); and the eighth transect with a straight-line path and the fastest boat speed among all 
transects. Table 1 shows some descriptive statistics of the measured transect discharges. 
 

 

 

 
Figure 3. Eight different paths of the survey boat made during the Choa Praya River measurement (velocities 

are referenced to the bottom tracking). 
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Table 1. Discharge data collected on the Choa Praya River. 
Transect Number of 

ensembles 
Start time Duration

(s) 
Discharge

(m3/s) 
QQ/  

(%) 

Boat’s path 

1 245 10:53:41 181 2140 -0.66 Straight-line 
2 258 10:57:32 194 2155 0.05 Straight-line 
3 228 11:02:00 175 2174 0.95 Arched upstream 
4 224 11:05:10 166 2161 0.34 Arched downstream 
5 185 11:08:53 135 2110 -2.03 S-shaped 
6 237 11:11:16 183 2168 0.65 A loop in the middle  
7 234 11:15:53 174 2126 -1.27 Straight-line with two stops 
8 131 11:18:59 98 2196 1.96 Straight-line; fast boat speed 

Mean Q     2154 0  

 

 It can be seen from Table 1 that the mean of the eight transect discharges, denoted by Q , is 2154m3/s. 

The relative residual discharge, defined as QQQiQQ /)(/  , ranges from -2.03% to 1.96% (the relative 

maximum residual is 2.03%). The transect discharges from different paths agree well with each other. There is 
no significant bias associated with any particular transect. The variation in the transect discharges is attributed 
to random or sampling errors, which can be evaluated by the Type A uncertainty according to the “Guide to 
the Expression of Uncertainty in Measurement” (GUM) (JCGM 2008).  

 The Type A uncertainty, denoted by U, associated with the mean discharge Q can be calculated by a 

median-unbiased estimator of the z-based uncertainty at the 95% probability limit (Huang, 2015a; 2016): 
 
 

n

sC
U OE96.1  

[7] 
 

 

where s = sample standard deviation of transect discharges, )1/()( 2   nQQs i ; n= number of 

transects; COE = estimator coefficient (Huang, 2015a): 
 
 

  2

3

1)2(9.0

)1(9

2
10167.01















n

eC n
OE  

[8] 
 

 
 For the Choa Praya River discharge measurement, n=8, COE =1.05, and s=27.54m3/s. Thus, U= 
20.0m3/s. The discharge measurement and uncertainty estimation results can then be expressed in the 
following format to comply with GUM (JCGM, 2008): 
 
 0.202154  UQQ (m3/s) [9] 

 
 
 Moreover, the relative uncertainty, denoted by RU, is estimated as: 
 
 

%93.0
2154

0.20


Q

U
RU  

[10] 
 

 
 Note that RU=0.93% is much smaller than 4.09%, the maximum permissible relative uncertainty (MPRU). 
The MPRU=4.09% is the uncertainty-based quality control criterion for moving-boat ADCP streamflow 
measurements; it was derived from the existing four transects relative maximum residual (RMR) ≤ 5% criterion 
(Huang, 2015b). It should be pointed out that the estimated Type A uncertainty only accounts for the random 
error sources encountered at the site. It does not include any contribution of bias error sources. 
 
4 CONCLUSIONS 
 The path-independence principle associated with the moving-boat ADCP method for streamflow 
measurements is valid under the assumption that the flow is steady and homogeneous in streamwise 
direction. It is mathematically and experimentally demonstrated. In practice, however, a straight-line or nearly 
straight-line path perpendicular to the main flow direction is usually preferred because it results in the most 
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appropriate representation of the perpendicular cross-sectional area. The perpendicular cross-sectional area 
would be distorted if a boat made a diagonal, curved, or irregular path. 
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ABSTRACT 
 
Climate has always been changing during the lifetime of the earth, and has appeared in the form of the ice 
age, hurricanes, severe and sudden temperature changes, precipitation and other climatic elements, and has 
dramatically influenced the environment, and in some cases, has caused severe changes and even 
destructions. Some of the most important aspects of climate changes can be found in precipitation types of 
different regions in the world and especially Guilan, which is under the influence of strong ground change and 
greenhouse gas emissions. Also, agriculture division, industrial activities and unnecessary land conversions 
have a huge influence on climate change. Climate change is a result of abnormalities of meteorology 
parameters. Generally, the element of precipitation is somehow included in most theories about climate 
change. The present study aims to show precipitation abnormalities in Guilan which lead to climate change, 
and possible deviations of precipitation measurement based on annual, seasonal and monthly series check. 
The Mann-Kendal test is used to show likely deviations leading to climate change. The trend of precipitation 
changes in a long-term study using this method. Also, the beginning and end of these changes are studied in 
five stations as representatives of all the thirteen weather stations. Then, the areas which have experienced 
climate change identified using the GIS software along with the severity of the changes with an emphasis on 
drought. These results can be used in planning and identifying the effects of these changes on the 
environment.  
 
Keywords: Climate change; Guilan; Mann-Kendal; GIS. 
 
 
1 INTRODUCTION  

In today’s world, people, plants and animals are most dependent on climate. But unfortunately, dramatic 
global changes in climate have had their own consequences and compensating these changes is so difficult, 
and in some cases, even impossible. Some of the most important aspects of climate changes can found in 
precipitation types of different regions in the world, which is influenced by drastic land conversions and 
greenhouse gases. Climate change is with us. A decade ago, it was the guess. Now the future is unfolding 
before our eyes. Many businesses are cussing that climate change is real. Meanwhile, powerful forces, 
notably the polluting industries and fossil fuel sector, have deep vested interests in maintaining business-as-
usual. The basic science is straightforward. Climate researchers showed that gases such as carbon dioxide, 
methane and others can trap heat in the Earth’s atmosphere – a phenomenon known as the greenhouse 
effect. Human activities such as industry; transport, energy generation and deforestation all produce these 
greenhouse gases. The total concentration of these gases rose greatly since the start of the Industrial 
Revolution in Europe and the average global temperature also rose over that time period. As the atmosphere 
heats, scientists predict that this will have dangerous disruptive effects on the Earth’s climate. While no single 
event we can prove the result of climate change, many climatic trends and events observed already are 
consistent with scientific predictions. The main source of scientific information on climate change is the 
Intergovernmental Panel on Climate Change (IPCC), which it adjusted in 1988 by the UN Environment 
Programmed and the World Meteorological Organization. The impacts of climate change are many and 
varied, as all life on earth and many of the planet’s physical processes are heavily influenced by temperature. 
This contributes to rising seas but also (in the case of glaciers) increasing the risks of flooding in the short-
term, and decreased river flow in the longer term. Climate change may also affect water supplies in other 
ways, such as altering the South Asian monsoon. Other impacts include changes distribute crop pests and 
species that spread vector-borne diseases such as malaria, as well as other impacts of human health. These 
show that the world has not been as warm as it is now for a millennium or more. In this study was, (Ebrahimi 
et al., 2014), for detecting trends than Mann-Kendal non-parametric test in the anzali site during a statistical 
period (1951-2005). The result showed the anzali site index of maximum temperature has negative trend ،
minimum temperature has positive trend and Rainfall has non-trend. 
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1.1 The geographical location and climatic condition of the studied area 
Guilan province is found in the north of Iran in 37.2774°N and 49.5890°E. The area of the province 

equals 13810.5 km2 and possesses the first rank of annual precipitation among other provinces based on the 
statistics of the Meteorological Organization of I.R. of Iran. Based on the statistics of the studied 30 years 
(1977-2015), the average annual precipitation has been 1070 millimeters. The average annual precipitation in 
the 30 years’ period equals 1393 mm in Astara, 1745 mm in Anzali, 1491 mm in Lahijan, 1369 mm in Rasht, 
and 1220 mm in Saravan stations. The seasonal precipitation percentage is 15% in spring, 22% in summer, 
39% in autumn, and 24% in winter. According to the first amount of rainfall stations of Guilan province with 
their coordinates interpolated even been identified. Then, in the second 2 showers are ranked based on the 
value of Erie's past. 
 

  
Figure 1. Guilan amount of precipitation stations. 

 

 
Figure 2. Rank rain stops Guilan. 

 
2 PROJECT SITE 

Since precipitation and the Mann-Kendal method are the basis of this work, respective formulas and data 
analyses are presented. 
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Because of the magnitude of work in all the stations, only five of them were picked out, and the resulting 
data table belonging to Anzali station is presented in the following section.  

where: 
t = Kendal statistics 
p = sum of the values larger than nj which come after it.  
In this equation, the following equation has been used to evaluate the significance of the statistics “t” and 

“to” critical statistics: 
tg = the value of the standard variable Z compatible with the level of the test, which in the present study 

tg =1.96 with a possibility of 95%.  
The Mann-Kendal test has also been used to determine the variation type and variation time.  

The fifth column (ti) equals the values smaller than ni row which is before it and in the next column  it

which is the sum of “ti”s from the top to the respective row. The i't  column includes the values smaller than ni 

which is after it and the  i't column is the sum of all the “ i't ”s from the bottom to the respective row. In 
order to calculate the next columns which are E, V, U, E’, V’, and U’, the following equations are used 
respectively: 

Then the values of U and U’ in each time series are present using a diagram. The collision of U and U’ 
curves inside the area of critical values write down the beginning of variations. When the collision of those two 
outside the area indicates the trend. In the present study, the critical value at the level of 5% equals 1.96. After 
drawing graphical diagrams of u and u’ which are presented in the shape of curves, the significance is only 
achieved when u and u’ curves cross each other. If these values cross each other inside the critical area of 
±1.96, then no trend exists; and if they cross each other outside the critical area, this indicates a trend in the 
time series. 

 
3 DATA COLLECTION PROGRAM 

The annual Mann-Kendal test was developed and studied for the weather stations of the province with 
respect to the data in table 2 and the 30 years’ precipitation diagrams. Annual precipitation series were 
studied using the Mann-Kendal test in order to determine a number of precipitation time variations in the 
studied weather stations. 
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Anzali station: Time variations in Anzali station show one increasing oscillation outside the significance 
level and three decreasing oscillations. The first one occurred in 2001 when the annual precipitation was 1502 
millimeters. The next ones were seen in 2015. In 2015, the amount of oscillation was equal to 405 millimeters 
less precipitation compared to the 30 years’ average of 1776 mm and in 2006 this decrease was 300 mm. 

Rasht station: Studying the Mann-Kendal diagram for Rasht reveals two decreasing and three increasing 
trends which are not oscillations in a significant level. Precipitation trend in the 30 years’ statistical period 
indicates a direct line with zero regression coefficients. In other words, this station has experienced a more 
monotonous trend compared to the others. 

 Lahijan station: An increasing trend of precipitation can observe in Lahijan during the 30 years’ period in 
the Mann-Kendal diagram. The diagram for this station indicates a decreasing oscillation out of significance 
level and an increasing oscillation in a period of time which is slightly out of the significance level. This time 
period belongs to 2013-2014. Precipitation in 2013 was 745 mm more than the total average. In 2014, 
precipitation was 95 mm more than the 30 years’ average. 
 

Table 1: Estimative statistics of climate change in Anzali station (Role model). 

 
Rudkhan Castle station: Time variations in Rudkhan Castle station show two increasing and two 

decreasing oscillations out of the significance level. The increasing precipitation trend possesses a regression 
coefficient of 0.01. Decreasing and increasing oscillations are not significant. 

Manjil station: This station has two increasing oscillations out of the significance level and two decreasing 
oscillations which were once out of the significance level in 2012 with a precipitation equal to 230 mm, which 
indicates a 35 mm decrease compared to the 30 years precipitation average. The precipitation trend wasa 

Year Annual Rank ti Sum ofti ti` Sum of ti` E V U E` V` U` 

1986 1981.8 25 0 0 24 242 0 0 0.00 217.50 785.42 0.87 

1987 2336.2 29 1 1 27 218 0.5 0.25 1.00 203.00 710.50 0.56 

1988 1821.1 19 0 1 18 191 1.5 0.91 -0.53 189.00 640.50 0.08 

1989 1566.8 9 0 1 8 173 3 2.1 -1.38 175.50 575.25 -0.10 

1980 1705 13 1 2 11 165 5 4.1 -1.49 162.50 514.58 0.11 

1991 1501.7 6 0 2 5 154 7.5 7.08 -2.07 150.00 458.33 0.19 

1992 2662.1 30 6 8 23 149 10.5 11.08 -0.75 138.00 406.33 0.55 

1993 1566.7 8 1 9 6 126 14 16.33 -1.24 126.50 358.42 -0.03 

1994 1944 23 5 14 17 120 18 23 -0.83 115.50 314.42 0.25 

1995 1787.4 16 3 17 11 103 22.5 31.25 -0.98 105.00 274.17 -0.12 

1996 2098.4 28 8 25 19 92 27.5 41.25 -0.39 95.00 237.50 -0.19 

1997 1760.4 14 4 29 9 73 33 53.17 -0.55 85.50 204.25 -0.87 

1998 1701.9 12 3 32 8 64 39 67.17 -0.86 76.50 174.25 -0.95 

1999 1817.8 18 7 39 10 56 45.5 83.42 -0.71 68.00 147.33 -0.99 

2000 1593.3 10 3 42 6 46 52.5 102.08 -1.04 60.00 123.33 -1.26 

2001 1237.8 1 0 42 0 40 60 123.33 -1.62 52.50 102.08 -1.24 

2002 1785.2 15 8 50 6 40 68 147.33 -1.48 45.50 83.42 -0.60 

2003 1805.4 17 10 60 6 34 76.5 174.25 -1.25 39.00 67.17 -0.62 

2004 1560 7 2 62 4 28 85.5 204.25 -1.64 33.00 53.17 -0.68 

2005 1367.6 2 1 63 0 24 95 237.5 -2.08 27.50 41.25 -0.55 

2006 1473 5 2 65 2 24 105 274.17 -2.42 22.50 31.25 0.27 

2007 1981.2 24 17 82 6 22 115.5 314.42 -1.89 18.00 23.00 0.83 

2008 1921.6 22 16 98 5 16 126.5 358.42 -1.51 14.00 16.33 0.50 

2009 1442.6 4 2 100 1 11 138 406.33 -1.88 10.50 11.08 0.15 

2010 2009.8 27 21 121 5 10 150 458.33 -1.35 7.50 7.08 0.94 

2011 1903.6 21 17 138 3 5 162.5 514.58 -1.08 5.00 4.10 0.00 

2012 1424.8 3 2 140 0 2 175.5 575.25 -1.48 3.00 2.10 -0.69 

2013 1847.6 20 18 158 1 2 189 640.5 -1.22 1.50 0.91 0.53 

2014 1981.5 26 24 182 1 1 203 710.5 -0.79 0.50 0.25 1.00 

2015 1605.1 11 10 192 0 0 217.5 785.42 -0.91 0.00 0.00 0.00 
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decreasing one with a regression coefficient of 0.1 and is consider as the most intense decreasing trend 
among all other stations. 
 

 
Figure 3. Climate change diagram for Anzali station. 

 

 
Figure 4. Climate change diagram for Rasht station. 

 

 
Figure 5. Climate change diagram for Lahijan station. 

 

 
Figure 6. Climate change diagram for Rudkhan Castle station. 
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Figure 7. Climate change diagram for Manjil station. 

 
By studying the Mann-Kendal diagram of the studied stations in the 30 years’ statistical period it was 

found out that there was a precipitation decreasing trend in Anzali and Manjil stations from 1986 to 2015, and 
no increasing trend was observed in Lahijan, Rudkhan Castle, and Rasht stations. Then, in the second 2 
showers are ranked based on the value of Erie's past. Anzali station achieved the highest intensity and 
number lahijan, stations and Rasht second, And Manjil is ranked third. The rest of the stations are not 
changes, and valuation was not. Valuation was based on three groups. Changes were interpolated through 
GIS. And the changes revealed the extent of Guilan. Many studies on climate change with the help of GIS is 
done. Pradeep (2014) conducted a study to evaluate the effects of climate change and its geohydrological 
non-seasonal crops in the watershed through the development of GIS in weather Informatics, Informatics land 
use, water and Informatics growing and Informatics Thumerer (2010) To assess the consequences of sea 
level rise along the East Coast English, depending arc of the GIS data used to determine coastal vulnerability 
to flooding. 

 
Figure 8. Climate change map Guilan. 

 
4 CONCLUSIONS 

Climate change are dynamic processes which its trend is find using different tools and methods in 
different places in the world. It is an ongoing process which has significant impacts on the lives of humans and 
the environment. There are many theories and hypotheses about climate change, from its causing factors to 
its impacts. What we know is that climate change is predominant on earth, but it may weaken or strengthen in 
various parts of the world which depend on the factors that caused it. In the 21st century and especially recent 
decades, climate change has become more intense. Scientists blame industrial activities, agricultural 
development, urbanization, etc. for this phenomenon. They also believe that by increasing inappropriate 
human activities, the crisis resulting from climate change will worsen in all parts of the world. Climate change 
has various impacts on nature and species. The consequences of climate change can be observed in 
variation in the amount of rainfall and wind direction, increase of natural disaster occurrences such as storms, 
whirlwinds and flood, increase of droughts, growth of desert areas, intensification of air pollution, increase of 
duration and intensity of precipitations, raising water levels in oceans and seas, decrease of snow supplies in 
mountains, and so on. On the other hand, the increase in consumption and demand for urban, suburban and 
regional waters lead to an intensification of the climate change phenomenon. Among some of the most 
important impacts of climate change on nature are their effects on plants, generally through the mutual action 
of temperature and carbon oxide raise. However, intense decrease and increase of climatic elements resulting 
from climate change studied in different regions along with its effects. For instance, the monthly average of 
climatic variables including temperature, radiation, and precipitation under the condition of double carbon 
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dioxide in Tabriz predicted using GFDL and GISS General Circulation Methods. The results obtained from 
stimulation climatic conditions using general circulation methods were applied in long-term metrology 
statistics, and then the effects of such conditions on growth, performance and water requirements of sugar 
beet and potato evaluated using OSBOL stimulation model. Various climatic factors such as temperature, 
wind, humidity, evaporation, perspiration and precipitation also have a significant impact on the production 
performance of surface mines. Since the occurrence of these factors is random, it is difficult to control their 
undesirable outcomes. Most scientists believe the increasing amount of carbon dioxide in the atmosphere, 
which is a result of combustion of fossil fuels such as oil, gas, and coal, makes our planet so warm that is not 
explainable with natural changes. As Ronald says, the meteorology pattern analyzed in this study was the 
most complicated pattern studied to date in which some existing doubts from previous predictions that used 
simpler patterns addressed.  

In the present study, five weather stations were picked and studied out of 13 weather stations of Guilan. 
Some tables developed based on the Mann-Kendal method. Also, a diagram obtained based on “U,U” which 
indicates rises and falls from the balance line, and it may beneath or above the significance line. 

“U,U” collide in this rise and fall. This collision might be severe or weak depending on the distance to the 
significance line. When the lines cross the significance line, especially after collisions, climate change occurs, 
and the farther it is from the significance line it becomes more intense. In diagrams for Anzali, Rasht, Lahijan 
and Manjil, they crossed the significance line. In Anzali diagram, all the occurrences that crossed the 
significance line are in negative trend, or in other words, drought. It can observe in the diagram of Rasht that 
this city experienced two consecutive dry years by crossing the significance line twice. In Lahijan diagram, one 
line is above and the other is under the significance line. Manjil station, which holds the fourth rank, is inside 
the negative area below the significance line with a decreasing trend. And in Rudkhan Castle, almost there is 
no crossing of the line, or in other words no climate change. Although there are about five rises and falls in 
every station, none of them is higher than the significance level. The base in the present study is the trend 
below the balance line in the negative area, i.e. an emphasis on drought. The rainfall map of Guilan and rating 
it at the station was found; with maps of climate change on precipitation, stations are not compatible. Climate 
change means that precipitation in the province made changes; the changes will vary from point to point. 

Station rankings determined based on the significance level in drought trend. The force of climate change 
in drought trend is observable in this ranking. Then the locations with climate change determined on the map 
using the GIS software and force of these changes was also pointed out along with their area. The results of 
this study are applicable in all the considerations of the environment, civil engineering, jungles, fishery, 
agriculture, hydrology, and so on. What we know is that areas with intense climate change give us the 
conditions needed to study the changing phenomena, and these phenomena can easily be studied with the 
correlation of climate. 
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ABSTRACT  
 
Open channel discharge can be determined by using different types of measurement equipment. Common 
systems are the current meter and ultrasonic systems. In some fields, even acoustic Doppler current profiler 
(ADCP) and Radar-technology are becoming more popular. Especially for the non-contact Radar systems and 
ultrasonic systems located at the banks on both sides of the river, it is necessary to know the exact value and 
shape of the discharge section area and the velocity profile of the measurement site for determining the 
discharge. In a joint research project with the Wupperwaterboard (Wupperverband) and the Bochum 
University of Applied Sciences, the mentioned measurement systems have been comparatively and 
complementarily applied. By the use of different analyzing and fitting processes, corrected k-Values for the 
computation of the mean velocities out of the measured surface velocities have been derived and the cross-
section for the conducted measurement has been revised. Hence, the deviation between the Radar-
measurement and the comparative systems has been minimized and an optimization of a discharge 
measurement by combining different types of measurement systems has been achieved.  
 
Keywords: Open channel discharge; Radar; ADCP; optimization.  
 
 
1 INTRODUCTION  
 Discharge measurements provide the basis for a variety of tasks in water management processes. The 
generated hydrologic key figures, water level w and discharge Q, are used for different designing- and 
controlling plans as well as for further issues related to water management and infrastructure. These wide 
fields of application and the demand of quality for each measured value, result in preferably accurate 
measurement processes (Morgenschweis, 2010; ISO, 2007). In cooperation with the Wupperwaterboard 
several discharge measurement campaigns were carried out and compared to each other at different 
characteristic gauges for an optimization of the measurement processes and values. Preliminary studies 
showed significant deviations between the systems concerning the hydrometric variables water level w, 
discharge Q, mean velocity vm and the discharge area A. Extended investigations considering the measured 
velocities and water levels at different verticals (resp. cross-sectional area) along the cross-section were 
performed to asses these deviations. The gained information led to a validation and – if required – adjustment 
of the extrapolation methods (k-value) for the Radar-measurement. 
 
2 MEASUREMENT SITE AND DATA BASIS  
 The comparative measurement campaigns were carried out at characteristic gauges, which were chosen 
to transfer the obtained results to similar gauges with mainly analogical cross-section profiles and conditions. 
Subsequently are two of the chosen gauges described. 
 The first site, Hueckeswagen (SHUE), exhibits a partitioned trapezoidal cross-section profile. The 
riverbed is fixed by a rough concrete slab. Both riverbanks are paved with natural stones and show some light 
to thick growth of grass. The mean discharge amounts to 4.06 m³/s with a corresponding water level of 39.4 
cm and a river width of 16.00 m.  
 For the second site, Hummelsheim (SHUM), only the riverbanks are partly equipped with bigger stones. 
There is a natural unpaved river bed. The mean discharge here amounts to 1.68 m³/s. The mean water level 
comes to 35.9 cm with a river width of about 10.00 m. Figure 1 shows both gauges. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5446 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

                         
Figure 1. Measurement sites gauge Hueckeswagen (left) and Hummelsheim (right). 

 
 Several measurements were carried out by the use of the current meter, ultrasonic systems with fastened 
transducers, tracer-, radar- and ADCP-Systems. Depending on the conditions at the measurement site, like 
water level, river width, etc. the systems were applied simultaneously or in quick succession. 
 The data basis for the following investigations was built up by the raw datasets out of the measurement 
systems, as well as the evaluated datasets out of the related software products for the two measurement 
campaigns. Enabling a comparison between the ADCP-measurements and the additional systems, the ADCP-
Datasets were processed by the AGILA software tool referring to LAWA (1991). Here, a reference cross-
section, perpendicular to the main current, is determined and the transects of the ADCP-data are projected 
onto it. Thus, the geometry and the current distribution is evaluated and can be compared (Adler and 
Nicodemus, 2012).  
 
3 DETAILED COMPARISON OF THE MEASUREMENT SYSTEMS 
 The outcomes of the first systematic comparisons of the values A, Q, vm and w, gave rise to a more 
detailed investigation of these parameters, especially the respective velocity distributions and cross-section 
areas. 
 During a discharge measurement, the Radar-system only detects the surface velocity vo. A k-value is 
used to compute the mean velocity vm out of the measured value respectively out of the surface velocity 
distribution. The parameters vm, vo and A were evaluated by the use of comparative measurements with the 
current meter and an ADCP-system. This was done with a view to reassess and possibly correct the used k-
values and the utilized profiles for the discharge computation of the Radar-measurement. 
 
3.1 Comparison between mean velocity and surface velocity 
 For the discharge determination by the use of the Radar-system, the whole discharge cross-section is 
divided into several smaller sections. The Radar-sensor is then centrally arranged for each section, sending 
constant radar waves towards the water surface. There, the signal gets reflected and becomes shifted into 
another frequency than emitted. By the use of the Doppler-effect and the computed frequency shift out of the 
received backscattered signal, the local surface velocity can be calculated for one section (Sommer GmbH, 
2013).  
 The basic idea, using contactless Radar-measurements for discharge determination, is the reproduction 
of the velocity distribution of the discharge cross-section at the surface of a waterbody. Therefore, the mean 
velocity vm for the cross-section is evaluated by the use of the following equation:  
 
 vm,i = vo,i*k [1] 
where,   
 vm,i = mean velocity for each section 

vo,i  = measured surface velocity for each section 
k    = k-value 

 

 
 The required k-value can be taken as a predefined factor in the range of ±0.7 to ±0.9 or can be modelled 
by the use of the actual cross-section (Sommer GmbH, 2013). 
 By means of a rigorous comparison between the mean- and surface velocity out of simultaneously 
performed measurement datasets, the k-values are to be reviewed. 
 For that reason, the mean velocity vm,lot and surface velocity vo,lot for each vertical was computed out 
of the ADCP- and current meter dataset. Figure 2 und Figure 3 show the velocity distribution at the gauges 
SHUE and SHUM.  
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Figure 2. Velocities vm,lot and vo,lot for each vertical, gauge Hueckeswagen. 

 

 
Figure 3. Velocities vm,lot and vo,lot for each vertical, gauge Hummelsheim. 

 
 The comparison of the vm,lot- and vo,lot distribution for the ADCP and Radar-measurement at the gauge 

SHUE (Figure 2) yields only minor changes. In the core area of the cross-section, the mean velocity 
characteristic out of the ADCP-data is a bit higher, referred to the Radar. On average, the values match very 
well. Concerning the surface velocity, only the left and right edges differ between the two measurement 
systems. 

 Comparing the values vm,lot and vo,lot at the second gauge SHUM (Figure 3), the deviations between 
the relative systems are much higher. Both in the core area and in the edges, the values show a considerable 
variance.  

 Continuing, a direct comparison of vo and vm to the Radar-measurement was executed. For every 
section of the Radar-measurement, the mean velocity and the surface velocity of the contained verticals was 
taken to an average value for the whole section (vm,section and vo,section). Afterwards these means were 
compared to the radar-values. Figure 4 till Figure 7 show the comparison and the percentagewise deviation 
for the two measurement campaigns. 
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Figure 4. Velocities vm,section and vo,section for each Radar-station, gauge Hueckeswagen. 

 

 
Figure 5 Deviation between vm,section and vo,section for each Radar-station, gauge Hueckeswagen. 

 

 
Figure 6. Velocities vm,section and vo,section for each Radar-station, gauge Hummelsheim. 
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Figure 7. Deviation between vm,section and vo,section for each Radar-station, gauge Hummelsheim. 

 
 Just like the findings for the mean and surface velocity of each vertical, the average velocities for each 

Radar-section vm,section and vo,section at the gauge SHUE only contain small deviations (Figure 4, Figure 
5). Again, for the left and right edges there are small but noticeable variations. With regard to a tentative k-
value adjustment, the values should be slightly decreased in the edge area, and increased for the core area. 

 As distinguished from the gauge SHUE, the results of the comparisons for the values vm,section and 
vo,section at the second gauge SHUM reveal much taller variations. These variations exist especially in the 
core area. In the edge area, the current meter measurement and the radar measurement fit quiet well. 
However, the ADCP-data differs a lot (40-80%, Figure 7). At this point, further investigations are required 
since for the left edge, measured data could not be gathered by the ADCP-system due to insufficient water 
depth. 

 Thus, there are only recommendations for the k-value adjustment in the core area. Because the mean 
velocities out of the Radar-measurement are set too low, the k-values should be increased for these sections. 

3.2 Comparison of the cross-sectional area 
 The comparisons done before the presented investigations already showed significant variations 
between the discharge cross-sections for the different measurement systems (e.g. gauge SHUM 6-15 %). 
Therefore, a particularly comparison of the discharge cross-section A, used for the Radar-measurements, was 
made in addition to the investigation of the mean velocities.  
 During a current meter measurement, the cross-section is described by the recorded water depths for 
each vertical. The more verticals, the more accurate the profile gets represented (Morgenschweis, 2010; 
Boiten, 2008; LAWA, 1991). By acoustic sampling of the waterbody during the transect from bank to bank, the 
ADCP-measurement however generates a very detailed representation of the measured profile. Figure 8 and 
Figure 9 show the particular discharge cross-sections of the compared measurement system for each gauge. 
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Figure 8. Cross-sections at gauge Hueckeswagen, obtained by using different methods of measurement. 

 

 
Figure 9. Cross-sections at gauge Hummelsheim, obtained by using different methods of measurement. 

 
Regarding the analyses at gauge SHUM as well as the analyses at gauge SHUE, one can notice that the 

actual cross-section is only displayed approximately by the Radar-measurement. The measurement campaign 
at gauge SHUM, especially, shows tall variations between the present cross section and the one used for the 
Radar-measurement (Figure 9). 

As a last step, the simultaneously recorded cross-sections (by ADCP or current meter) combined with the 
k-value adjustment were used for the discharge determination out of the Radar-data. Considering the 
measured surface velocities, the Radar-measurement was then evaluated again. For the gauge SHUE, the 
ADCP dataset was used to compute the discharge cross section for the Radar-measurement. Due to missing 
ADCP-data at the edges of the cross section at gauge SHUM, the discharge cross-section was thereby taken 
out of the current meter dataset. 

3.3 k-value adjustment and evaluation 
Taking into account the adapted cross-section and the velocity distributions (vm,section and vo,section), the k-

values were adjusted for each of the sectors of the Radar-Measurement. Therefore, the mean velocities of the 
ADCP-measurement were compared to the mean velocities of the Radar-Measurement for each Radar-
Station. The k-values then were modified with the result that the differences between these two values were 
minimized. The original and modified k-values, cross-section areas and partial discharges prior to and after 
the adjustment are summarized in Table1.  
 

Table 1. Original and modified k-values, subareas and partial discharges of the 
Radar-measurement at the gauge Hueckeswagen. 

Section 
k-value 
original 

k-value 
modified 

subarea 
original 

subarea 
modified 

partial 
discharge 

orinial 

partial 
discharge
modified 

1 0.792 0.783 1.099 1.008 0.506 0.458 
2 0.823 0.851 1.234 1.109 0.695 0.647 
3 0.823 0.860 1.228 1.118 0.786 0.730 
4 0.823 0.884 1.223 1.220 0.794 0.852 
5 0.822 0.852 1.201 1.220 0.799 0.842 
6 0.821 0.835 1.155 1.196 0.747 0.789 
7 0.820 0.812 1.108 1.167 0.702 0.734 
8 0.796 0.785 1.108 1.075 0.548 0.527 
  TOTAL 9.356 9.111 5.575 5.578 

 
After the Radar-measurement was evaluated once again, the key values A, Q, and vm were compared to 

the comparatively conducted measurements. Table 2 shows the results of the variations between the Radar-
system and the reference-values for the original and adjusted dataset. 
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Table 2. Variations between the Radar-measurement and the reference  
values before a k-value adjustment and including the k-value adjustment 

at the gauge Hueckeswagen. 
 A Q VM 

without k-value adjustment 3 % 1 % 3 % 
including k-value adjustment 0 % 0 % 0 % 

 
The described adjustments, taking into account the customized cross-sections and velocity distributions, 

were also carried out for the second gauge SHUM. Table 3, again, encapsulates the k-values, cross-section 
areas and partial discharges prior to and after the adjustment. 
 

Table 3. Original and modified k-values, subareas and partial discharges of the 
Radar-measurement at the gauge Hummelsheim. 

Section 
k-value 
original 

k-value 
modified 

subarea 
original 

subarea 
modified 

partial 
discharge 

orinial 

partial 
discharge
modified 

1 0.750 0.878 0.521 0.573 0.295 0.383 
2 0.794 0.937 0.862 0.776 0.559 0.622 
3 0.835 0.972 1.062 0.878 0.708 0.707 
4 0.722 0.883 1.201 0.915 0.623 0.541 
  TOTAL 3.609 3.143 2.185 2.286 

 
As already mentioned, the evaluated Radar-measurement was compared again to the other 

measurement systems regarding the values A, Q, and vm. Table 4 displays the results of the comparison for 
the gauge SHUM. 
 

Table 4. Variations between the Radar-measurement and the reference  
values before a k-value adjustment and including the k-value adjustment 

at the gauge Hummelsheim. 
 A Q VM 

without k-value adjustment 15 % 10 % 21 % 
including k-value adjustment 0 % 6 % 7 % 

 
By looking at both Table 2 and Table 4, a significant reduction of the variations between the Radar-

measurement and the conducted reference values can be noticed. 
 
4 CONCLUSIONS 

In the course of measurement campaigns at different gauges, comparative and complementary 
discharge measurements were conducted by use of the current meter, Radar- and ADCP-systems. Through 
preliminary comparisons the values A, Q and vm were systematically evaluated for these systems and yielded 
significant variations. Subsequently, more detailed investigations of the respective values were conducted. In 
the present publication, these investigations were shown especially for the Radar-measurement.  

By comparing both the mean velocities and the surface velocities for defined sections of the discharge 
cross-section, adjustments for the k-values of the Radar-measurement were made. Hence variations between 
the parameters vm and vo, as well as the total discharge were obviously diminished. 

The investigations were carried out at two different gauges with characteristic local conditions. Evaluating 
the comparisons for the first measurement site (SHUE), with fixed riverbed and robust riverbanks, only little 
variations could be noticed between the Radar-measurement and the comparative ADCP-measurement. For 
the second gauge (SHUM), with unsteady cross-section profile, wide variances for the discharge cross-section 
and the different velocity distributions were ascertained. 

It can be concluded, that a periodic review and correction of the cross-section is necessary for gauges 
with appropriate conditions. The corrections can be made for both contactless discharge-measurement 
systems like Radar and ultrasonic transducers, mounted in a cross-section. Furthermore, the conducted 
investigations emphasize the advantages of combining different discharge measurements. The associated 
possibilities of adjustment and corrections entail a significant increase of accuracy and quality for discharge 
measurements. 

Giving an outlook, an evaluation of alternative possibilities for combining different measurement systems 
can be conducted and automatic adjustments for instance of cross-sections or k-values could be developed 
and applied. 
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ABSTRACT  
 
The intense scouring occurring at the interface between fixed and mobile bed can have a strong impact on the 
stability of structures and on the global morphological changes in rivers. Often, this transition is studied in flat 
or mild-slope channels. However, in order to better understand this phenomenon, it is important also to 
understand what can happen in steeper channels. The research presented here focuses on an experimental 
study of scouring at the interface between fixed-mobile beds in a steep channel with a 5% bed slope. The 
experiments are conducted in an 8m long flume featuring a 2m long fixed bed followed by a mobile bed 
portion. Results are captured using two types of cameras: a classical camera capturing 12 pictures per 
second and a high-speed camera capturing 500 pictures per second. The first one is used to capture the bed- 
and water-level evolution during the scouring process. The second one allowed the study of the movement of 
the individual sand particles. The flow is controlled by a fixed discharge upstream and a 0.30m high weir 
downstream. The experiments are run using four different constant discharges. All tests are repeated 3 to 5 
times and showed good repeatability. The results highlighted four different stages in the scouring process as 
well as the links between the velocity field and the evolution of the bed morphology. The experimental results 
are then compared to numerical simulations using a one-dimensional finite-volume model. 
 
Keywords: Erosion processes; flow-structure interactions; flow visualization and imaging; laboratory experiments; 

Particle Tracking Velocimetry (PTV). 
 
 
1 INTRODUCTION 
 Local scouring due the interaction between flow and hydraulic structures is an important phenomenon to 
take into account when studying the stability of hydraulic structures built along rivers. Majority of researches 
focus on the study of the local scour around bridge abutments and piers (Melville et al. 2008; Richardson and 
Richardson 2008). However, the scouring occurring after the transition between a fixed and mobile bed can 
have a tremendous impact on the stability of the downstream structures. 
 During the Sinlaku Typhoon in 2008 in central Taiwan, the Houfeng Bridge, located on the Da-Chia River, 
collapsed due to an important scouring amplified by a transition between fixed and mobile bed (Hong et al. 
2012). During this event, a pipeline, located 20 m upstream of the bridge and originally buried in the bed, 
became visible. The non-erodible protection around the pipe created a transition between this fixed bed and 
the mobile riverbed that generated a deep scour hole downstream. This scour hole weakened the foundations 
of the bridge pillars, leading to their destruction. These transitions between fixed and mobile bed are not only 
occurring around structures. Along the course of a river, portion of non-erodible bedrock in sand beds create a 
similar problem. 
 To simulate these transitions in rivers, the shallow-water equations complemented by the Exner equation 
for the bed evolution are used, often with a non-equilibrium sediment transport model (Daubert and Lebreton, 
1967; Bell and Sutherland 1983; Wu and Wang 2008). To validate these models, well-documented test cases 
are needed. These test cases should include different flow regimes. However, majority of the researches 
currently focus on flat bed or mild slopes (Mohamed and McCorquodale 1992; Iervolino 2005; Savary 2007; 
Zech et al. 2009). The work presented here focuses on the experimental study of the transition between fixed 
and mobile bed in a steep-slope channel, with a slope of five percent. Data on the bed and water level 
evolution as well as on the velocity fields in the scour hole were collected. 
 The paper will be divided as follows. First, the experimental setup and the measurement techniques will 
be presented. Then, the results will be analyzed by isolating the different stages of the erosion process and 
comparing the experiment to a one-dimensional finite-volume model. 
 
2 EXPERIMENTAL SETUP 
 The experiments were conducted in an 8m long and 0.25m wide flume with a slope of 5%. The 8m length 
was divided as follows, from upstream to downstream (see Figure 1): 2.6m of sand (mobile bed), 2m of wood 
(fixed bed), and 3.4m of sand (mobile bed). As the slope is steep, the length of the fixed-bad part, although 
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limited, is sufficient to reach uniform flow conditions before reaching the mobile bed. The sand used has a 
mean diameter (d50) of 1.8mm and a specific weight (ρ) of 2615kg/m3. As the wooden part was much 
smoother than the sand bed, the resulting important discontinuity of the friction coefficient between the fixed 
and mobile bed would have influenced strongly the erosion process. Therefore, to ensure a better continuity of 
the friction factor, a layer of sand has been glued on the wood. Furthermore, the wooden part was not built as 
a rectangle but as a trapezoid, with angles of 60° at the base. Even though the channel is relatively narrow, 
the sidewalls impact on the flow can be neglected, as the depth is small and the sidewalls are made of glass 
and thus have a much lower friction coefficient. 
 The flow was controlled by a fixed discharge upstream and a 0.30m high weir downstream. The 
experiments were run using four different constant discharges (2, 6, 10 and 20 l/s). All tests were repeated 
three to five times to control repeatability. 
 

 
Figure 1. Experimental setup. 

 
3 MEASUREMENT TECHNIQUE 

Results were captured using two types of cameras: a classical camera capturing 12 pictures per second 
and a high-speed camera capturing 500 pictures per second. The first one was used to capture the bed and 
water level evolution during the scouring process. The second one allowed the study of the movement of the 
individual sand particles to evaluate the velocity field in the scour hole. 

The treatment of the images was done as follows. First, the pictures were corrected by removing all the 
distortions due to the lenses of the camera (e.g. fish-eye effect). Then, the sediment particles positions were 
captured by detecting the brightness intensity peaks (Figure 2). These first two steps are used for both 
analyses: bed- and water-level evolution and velocity-field capture. 

To detect the bed level, the picture is first divided into a rectangular mesh.  For each element of the 
mesh, the density of points (the number of particles detected) is determined. Then, the bed level is defined as 
the highest particle in the highest mesh cell with a density higher than the threshold value (Figure 3). For the 
water level, the vertical gradient of brightness is calculated for every element of the mesh. Then, the water 
level is defined as the elevation with the largest gradient and located higher than the bed. The detected bed 
and water levels are represented in Figure 4. 

 

 
Figure 2. Particles capture. 
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Figure 3. Density mesh to capture the bed level. 

 

 
Figure 4. Bed level (black dots) and water level (white cross). 

 
The velocity fields are determined using the Particle Tracking Velocimetry, also known as PTV. This 

method, unlike the Particle Image Velocimetry (PIV), tracks individual particles from one picture to the other. 
To track one particle, three methods are mainly used in the literature: nearest neighbor, pattern tracking and 
path tracking. The first method considers that the particle in the next frame is simply the particle nearest to the 
previous position. It is the simplest method of the three however, in rapid and dense flows, the results are not 
always accurate. The second method was developed by Capart et al. (2002), Instead of matching individual 
particles, group of particles, described by their Voronoi diagrams, are matched. The third and last method was 
first developed by Sethi and Jain (1987). It uses a sequence of pictures to find the trajectories of the particles 
and then correct the tracking by checking the coherence and the continuity of the calculated trajectories. 

To check that the results are repeatable, the measured water and bed levels for three different tests at 10 
l/s after 40s are compared (Figure 5). It can be observed that, even though there are small differences, a good 
repeatability is obtained. 
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Figure 5. Repeatability: results obtained with three different tests at10 l/s. 

 
4 EXPERIMENTAL RESULTS 

When the fast supercritical flow reaches the mobile bed, the erosion process progressively starts, and a 
hydraulic jumps forms when the scour hole reaches a given depth. This jump rapidly evolves to a submerged 
jump with a complex velocity distribution and cyclic flow patterns. This process can be described by four 
distinct stages described below: (1) Attached flow, (2) Stationary hydraulic jump, (3) Surface jet and (4) 
Moving hydraulic jump. 

During the first stage, the flow remains attached to the bed with low erosion and shallow depth. The flow 
field was not captured during this stage, as the water depth is too shallow to allow a correct measurement.  

Rapidly, after the initial formation of the scour hole (in less than one second), a stationary jump is created 
just downstream of the transition (stage 2). This is the main stage of the erosion process, as it lasts 
uninterrupted for 100 s in average. This stage is also the main cause of the intense scouring. As observed in 
Figure 6, the water flows mainly along the bed with a recirculation (the jump) near the water surface. These 
high velocities, close to the bed, have a very strong erosion capacity. 

When the scour hole becomes too deep, the main velocity vectors detach from the bed and become 
horizontal, and a recirculation zone appears at the bottom, close to the bed (Stage 3, Figure 7). The erosion is 
greatly reduced during this regime and the upstream slope becomes milder because, due to the recirculation 
at the bottom, the sand particles are transported upstream. In addition, the length of the scour hole is 
increased. After 2-3 s, when the upstream slope is sufficiently mild again, the flow reattaches to the bed and a 
new hydraulic jump is formed at the downstream end of the scour hole (Stage 4, Figure 8). The erosion 
process is similar to Stage 3, with a low erosion rate and sand particles close to the bed moving in the 
upstream direction. This jump then proceeds to move upstream where it becomes stationary, resulting in the 
situation of Stage 2 again (Figure 6) and the whole process, from Stage 2 to Stage 4, starts again in a cyclic 
way. 
 

 
Figure 6. Velocity field during stage 2 of the erosion process. 
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Figure 7. Velocity field during stage 3 of the erosion process. 

 

 
Figure 8. Velocity field during stage 4 of the erosion process. 

 
The evolution of the scour geometry is summarized in Figure 9 to Figure 11 for the tests with 10 l/s. It can 

be observed that the shape of the scour hole is similar for each time step, the downstream and upstream 
slopes being constant (Figure 9) until the scour depth reached the fixed channel bed (t = 600 s). In addition, 
the maximum scour depth evolves linearly (Figure 10). The longitudinal position of the deepest point, 
illustrated in Figure 11, also evolves almost linearly, showing that the extent of the scour hole progressively 
increases. The influence of stage 3 and 4 on the deepening on the scour hole cannot be observe on Figure 10 
because the deepest scour position reaches the end of the measurement frame before stage 3 appear. 
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Figure 9. Evolution of the scour hole geometry with 10l/s. 

 

 
Figure 10. Evolution of the max scour depth for 10l/s. 

 

 
Figure 11. Evolution of the position of the bottom of the scour hole for 10l/s. 
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5 COMPARISON WITH NUMERICAL SIMULATIONS 
A one-dimensional model based on the Saint-Venant equations and the Exner equation for the bed 

evolution is used to represent the flow. These equations are: 
 

∂A

∂t
+
∂Q

∂x
=0 [1] 

  
∂Q

∂t
+
∂

∂x
ቆ

Q2

A
+gI1ቇ  = gAሺS0-Sfሻ [2] 

  
∂Ab

∂t
+
∂

∂x
ቆ

Qs

1 - ε0
ቇ= 0 [3] 

 
where Q is the discharge, A the wetted area, S0 the bed slope, Ab the area of the sediment bed, Qs the 
sediment transport rate and ε0 the bed porosity. The integral gI1 represents the hydrostatic pressure thrust. 

The sediment transport rate is determined by the Meyer-Peter and Müller (1948) equation:  
 

Qs=8Bටgሺs-1ሻd50
 3  ቆ

RSf

ሺs-1ሻd50
- θcrቇ

1.5

 [4] 

 
where s is the specific gravity of the sediments, d50 the median bed sediment diameter, R the hydraulic radius 
(defined as R = A/P), and θcr the non-dimensional shear stress for initial sediment motion (here the value is 
set at 0.047). According to Garcia (2008), the sediment transport over the entire cross-section is obtained by 
multiplying the unit-width sediment transport by the width B of the channel at the level of the free surface. The 
sediment transport is always considered to be at capacity, equal to the value of [4], if sediments are available.  

The system of equations [1] to [3] is written in vector form as  
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The finite-volume scheme is then solved using a Roe solver with a lateralized treatment of the source 

terms (Franzini and Soares-Frazao submitted). 
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with � the wave strength and � the projection of the source terms defined as: 
 

α = E-1δU [13] 
  

β = E-1S [14] 
 
The matrix E is the matrix of the eigenvectors e and λ are the eigenvalues (wave celerities). The eroded 

area, Ab, is uniformly distributed along the section width.  
Error! Reference source not found. show the numerical results and the experiments after 30s. It can be 

observed that, even though the model is able to capture the creation and deepening of the scour hole, the 
complete erosion occurs on the wooden part and the scour hole is much shorter than observed during the 
experiments. Similar results were presented by Zech et al. (2009) for a case of local scouring on a horizontal 
bed. The shorter scour hole occurs because the sediment transport is considered to be at capacity all the 
time. However, in the reality, some distance is required before the sediment transport rate reaches its full 
capacity. In addition, the model is unable to capture the vertical velocities, being cross-section averaged. Yet, 
in this experiment, the majority of the erosion is created by the 3D velocities, as illustrated in Figures 6, 7 and 
8.  

 

 
Figure 12. Comparison between the numerical model and the experiment for 

10l/s after 30s. 
 
6 CONCLUSIONS 

Experiments of scouring at the transition between fixed and mobile in a steep-sloped channel have been 
presented. During the experiments, the evolution of the bed and water levels were filmed through a side 
window using a suitable digital video camera. It was shown that the scour hole progressively evolves during 
the whole erosion process keeping constant upstream and downstream slopes. The deepest point of the 
scour hole was tracked and it was observed that both the depth and the position of this point evolved linearly; 
the position being progressively pushed in the downstream direction.  

A high-speed camera (500 fps) was used to capture the movement of the sand particles in the scour 
hole. This tracking achieved using PTV (path tracking) allowed to determine the velocity fields during the 
erosion process.  Four different stages were observed during the experiments: (1) attached flow, (2) stationary 
hydraulic jump, (3) surface jet and (4) moving hydraulic jump. The first stage, the attached flow, only occurred 
during the first instants of the experiments as long as the erosion remained limited. The second and most 
important stage, both in terms of duration and erosion capabilities, presented a stationary hydraulic jump with 
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the main flow field close to the bed surface. Then, the third and fourth stages were relatively short and the 
main flow field became horizontal before returning to the second stage, starting a new cycle of stages 2-3-4.  

Finally, the experimental results were compared to a one-dimensional finite-volume model computing the 
sediment transport using the Meyer-Peter and Müller formula and considering equilibrium sediment transport. 
The comparison showed that the model was able to capture the creation and deepening of the scour hole. 
However, the length of the scour hole was not well predicted, the scour hole being too short and located too 
close to the transition between the fixed and mobile beds.  

Future work will focus on an appropriate lag formulation for the sediment transport rate in order to better 
represent the progressive evolution of this transport rate towards the full transport capacity. 
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ABSTRACT  
 
Bore-type flow is often associated with natural hazards such as dam- or dike-breaches, storm surges or on-
land tsunami flow. In this paper, dam-break waves generated by a swing gate are investigated in an attempt to 
model such hazard in laboratory conditions. An analytical framework for the gate motion is presented. The 
motion of the swing gate is analyzed with respect to the parameters, which are counter weight and 
impoundment depth that influence the gate opening time. While the repeatability of the gate opening was 
proven to be very favorable, resulting free surface time-histories showed major influence of the gate opening 
velocity close to the gate. Further downstream, the surface time-histories returned to the theoretically 
prescribed Ritter solution for ideal dam-breaks. 
 
Keywords: Dam-break; extreme flow conditions; swing gate; experimental hydraulics; opening time. 
 
 
1 INTRODUCTION 
 Breaching of dams and dikes represents one of the major threats to human communities downstream of 
impoundment reservoirs or in flood-prone areas. Cautionary examples of dam failure are the collapse of Gleno 
Dam, Italy, induced by structural failure right after initial filling (Pilotti et al., 2011) and Tous Dam, Spain, as a 
result of overtopping (Alcrudo and Mulet, 2007). Aging infrastructure and climate-change related increases in 
flood intensity may further amplify the dam-related risks associated to the sudden release of large volumes of 
water. At the same time, interest in dam-break waves has increased as the resulting water profile is 
comparable to tsunami on-land flow (Chanson, 2009). Dam-breaks have historically been of interest (Dressler, 
1954; Whitham, 1955) and the investigation of the breaching of dams (Wurbs, 1987), the resulting dam-break 
wave and bottom interactions were studied extensively in two or three dimensions (Fennema and H.-
Chaudhry, 1987; Cao et al., 2004; Spinewine and Zech, 2007; Oertel and Bung, 2012). Analytically, the 
sudden removal of a dam impounding (also known as an ‘ideal’ or ‘sudden’ dam-break) a volume of water was 
first investigated by Ritter (1892), who described the spatial and temporal evolution of the wave downstream 
of the dam for a frictionless case with horizontal bottom and rectangular cross-section. 
Laboratory-based investigations of dam-breaks and the resulting waves were predominantly conducted by 
using a rapid vertically lifting gate of planar shape. A pneumatically-driven vertical lift gate mounted to a tilting 
flume was used by Lauber (1997) and Lauber and Hager (1998) to advance the knowledge of dam-break 
waves examining the influence of bottom slope, channel contractions, and viscosity in the wave front. Most 
importantly, Lauber and Hager (1998) provided analytical formula readily available for application and for 
defining wave and velocity profiles. Their work also provided information on minimum removal time of 
vertically moving gates, which is based on a fixed location X=x⁄(k_0=10) downstream of the gate, with x being 
the flow-wise coordinate and h_0 the impoundment depth. The authors also provided a mechanistic 
description of the collapse process after sudden removal of a gate indicating that the bottom particles will 
propagate with nearly wave celerity. Thus, this will become a limiting condition for swing gate openings, where 
the radial gate velocity at the gate tip requires to be at least equal or greater than the wave celerity of the 
impounded water body. 
Following the advances in understanding ideal dam-break conditions with dry and wet downstream conditions, 
bores generated by vertically-moving gates were utilized to study a number of problems related to natural 
hazards and building on the requirements for assuring fully ideal dam-breaks. Soares-Frazao and Zech (2007) 
studied the wave structure interaction between a dam-break wave and an isolated objected placed 
downstream of the impoundment; the authors noted that the opening time of the gate obtained during the 
experiments dropped below the time prescribed by previous research. The effect of an extreme hydrodynamic 
condition on an idealized city layout was investigated by Soares-Frazao and Zech (2008), experimentally and 
numerically. A comparison between experimental and numerical results indicates that truly ideal dam-breaks 
in simulations matched well with those results obtained through experimental work. A popular and educational 
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extension to the dam-break solution of Ritter (1892) was later presented by Chanson (2009) who followed a 
conceptual approach of Whitham (1955) separating the flow into a region of ideal-fluid flow that follows behind 
a tip region that is mostly resistance-dominated; the approach allows to utilize Darcy-Weisbach friction to 
predict the influence of frictional losses in the tip region often observed with experimental research. A study by 
Feizi Khankandi et al. (2012) provided insight into the effect reservoirs with shapes deviating from straight 
channels have on the dam-break wave; more importantly, additional, yet difficult to achieve velocity 
measurements close to the dam-break location were reported. More recently, detailed dam-break experiments 
have been also used to validate three-dimensional Navier-Stokes equations code in the context of coastal 
engineering applications (Lara et al., 2012). All of the above addressed research assumes profound 
knowledge of the detailed opening process of the vertically-moving gate, where guidance was built over a 
number of significant scientific contributions. To the author’s knowledge, similar insight into swing gate 
generated dam-break waves is currently absent, yet greatly needed as the number of facilities equipped with 
such type of dam-break generator is increasing. 
The lower bounds for the opening velocity of a vertically-moving gate, initializing the dam-break, were 
provided by Lauber and Hager (1998). However, most of the vertically-moving dam-break gates were used in 
narrow flumes and the weights of the gate constructions were usually limited in order to minimize cost and 
effort in building the opening mechanisms. A recent cost review of the authors revealed that construction cost 
for vertically-moving gates increases exponentially with flume width, impoundment potential and constrained 
by the prescriptions made to minimize the opening time. As vertically moving gates become less economically 
feasible, in wider flumes or when greater length scales are of interest; more recently rapidly-swinging gate 
mechanisms have been used to initiate a dam break in wider flumes. Nistor et al. (2009) and Nouri et al. 
(2010) investigated the effects of an advancing bore impacting a free-standing, surface-piercing structure 
where the bore was found to resemble flows observed in the context of tsunami on-land flow. The advancing 
bore was generated by a top-hinged gate mounted in a fast-flow facility and the resulting wave front velocity 
was found to agree with findings from numerical modeling. In an attempt to provide benchmark data of boulder 
motion on a sloping beach, Nandasena et al. (2011) and Nandasena and Tanaka (2013) used a hinged gate 
with varying impoundment depth to generate surge-like flow conditions which the authors validated against 
known Froude and Reynolds numbers observed during tsunami and storm events. Although it was concluded 
that good agreement was obtained for those non-dimensional numbers, comparisons with classic analytical 
formula governing the ideal dam-break were omitted. 
The hydrodynamics of the generated wave may, however, differ from those of an ‘ideal’ dam-break as the 
gate motion may interact with the collapsing water column in cases where the opening dynamics are too slow. 
To date, no specific investigation about dam-break waves generated by swing gates in terms of gate 
dynamics and hydrodynamics exists and guidance on the minimum opening velocities is missing. The 
objectives of the present study are a direct outcome of the above presented literature review and include the 
following: 

I. Provide an analytical framework for the motion of swing gates when mechanically-driven. 
II. Present experimental work and the analysis thereof with respect to opening velocities and resulting 

hydrodynamic parameter water surface elevation. 
III. Provide a discussion on swing gate’s usefulness and future research demand in that respect. 

The paper is organized as follows: the section on “Analytical Framework” briefly outlines mathematical context 
in which the swing gate’s motion can be described and how to obtain parameters such as instantaneous 
swing gate velocity and opening duration; the section on “Experimental Setup” details the dam-break flume at 
the University of Ottawa and the instrumentation used in the experiments; results are presented in the 
“Results” section; and finally, the “Discussion” and “Conclusions” sections place the current research in 
context of previous work and detail the potential next steps in examining swing gate motion further. 
 
2 ANALYTICAL FRAMEWORK 

The swing gate under investigation mechanically depicts a two-dimensional (2D) rigid body pivoting 
about one axis (Meriam and Kraige, 2012). For the present system, let ߠ be the angular position coordinate, 
߱ ൌ ሶߠ  be the angular velocity, and ߙ ൌ ሷߠ  be the angular acceleration, where angular velocity and acceleration 
are first and second time derivatives of the angular position coordinate, respectively. For varying angular 
acceleration, as is the case for the swing gate, angular position coordinates are obtained by integrating the 
angular acceleration over time as shown in Eq. [1]: 

 

ሻݐሺߠ ൌ ඵ ݐdߙ
௧೐೙೏

௧బ

 [1] 

 
Reducing the general three-dimensional momentum equation about a fixed point O in space to the 2D-

case yields the following momentum/torque balance: 
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෍ܯ ൌ 0 ൌ ߙைܫ ൅  ௜ [2]ܪ

 
where M depicts the momentum balance, ܫ଴ ൌ ஼ெܫ ൅  ஼ெିை is the moment of inertia with respect to pointܫ

O, ܫ஼ெ is the moment of inertia of the pivoting object about the center of mass, ܫ஼ெିை depicts the additional 
moment of inertia as the object pivots about an axis different from the center of mass based on the parallel 
axis theorem, ܪ௜ collects all externally driving torques such as hydrodynamic forces and gravity forces, 
respectively. Figure 1 provides a systematic sketch of the present system as well as a photograph of the 
swing gate used at the University of Ottawa. Eq. [2] describes the driving external torques, given over time, 
and the total moment of inertia for the swing gate, and yields the angular acceleration. It is straightforward to 
note the moments of inertia as components of the entire swing gate; likewise, based on known gate geometry, 
acting forces and cantilevers are determined. Angular acceleration can be numerically integrated based on 
known boundary conditions, e.g. counter weight, swing gate mass, and impoundment depth. This approach 
allows predicting the overall opening time at predefined swing gate angular position coordinate where 
complete detachment between gate surface water interface is assumed. 
 

 
 

 
Figure 1. (a) Schematic sketch of the swing gate system with counter weight, axis and dimensions. Masses 
and forces are depicted by arrows and denoted are the mass of the gate (gt), of the cantilever (cl), the 
counterweight (cw), as well as the hydrostatic force (hy). (b) Photograph of the swing gate indicating the 
system elements and the release mechanism. 
 
3 EXPERIMENTAL SETUP 
 
3.1  University of Ottawa Dam-break Facility 

The experiments reported herein were performed in the Hydraulics Laboratory of the Department of Civil 
Engineering University of Ottawa, Canada. The experiments were performed in a dam-break flume (DBF), 
30 m long, 1.5 m wide, and 0.70 m deep (Figure 2). The reservoir to impound water was 21.55 m long kept 
behind a swinging gate, which was placed on a 0.20 m false floor. The false floor was covered with fixed layer 
of 0.001 m sand grains, which resulted in an experimentally-determined Darcy-Weisbach friction factor (݂) of 
0.014. The swing gate was manually opened to generate the dam-break wave; various counter weights were 
placed on the top of the gate to aid in the opening of the gate. The waves generated for a number of 
impoundment depths are compared to the analytical solution for dam-break waves in Section 0. The spatial 
origin of the experiment (0, 0) was considered to be the center of the flume at the upstream edge of gate. The 
y-axis was chosen positive in the flow direction, using a right-hand coordinate system, the positive x-direction 
was to the right and the positive z-direction pointed upwards. 
 
3.2   Instrumentation 

Figure 2 depicts the various instrumentation used in the DBF close to the swing gate installed in the 
flume. The sampling rate of all the instrumentation is presented in Table 1. One wave gauge (WG2) was 
placed inside the reservoir (RBR WG-50, capacitance-type) and located 0.01 m upstream of the swinging 
gate. WG2 was used as the reference gauge to determine the reference time for each experiment. The zero 
time of each experiment was considered to be at the time the water level began to drop at WG2. Two other 
wave gauges (WG1 and WG3) were placed at various positions on the false floor to measure the time-history 
of the water level as the dam-break wave propagated through the flume. Before the wave gauges were placed 
in the flume, they were calibrated ensuring ܴଶ values greater than 0.99. 
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Figure 2. University of Ottawa Dam-break Flume (DBF). 30 m long x 1.5 m wide with a swinging gate. 0.70 m 

deep at the reservoir when an impoundment depth of 0.5 m was aimed at, 0.20 m false floor. 
 

Table 1. Instrumentation used in the DBF. 
Instrument Model Sampling Rate Units 

Wave Gauge 
(WG) 

RBR WG-50 Capacitance 1200 Hz WG1 
Akamina AWP-24 1200 Hz WG2, WG3 

Camera 
(CAM) 

Basler AG pil900-32gc 25 Hz CAM1 

HIGH-CAM GoPro Hero4 (1280 x 720) 60 fps CAM2 
 

A high-definition camera (CAM1) was mounted in the flume. CAM1 was mounted center-flume at a height 
of 2.95 m. The area of interest (AOI) of CAM1 extended the width of the flume from y = 3.00 m to y = 8.45 m. 
In addition, a GoPro Hero4 (CAM2) was directed towards an angular scale with its center matching with the 
swing gate axis’ center. A needle was attached to the swing gate axis allowing to either semi-automatically or 
manually read off the time-history of the swing gate opening. A semi-automated algorithm was developed in 
MATLAB to extract time-histories of gate positions (in degree). The workflow for this algorithm comprises 
extraction of single frames of the video recorded by CAM2, image correction (distortion, rectification, cropping, 
warping, shown in Figure 3), image processing (background subtraction, thresholding, edge detection), and 
manual selection of center of swing axis as well as the end of the needle indicator. Trigonometric functions 
allowed to determine the time-history of the opening angle of the gate based on the coordinates obtained by 
the semi-automatic algorithm. Subsequent smoothing of the vectors with a moving-average technique and 
differentiation yielded the opening velocities. As a cross-check, selected experiments were also analysed 
using a manual technique where the average velocity of the gate was determined by utilizing the absolute time 
difference for the gate to pivot by 30° and little difference was found between the two approaches. 
 

 
Figure 3. (a) Sample still image depicting the swing gate fully open, the needle attached and the angular 

scale, (b) Rectified image resulting from image processing techniques allowing to determine 
instantaneous angular positions of the gate during the opening process. 

 
3.3   Experimental Protocol 

The experiments presented in this paper are part of a larger experimental program as a result of a 
collaboration between the University of Ottawa (Canada), the University of Hannover (Germany), and Waseda 
University (Japan). The experiments used in this paper are shown in Table 2. For experiments of the category 
C01, five repetitions were accomplished in order to obtain information on the repeatability of the experiments. 
Each other experiment in the categories C02-C04 was then repeated only once as the primary aim was to 
investigate the gate dynamics. Between each experiment, excess water on the false floor was removed to the 
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point that there was no pools of water. Due to time constraints, the false floor still had a thin layer of water on 
the surface before the beginning of each experiments. As shown in Figure 7, the water had little effect on the 
repeatability of the hydraulic boundary condition. However, the presence of the layer of water may be partially 
responsible for the steeper surge front that was observed during the wave propagation (St-Germain et al., 
2013). 
 

Table 2. Experimental Protocol for tests performed at the DBF in the University of Ottawa. 

Category Impoundment Depth 
[m] 

Counter weight
[kg] 

Experimental Number
[#] 

C01 0.4 15 kg 1-5 
C02 0.2 varying 23-26 
C03 0.4 varying 19-22 
C04 varying 15 kg 19,23,27-29,31 

 
4      RESULTS 
 
4.1  Time-histories of gate angles and opening velocity 

Figure 4 and Figure 5 present time-histories of opening angles and tangential velocities of the swing gate 
as obtained by the methodology described in Section 0 for the categories C02 and C03. Opening angles were 
determined by a semi-automatic method. Time derivatives were computed from the opening angle time-history 
(the angular velocity ݒ௔, Eq. [1]) and by converting the angular velocities yielded into linear velocities ݒ௟௜௡ at 
the lower gate edge (Eq. [2]). 
 

௔ݒ ൌ ௜ߙ∆ ⁄௜ݐ∆  [1] 
  

௟௜௡ݒ ൌ ݎ ∙  ௔ [2]ݒ
 
Where ∆ߙ௜ is the incremental angular velocity, ∆ݐ௜ the incremental time step determined by the inverse of the 
frame rate of the camera CAM2. Opening angle time-histories are presented for two different impoundment 
depth, and firstly, counter weights are varied between 0.0 kg to 15 kg. The resulting opening angle time-
history is a non-linear function over time, which agrees with the analytical model shown in section Error! 
Reference source not found.. While the gravity force exerted by the weight is constantly contributing to a 
force balance, its contribution is governed by the sine function which is determined by the cantilever between 
the weight and the gate axis. 

Generally, it is found that the opening angles depend on the counter weight. The greater weight reduced 
the overall opening time, which the authors defined to be an angle of 30°, while 0° was the angle when the 
gate is closed. Overall opening times varied between 0.31 s and 0.43 s for the largest and smallest weight, 
respectively, for an impoundment depths of 0.2 m. Shorter overall opening times are found for the C03 
category where those times are increased from 0.24 s to 0.33 s, for the largest and the smallest weight, 
respectively. Smaller overall opening times are a result of the additional force from the higher hydrostatic 
pressure at the instantaneous opening of the gate. As a result of the fluctuating measurements of the opening 
angle time-history, some fluctuation is introduced into the tangential velocities found at the lower edge of the 
gate for the investigated cases. Tangential velocities of up to 1.6 m/s and 1.8 m/s are measured for the two 
different impoundment depth and with the highest counter weights used. As outlined by Lauber and Hager 
(1998), the front velocity close to the bottom of the collapsing impoundment front face was close to the wave 
celerity of the impoundment; thus, it is ܿ ൌ ඥ݃ ∙ ݄଴, leading to values of ܿ ൌ 1.98݉ ⁄ݏ  and ܿ ൌ 1.40݉ ⁄ݏ  for the 
impoundment depth ݄଴ of 0.4 m and 0.2 m, respectively. In the case of a swing gate, this observation and the 
theoretical consideration of ideal dam breaks suggest that the opening velocities obtained for the reported 
experiments may have been too slow to prevent interaction between the lower gate edge and the advancing 
wave front entirely. Further research deems necessary to rule out such interaction and to provide mature 
guidance as towards minimum opening velocities. 
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Figure 4. Time-history of (a) opening angles and (b) tangential velocities for a variation of counter 

 weights at a fixed impoundment depth of 0.2 m. Times are referenced to the opening instance  
at which the gate opening is initialized. 

 
Similarly, Figure 6 presents the dependency between the opening angle and tangential velocity time-

histories and the time for case C04 where the counter weight was fixed at 15 kg while the impoundment depth 
was varied. Similar to the previous cases, a non-linear behavior is found for the opening angle time-history; 
yet, here the difference is simply a result of the time-dependent cantilever of the weight to the gate axis. 
Forces exerted on the swing gate by the integral of the hydrostatic water pressure act on the gate only for a 
very short instance at and closely after the gate mechanism is released. The hydrostatic forces, therefore, 
acts as an instantaneous impulse force at the time of gate release; for simplification, one can neglect any later 
energy transfer that may transfer energy while the gate started its motion. It is remarkable that time-histories 
of the opening angles for impoundment depth of 0.1 m and 0.2 m deviate quite significantly from the remaining 
three impoundment depth. A potential reason might be the small resulting hydrostatic force originating from 
the impoundment; secondly, dam-breaks in these experiments might have been slow enough to allow the 
gate-water interface to separate quickly enough to exclude any mutual influences. 
 

 
Figure 5. Time-history of (a) opening angles and (b) tangential velocities for a variation of counter 

 weights at a fixed impoundment depth of 0.4 m. Times are referenced to the opening instance 
 at which the gate opening is initialized. 
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Figure 6. Time-history of (a) opening angles and (b) tangential velocities for a variation of  

impoundment depth and for a fixed counter weight of 15.0 kg. Times are referenced to  
the opening instance at which the gate opening is initialized. 

 
4.2   Repeatability of the Opening Process 

Figure 7 shows the comparison of the water depths in the flume to the Ritter solution for the three wave 
gauges: WG2 (a), WG3 (b), and WG1 (c). As it can be observed in Figure 7, the experimental results closely 
resemble the analytical solution. In the case of the experimental results, the wave arrived later than predicted 
by the analytical solution. The discrepancy is a result of the Ritter solution being calculated for a frictionless 
surface whereas the current experimental surface was rough due to the sand coating. The incoming wave 
front also has a steeper initial front, which was again a result of the bed roughness in the current experiments 
(Chanson, 2006). Additionally, as discussed in Section 0, the presence of a thin layer of water would have 
slowed and steepened the incoming wave front (St-Germain et al., 2013). Most importantly, Figure 7 shows 
that the wave profile was highly repeatable between the experiments. In addition to comparing experimental 
results at the dam-break position to the analytical model of Ritter (1892), results reported by Feizi Khankandi 
et al. (2012) were added for a long reservoir (green circles) and for a trapezoidal reservoir (red circles), 
respectively. Agreement between the experimental data from Feizi Khankandi et al. (2012) and the analytical 
solution show that the experimental data does not match the theory as closely as it could. It is noteworthy that 
the obtained experimental spatial surface elevation at the gate location and upstream does not entirely agree 
with previous research and analytical formula. Based on Ritter (1892), the water depth is fixed at ݄ ൌ 4 9݄଴⁄ . 
While the downstream agreement is very good, a reason for the partial mismatch could be found in the fact 
that the gate is located to the end of the false floor. Hydraulically, the dam-break flow propagating upstream 
through the reservoir quickly extends towards the 20 cm deeper bottom, driven by the shear zone on the 
hypothetical bottom extending the false floor into the reservoir. Analogies from free-surface flow over a 
forward-facing step or over a bottom sill might apply in this case rather than the comparison with the classical 
Ritter solution. In addition, Martin (1990) reported that differences between experimental research and the 
Ritter solution exist, and further argues that reasons lie within the curvature of streamlines close to the dam-
break position. Even larger curvature of streamlines, along with extensive losses at the edge of the false floor 
occur in the current configuration, which may eventually result in the deviation from the theoretical results. As 
further measurement inside the reservoir to elucidate reasons for the deviations were limited due to time 
constraints, further research is required to provide analytical solutions that fully apply to the specific flume 
geometry. 
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Figure 7. Dimensionless time-history of water levels from an initial impoundment depth of 0.40 m 

 comparing the experimental results (solid line) to the Ritter (1892) solution (dashed line).  
(a) Reservoir Gauge (WG2); (b) Y = 5 (WG1); and (c) Y = 15 (WG3). 

 
4.3   Influence of Counter Weight and Impoundment Depth 

Based on the analytical framework presented in Section Error! Reference source not found., the 
torque balance contributing to the instantaneous opening velocity is influenced by both, the counter weight 
and the impoundment depth. Figure 8 presents free-surface time-histories in dimensionless form for two 
locations downstream of the dam-break gate, comparing to the Ritter solution. The figures depict cases in 
category C03 where firstly a variation of the counter weights was tested. For the downstream location ܻ ൌ 3, it 
becomes apparent that agreement between the theoretical and the experimental results are good; with 
decreasing counter weight, the agreement becomes less favorable. As a larger counter weight generally 
results in shorter opening time, it is conjectured that counter weights smaller than 15 kg led to opening times 
too long to allow for a proper detachment of the gate surface from the impounded water volume. While this 
conclusion holds for closer proximity to the dam-break gate, it can be observed that no differences between 
the tests are noticeable for a downstream location of ܻ ൌ 10. Also, the comparison with the theoretical Ritter 
solution reveals an excellent agreement further down the flume.  
 

Figure 8. Dimensionless time-history of water levels for an impoundment depth of 0.4 m at two different 
distances from the gate and for four different counter weights attached to it. Experimental results are 

indicated by a solid line and the Ritter (1892) solution is a dashed line. (a) Downstream distance to gate 
Y=y/h0=3, and (b) Y=y/h0=10 

 
While the deviation at the wave front is due to the roughness of the flume’s false floor surface, time-

histories of surface elevation follow closely the theoretically predicted values. As the wave front and its tip 
region is highly friction-dominated and governed by high turbulence, it can be assumed that the higher 
temporal surface gradients at the location closer to the gate resulted in excess turbulence, thus dissipation for 
this case was higher. The larger energy dissipation is therefore also believed to be the reason for the “self-
correction” effect observed between ܻ ൌ 3 and ܻ ൌ 10. 
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Figure 9 provides information about the influence of varying impoundment depth, while also considering 
the contribution to the torque balance ascribed in Section Error! Reference source not found., has on the 
temporal evolution of the free surface time-history downstream of the gate. Results of category C04 
experiments were analyzed and it becomes evident that hydrostatic forces exerted by the impoundments 
when released by the gate have a smaller influence on the overall gate dynamics. Close to the gate, at 
location ܻ ൌ 3.43, all of the time-histories are below the predicted theoretical water level. Deviations between 
theoretical and experimental values increase with decreasing impoundment depth, as would have been 
predicted based on the analytical framework. With decreasing impoundment depth, less torque was 
contributed to the opening dynamics, allowing less-than-ideal interaction between the collapsing impoundment 
front surface and the opening gate. While closer proximity water levels fall short of the predicted values, 
opposite was observed for the gauge position ܻ ൌ 10.0 where larger values than predicted are found. Firstly, 
this is a surprising observation, and its explanation is difficult as the wage gauge WG2 directly at the gate 
recorded corrupted data in some of the experimental runs. It is thus speculated that a combination of viscosity 
effects (Lauber and Hager, 1998) and excess surface gradients accelerating the wave front in between to two 
locations are responsible for this behavior. 
 

Figure 9. Dimensionless time-history of water levels for an impoundment depth of 0.4 m at two different 
distances from the gate and for four different impoundment depth stored behind. Experimental results are 
indicated by a solid line and the Ritter (1892) solution is a dashed line. (a) Downstream distance to gate 

Y=y/h0=3.43, and (b) Y=y/h0=10 
 
DISCUSSION AND CONCLUSIONS 

This paper presents the results of a study examining the dynamics of a swing gate releasing an 
impounded volume of water. This opening mechanism has not been studied before with respect to resulting 
opening velocities and how these will influence downstream dam-break characteristics. Although this study 
has revealed remarkable repeatability related to downstream surface elevation time-history, remaining 
inaccuracies probably originate from the release mechanism that posed challenges to the gate operator; 
particularly in cases where smaller impoundment depth or low counter weights were tested. Future studies 
may be required to look into release mechanisms that depend less on the operator’s ability to release the 
impounded volume of water than was the case in this study. In addition, it is noted that the main difference 
between the dam-break solution of Ritter and the geometric constraints applying to this work was related to 
the forward-facing step over which the dam-break flow propagates. It cannot be ruled out that losses 
generated by flow separation and vortex evolution on the edge of the false floor contribute to the deviations 
found in this study. 

Based on the recorded data and their analysis, the authors have drawn the following conclusions: 
1) Swing gate dynamics is governed by a mechanistic momentum balance that allows for the 

prediction of opening time by numerical integration of angular acceleration. 
2) Experimentally determined opening times are dependent on the two factors, impoundment depth 

and counter weight; opening times between 0.24 s and 0.43 s were found. 
3) Longer opening times have an influence on downstream free surface time-history that particularly 

showed close to the swing gate. Further downstream, surface elevation time-history returned 
towards the theoretically described profile, revealing the flow’s ability to adopt through turbulent 
dissipation and viscous effects. 
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ABSTRACT  
 
In recent years, tilt current meters (TCMs) have received renewed attention as they provide an inexpensive 
method for measuring currents in the coastal zone. However, previous studies focused mainly on current 
dominated flows or the current component of the flow. This study investigates the performance of tilt current 
meters in wave-dominated flows and capturing the wave orbital velocities. A series of laboratory experiments 
were performed in which tilt current meters were used to measure flow velocities in pure current, pure wave 
and combined wave-current flows. Both spherical and cylindrical TCMs were investigated in order to assess 
the effect of TCM shape on its performance. The measured TCM tilt is compared with the flow velocity 
measured by conventional methods. Furthermore, the ability of a TCM to measure wave orbital and wave-
averaged velocities is discussed.  

 
Keywords: Tilt current meter; observational techniques; surf zone; coastal hydrodynamics. 

 
1 INTRODUCTION   
 The tilt current meter (TCM) is an old measurement technique, which uses the tilt of a tethered object as 
an indicator for measuring current speed in water. Although the technique had been replaced by more 
advanced and accurate methods such as acoustic Doppler velocimetry, it is now again receiving attention as it 
provides an inexpensive alternative to the costly acoustic techniques. Due to the availability of low cost 
accelerometers, magnetometers and microcontrollers, it is now possible to construct a TCM for a cost well 
below 100 USD. Since TCMs are also easy to deploy, they allow researchers to obtain velocity measurements 
with a larger spatial resolution than what would have been possible using acoustic instruments. 
 With this as the motivation, several studies have recently studied the performance of TCMs in different 
coastal flows (Figurski et. al., 2011; Lowell et. al., 2015; Marchant et. al., 2014; Radermacher et. al., 2015). 
The flows considered have mainly been tidal flows with current speeds smaller than 1 m/s. One exception is 
Figurski et al. (2011) who used a TCM to estimate wave conditions by looking at the standard deviation of the 
TCM tilt. Results from previous studies show that TCMs can deliver quite good accuracies (0.05m/s, Marchant 
et. al (2014) or 2% Lowell et. al. (2015)). These results encourage further development of the use of TCMs so 
that they might be applied to measure under a wider range of flow conditions. 
 We are interested in extending the use of TCMs so that they may also be used to measure velocities in 
and around the surf zone. The surf zone presents a very challenging environment with very large flow 
velocities, unsteady flow due to wave orbital motion and significant turbulence. In order to be able to measure 
such flows, it is necessary to develop a TCM with a measurement range much larger than the previous ones 
and which performs well even in unsteady flow.  
 This paper presents an experimental study of the behavior of spherical and cylindrical TCMs. The 
objective of this study is two-fold. First, we examine how varying the proportions of a cylindrical TCM affects 
the relationship between tilt angle and flow velocity in order to optimize the measurement range. Secondly, we 
examine how well a given TCM performs in unsteady flows with either pure wave motion or combined waves 
and currents. 

 
2 MEASUREMENT PRINCIPLE 
 A TCM estimates the flow speed (ܷ) from the measured tilt angle (ߠ). This requires the relationship 
between tilt angle and flow speed (here referred to as the response curve) is known. A theoretical response 
curve can be determined by considering the force balance in the angular direction (see Figure 1) between the 
in-line force (ܨ௫) and the net buoyancy force (ܨ஻) acting on the TCM.  
 
 

݊ܽݐ ߠ ൌ
௫ܨ
஻ܨ

 
[1] 
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The net buoyancy force can be expressed as 
 
஻ܨ		  ൌ 	݃ሺܸߩ െ݉ሻ [2] 

 
   
where ߩ denotes the density of the water, ݃ the acceleration of gravity, ܸ the volume and ݉ the mass of the 
floatation body.  
 In steady current, the in-line force is solely due to drag. The drag force on a spherical TCM exposed to 
steady current is from a geometrical perspective insensitive to the tilt angle and can be expressed as 
 
 

௫ܨ ൌ ஽ܨ	 ൌ
1
2
 ଶܷܣ஽ܥߩ

[3] 
 

   
 Here, ܥ஽is the drag coefficient and ܣ is the frontal projection area of the floatation body.  
 Inserting the expressions for the forces ([2] and [3]) into equation [1] and solving for ܷ gives 
 
 ܷ ൌ ݊ܽݐ√݇  [4] ߠ

 
   
where ݇ is a function of the TCM properties (essentially mass and diameter) as well as the drag coefficient 
 
 

݇ ൌ ඨ
2݃ሺܸߩ െ ݉ሻ

ߩ ஽ܥ ܣ
 

[5] 
 

   
 Hence, the shape of the response curve is the same for all spherical TCMs but the steepness will 
increase with increasing ݇. Although the theoretical response curve goes to infinity when the tilt angle 
approaches 90°, in practice a TCM will only give useful results up to a certain angle that then defines the 
measurement range of the TCM. Equations [4] and [5] thus show that the larger and lighter a TCM, the larger 
the measurement range. 
 

                      
Figure 1. Definition sketch. Left: Spherical TCM with indication of current speed, tilt angle and 
forces on the floatation body. Subscript ߠ indicates projection onto the angular direction. Right: 

Cylindrical TCM with indication of tether length, cylinder length and diameter. 
 
 The drag coefficient will generally vary considerably with Reynolds number (ܴ݁ ൌ  but in the ,(ߥ/ܷܦ
range 1·103 < ܴ݁ < 2·105

, the drag coefficient for a smooth sphere assumes an approximately constant value 
between 0.4 and 0.5 (Schlichting and Gersten 2017). A gradual variation in the drag coefficient affect the tilt 
response but this can be accounted for and hence does not pose a problem for the flow measurement. 
However, an abrupt change in the drag coefficient as experienced for a stationary sphere at the drag crisis 
would result in a vertical step in the response curve. This discontinuity will cause a range of velocities to give 
the same tilt angle and hence be undistinguishable by the TCM. When designing a TCM, it is therefore 
important to ensure that the drag crisis occurs outside of the desired measurement range. 
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 In an unsteady flow the relationship between flow speed and tilt angle becomes considerably more 
complicated since inertia forces can potentially be of importance, the TCM itself is moving and the natural 
frequency of the TCM may coincide with frequencies in the flow causing resonance. The combined drag and 
inertia forces are described by the Morison equation (Sumer and Fredsøe, 2006) and depend on both the flow 
velocity and acceleration relative to the TCM. The relative importance of the drag force and inertia forces can 
be described by the Keulegan-Carpenter number 
 
 

ܥܭ ൌ
ܷ௠ܶ
ܦ

 
[6] 

 
   
where ܷ௠ is the maximum wave orbital velocity, ܶ is the wave period and ܦ is the diameter of the body. The 
drag force becomes increasingly important and the inertia forces less so as ܥܭ is increased. For example, a 
fixed cylinder may be considered drag-dominated for ܥܭ numbers larger than 20-30 (Sumer and Fredsøe, 
2006). This suggests that inertia may be neglected as long as the TCM is sufficiently small. 
 The natural frequency of the TCM may be calculated by considering the TCM as an oscillator damped by 
viscous friction and inertia forces (Sumer and Fredsøe, 2006). Hence, the natural frequency is given as 
 
 

௡݂ ൌ
1
ߨ2

ඨ
݃ሺܸߩ െ݉ሻ
ሺ݉ܮ ൅݉′ሻ

 
[7] 

 

   
where ܮ is the tether length, ݉ᇱ ൌ  ,௠ (= ½ for a sphereܥ is the hydrodynamic mass of the TCM and ܸߩ௠ܥ
hence ½ ≤ Cm < 1 for l ≥ 0 in an ideal fluid) is the hydrodynamic mass coefficient. If the TCM is exposed to 
wave motion with frequencies close to its resonant frequency it may resonate which could result in a 
frequency dependent response. To avoid this, the TCM should be chosen to have a resonant frequency that is 
significantly larger than the frequencies of the waves. 
 When choosing a TCM for measuring currents and wave orbital motion in the surf zone, one is faced with 
a number of challenges: (1) The measurement range should be relatively high, reaching several meters per 
second; (2) The ܥܭ numbers should be large; (3) The drag coefficient should not experience abrupt change 
and (4) The natural frequency should be considerably higher than the wave frequency. 
 One way of increasing the achievable measurement range of a TCM is to make it cylindrical. In this case, 
the angle of attack of the flow on the floatation body changes with the tilt angle. An analytical expression for 
the tilt response of a cylindrical can be obtained by applying the cross flow principle (Sumer and Fredsøe, 
2006) according to which the drag force in the angular direction should be calculated by only considering the 
component of the flow which is orthogonal to the cylinder. This gives the expression 
 
 

஽,ఏܨ ൌ 	
1
2
஽ሺcosܥߩ ߠ ܷሻଶܣ 

[8] 
 

   
For the cylindrical TCM, the theoretical expression for the response curve then becomes 
 
 

ܷ ൌ 	݇ඨ
tan ߠ
cos ߠ

 

[9] 
 

   
where ݇ is given by the same expression as for the sphere but with the volume and frontal projection area 
relevant to the cylinder. It is important to note that ܣ is the frontal projection of the floatation body when the 
TCM is in the vertical position. Due to the factor cos  in the denominator of equation [9], the response curve ߠ
for a cylinder becomes considerably steeper than for a sphere with the same value of ݇ thus giving a larger 
measuring range. The drag coefficient, however, will be different for the cylinder. For Reynolds numbers in the 
range 1·103 to 3·105 an infinitely long smooth cylinder has a drag coefficient between 1.0 and 1.3 (Schlichting 
and Gersten, 2017). This suggests that the drag coefficient increases and causes a reduced impact of the 
change in geometry. 

 
3 EXPERIMENTAL SETUP  
 The experiments were carried out in the hydraulic laboratory at the Technical University of Denmark 
(DTU) in a 3m wide, 1m deep and 35m long current flume. The flume was equipped with a carriage mounted 
on rails, which run along the length of the flume. The TCMs were mounted on a streamlined frame that was 
attached to the carriage. For low velocities (less than 1.4m/s), constant currents were simulated by towing the 
TCMs through still water. Higher velocities were simulated by generating a current in the flume and then 
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towing the TCMs against the current. By utilizing both the movement of the carriage as well as the flow in the 
flume, it was possible to test the TCMs in current speeds up to approximately 2m/s. The duration of each of 
the steady current tests was 20 seconds or more depending on towing speed. 
 The TCMs consisted of a hollow plastic floatation body attached to the end of a tether made from a 
carbon fiber tube (2mm outer diameter). The tether was attached to an instrument box through a joint made 
from silicone tube. Tilt angle and direction were measured with a 3-axis accelerometer placed inside the 
floatation body and logged at the highest frequency possible (approximately 20Hz). The flow velocity relative 
to the TCM was measured using a combination of an Armfield H33 propeller velocimeter mounted on the 
carriage and a laser distance meter, which recorded the position of the carriage at a frequency of 25Hz. 
 A total of 1 spherical and 12 “cylindrical” TCMs were tested in the experiments (see Table ). The 
floatation bodies of the cylindrical TCMs were circular cylinders with semispherical endings (see Figure 1). 
The properties of the cylindrical TCMs were varied by varying the tether length and the cylinder length. Three 
tether lengths (ܮ) and four cylinder lengths (݈) were tested. The spherical TCM was included mainly as a 
reference since it can be viewed as a cylinder with ݈ = 0. 
 Tilt angles were determined by comparing the instantaneous acceleration vector to the acceleration 
vector measured when the TCM was at rest in the vertical position. Comparing the vertical acceleration 
vectors between consecutive tests showed changes in direction of a few degrees in the direction of the flow in 
the preceding test. This is interpreted as a symptom of some stiffness in the joint. 
 

Table 1. Properties of the tested TCMs. The optimal cylindrical TCM has been highlighted.	݉∗ ൌ  	ܸߩ/݉
denotes the dimensionless mass of the floatation body. The small difference in diameter, and hence KC 

numbers, between the sphere and cylindrical TCMs has no practical significance for the measurement range. 
Type ࡸ [mm] ࢒ [mm] ࡰ [mm] ࢂ [cm3] ࡭ [cm3] ࢓ [g] ࢔ࢌ ∗࢓ ࢑ [s-1] 

Sphere 15 0 30 14 7 5 0.44 0.35 1.11 
Cylinder 50 25 32 37 16 22 0.38 0.60 1.30 
Cylinder 100 25 32 37 16 22 0.37 0.60 0.94 
Cylinder 150 25 32 37 16 22 0.36 0.60 0.77 
Cylinder 50 50 32 57 24 28 0.43 0.49 1.42 
Cylinder 100 50 32 57 24 28 0.42 0.49 1.06 
Cylinder 150 50 32 57 24 28 0.41 0.49 0.88 
Cylinder 50 100 32 98 40 41 0.46 0.42 1.38 
Cylinder 100 100 32 98 40 41 0.45 0.42 1.10 
Cylinder 150 100 32 98 40 41 0.44 0.42 0.93 
Cylinder 50 150 32 138 56 53 0.47 0.39 1.28 
Cylinder 100 150 32 138 56 53 0.46 0.39 1.05 
Cylinder 150 150 32 138 56 53 0.46 0.39 0.92 

          
 
4 RESULTS 
 
4.1 Steady current 
 The spherical TCM was first tested in steady current to document the presented measurement principle 
and serve as a reference when comparing to the different cylindrical TCMs. The measured tilt response is 
shown in Figure 2 (left panel). The right panel shows the apparent drag coefficient calculated using equation 
[4]. The apparent drag coefficient of approximately 1 that was observed for tilt angles between 10 and 60 
degrees was larger than the value of approximately 0.5 (normally found for a fixed smooth sphere). This 
agrees well with observations made by Williamson and Govardhan (1997) who found a 100% increase in drag 
coefficient due to vortex-induced oscillations of the sphere. In the present case, the drop in apparent drag 
coefficient observed at very small tilt angles was found to coincide with a reduction of the amplitude of the 
vortex induced oscillations. Despite this, there was a good agreement between the theoretical expression ([4]) 
with ܥ஽ = 1 and the measured tilt response for tilt angles up to 60°. 
 For larger velocities, the tilt angle continued to increase approximately linearly. Quite remarkably, this 
steady increase continued up to tilt angles larger than 100° corresponding to the TCM pointing slightly 
downwards. This behavior cannot be explained by the analytical framework presented above. However, the 
present results suggested that the measurement range of spherical TCMs effectively extended up to tilt angles 
of 100°.  
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Figure 2. Results from the experiments with the spherical TCM in steady current. Left: Tilt response 

shown together with theoretical response curve ([4]) for ܥ஽ = 1. Right: Apparent drag coefficients. 
 
 Figure 3 shows the measured tilt responses for the tested cylindrical TCMs. Each panel shows TCMs 
with the same cylinder length but with different tether lengths. Included in each panel is also the theoretical 
response curve ([9]) corresponding to ܥ஽ = 1.5. This facilitates easy comparison between panels. The results 
show that the tether length has little to no effect on the tilt response. Only panel a (݈ = 2.5cm) shows some 
effect of the tether length namely that increasing the tether length results in a flattening of the response curve 
(increased drag coefficient).  
 Comparing the four panels (a to d) in Figure 3 shows the effect of extending the length of the cylinder. 
The shortest cylinder with ݈ = 2.5cm (panel a) has a tilt response similar to that of the spherical TCM in the 
sense that it is relatively flat for tilt angles larger than 60°. As the cylinder length increases, the general 
tendency is for the response curve to become steeper for tilt angles larger than 60° and flatter for tilt angles 
smaller than 60°. The behavior for tilt angles less than 60° could be expected since the drag coefficient for a 
cylinder is larger than for a sphere.  
 At very large tilt angles, some of the cylinders showed a “drop-off” where the tilt response suddenly 
increased dramatically. This suggests a sudden increase in the apparent drag coefficient similar to what was 
seen for the spherical TCM at tilt angles larger than 60°. Although this is not necessarily a problem for the 
velocity measurement, it does suggest that one should be cautious if using the TCM to measure in this 
velocity range.  
 The shape of the response curve of the long cylinders is undesirable as it gave a very high accuracy for a 
small range of velocities but a very poor accuracy in the rest of the measurement range. In fact, Lowell et al. 
(2015) who used a very long cylindrical TCM reported that for tilt angles larger than 70° they were unable to 
detect changes in the current speed. Thus, there is a clear trade-off when selecting the cylinder length; 
spheres or very short cylinders give rather small measurement ranges while long cylinders give larger 
uncertainties. Of the cylinders tested in this study, the one with 10 = ܮcm and ݈ = 5cm is considered to be the 
optimal as it provided the largest measurement range while still giving a nicely shaped tilt response. The 
theoretical response curve was not a perfect match to the measured response curve. However, improved 
accuracy of the TCM was obtained by fitting a curve to the measured data and using this to estimate flow 
velocities based on measured tilt angle. This is utilized in the following.  
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Figure 3. Results of tests with cylindrical TCMs exposed to steady current. Left: Tilt response including 
analytical response curve ([9]) for ܥ஽ = 1.5. a) ݈ = 25mm, b) ݈ = 50mm, c) ݈ = 100mm, d) ݈ = 150mm. 

 
 Figure 4 shows the tilt response of the optimal cylindrical TCM together with that of the spherical TCM. 
The figure shows that choosing this cylindrical TCM instead of a sphere gives a general steepening of the 
response curve but the main benefit occurs above 60°. It should be noted that whereas the spherical TCM 
was very lightweight in its construction, the cylindrical TCM was heavier and could potentially be optimized. 
The potentially achievable measurement range of a 32mm cylindrical TCM with ݈ = 50mm is also shown in 
Figure 4. 
 

 
Figure 4. Comparison of observed tilt responses for the spherical 

and the optimal cylindrical TCM. The dashed line indicates the 
expected response curve of the optimal cylinder if it were 

constructed as lightweight as the sphere. 

b) 

c) 

a)  

d) 
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4.2 Pure waves 
 The optimal cylindrical TCM was tested in a range of different wave conditions with periods ranging from 
1.7 to 30 seconds. KC numbers ranged from around 30 to 300. The TCM has a natural frequency of 
approximately 1.06s-1, which is larger than the largest wave frequency (0.6s-1). Therefore, resonance is not 
expected to be an issue.  
 Figure 5 shows corresponding values of tilt angle and maximum orbital velocity (crosses). The figure 
shows that there is good agreement between the tilt response found in pure waves and the one found in pure 
current.  
 

 
Figure 5. Results from the tests with the optimal cylindrical TCM (100=ܮmm and ݈=50mm) in pure wave 

motion. Left: Tilt response plotted together with tilt response found for current tests. Right: Ratio of velocity 
predicted by the TCM and the actual velocity plotted against ܥܭ number. Dashed lines indicate the standard 

deviation in pure current (ܥܭ ൌ 	∞). 
 
 A closer examination of the TCM behavior in waves was done by considering the ratio ܷ௠,௖/ܷ௠, where 
ܷ௠,௖ is the amplitude of the orbital velocity estimated by applying the steady current response curve to the 
measured tilt angles. It should be noted that this ratio is directly related to the ratio of the drag coefficient in 
steady current (ܥ஽,௖) and in waves (ܥ஽,௪). Combining equations [5] and [9] gives the relationship as 
 
஽,௪ܥ 

஽,௖ܥ
ൌ 	 ൬

ܷ௠,ఏ

ܷ௠
൰
ଶ

 
 

[10] 

   
 The comparison in Figure 5 (right panel) shows that the predicted amplitude of the orbital velocity agreed 
very well with the actual one for ܥܭ numbers larger than 100. For ܥܭ number smaller than 100, the TCM 
tended to underestimate the velocities slightly. With increasing ܥܭ number, the unsteady flow became 
increasingly drag-dominated approaching the steady current case, hence the result is as expected. However, 
it is important to note that this experimental setup does not reproduce the horizontal pressure gradients 
present in real wave motion that give rise to the Froude-Krylow force (Sumer and Fredsøe, 2006). 

 
4.3 Combined waves and current 
 The TCM performance in combined waves and currents was tested by running a steady current in the 
flume while moving the carriage in a sinusoidal motion. Two current speeds of 15cm/s and 46cm/s were 
tested. Each of these was combined with a test series of wave conditions which approximately corresponded 
to those considered for the pure wave case.  
 In the same way as was done for the pure waves tests, the performance of the TCM was evaluated by 
considering the velocities close to the peaks of the wave orbital motion. However, in the case of combined 
waves and current, it was found necessary to consider the forestroke of the wave (current and wave flow in 
the same direction) separately from the backstroke (current and wave flow in opposite directions) since TCM 
performance was different for the two. For the forestroke, it was found that the steady current response curve 
gave a good estimate of the peak velocities (Figure 6). During the backstroke, however, the TCM tended to 
underestimate the magnitude of the peak orbital velocity.  
 The observed behavior has yet to be explained. Possible reasons are that this is the result of the flow 
regime; stiffness in the joint as noted in the section on the experimental setup or the relative turbulence level 
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affecting the apparent drag. In the surf zone, current and waves are often at an angle to each other. 
Furthermore, the turbulence levels in the surf zone may affect the apparent drag coefficient. Hence, it is 
concluded that the logical next step is to carry out a field validation rather than exploring the discrepancy in 
the laboratory. The discrepancy may not present an issue in the field as this situation may not be present. The 
TCM for a field validation in the surf zone should be chosen to have a measurement range that covers the 
expected orbital flow velocities. Then both the orbital velocities and the wave-averaged velocities can be 
measured provided the above-mentioned issue is absent or has been resolved. In the surf zone, one may 
experience large cross-shore orbital flow velocities and small longshore currents. In this case, it may be 
important to choose the smallest possible measurement range in order to ensure adequate measurement 
accuracy for the longshore current. This is due to the shape of the response curve at small tilt angles and 
hence small flow velocities. 
 

 
Figure 6. Tilt response observed in the wave-current 

tests with the optimal cylindrical TCM. 
 
5 CONCLUSIONS 
 The behavior of spherical and cylindrical TCMs was investigated with the objective of finding a TCM 
suitable for use in the surf zone. The main requirement for a TCM is measurement range of several meters 
per second and also able to capture the unsteady flow of the wave orbital motion. 
 A large measurement range could be achieved by increasing the size of the TCM. However, the size of 
the floatation body should be kept small to give large ܥܭ numbers in ensuring a drag-dominated unsteady 
flow. Additionally, it is desirable to have a relatively constant apparent drag coefficient and necessary to have 
relatively high natural frequency. 
 The benefit of a cylindrical floatation compared to spherical floatation body was demonstrated. The 
results showed that a short cylinder gave a considerable increase in the measuring range without increasing 
diameter. For long cylinders, the response curve became very flat for tilt angles smaller than 60° while for 
larger angles the response curve became so steep that it would give very large uncertainties in the velocity 
estimate. The effect of tether length was investigated, but it was found to be negligible for the present cases. 
Out of the 12 TCMs considered in the present study, the one with tether length 10cm (3.1 = ܦ/ܮ) and cylinder 
length 5cm (݈/1.6 = ܦ) was found to be preferable. 
 This cylindrical TCM had a response curve in waves similar to the one in steady current. The noticeable 
discrepancies were found, as expected, for small ܥܭ values (100 > ܥܭ). The response curve in combined 
waves and current was similar to the steady current response curve, when the current and wave was in the 
same direction; however this response curve tended to underestimate the flow speed when the current and 
waves were in opposite directions.  
 Overall, the present findings show that it is possible to choose a TCM so that it is able to capture both 
mean current and orbital flow velocities as experience in the surf zone.  
 The present study, however, only considered unidirectional flow whereas the current is expected to often 
be almost orthogonal to the wave motion in the surf zone. The turbulence levels in the in the surf zone could 
be an issue as well as the apparent drag coefficient may change. Such conditions are hard to establish in the 
laboratory. Therefore, the next step shall be to carry out a field validation of the described TCM.  
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ABSTRACT 

 
The propagation of positive surges in rivers and open channels is a highly unsteady turbulent process, with 
intensive sediment scouring and mixing. Despite its ecological and engineering significance, systematic 
physical studies of the unsteady turbulent characteristics of tidal bores remain limited. The present 
investigation performs ensemble-averaged velocity measurements using an array of two Vectrino II Profilers 
to investigate the vertical and transverse variability of the instantaneous velocity field during the propagation of 
breaking bores in open channel flows. Results highlight satisfactory performances of Vectrino II Profilers in 
highly unsteady turbulent open channel flows. Rapid longitudinal deceleration, transient recirculation and large 
velocity fluctuations in all directions are observed with the bore passage. The vertical velocity increased then 
decreased with the sharp free-surface rise. The transverse velocity data highlighted drastic transverse 
motions of bores and existence of large vortical structures in the flow. Overall, the results suggest that the 
propagation of tidal bore is a highly unsteady turbulent process, and a three-dimensional phenomenon. The 
process is associated with large fluctuations in all velocity components, as well as formation of large vortical 
structures and intense turbulent mixing in the wake of the surge. 

 
Keywords: Open channel flow; turbulence; velocity profiling; unsteady flows. 

 
 

1 INTRODUCTION 
 A sudden rise of water depth in open channel flows induced by the rapid closure of a downstream 

regulation gate is called a positive surge. In nature, a positive surge could occur during spring tide period in a 
funnel-shaped estuary with large tidal range and low freshwater level. This phenomenon is also called a 
compression wave or a tidal bore. Figure 1 illustrates the breaking tidal bore in the Qiantang River (China). To 
date, there are estimated to be over 400 rivers and estuaries where tidal bores were found, including all 
continents except for Antarctica (Chanson, 2011). The propagation of a tidal bore is an unsteady turbulent 
process, with intense shear and mixing underneath. The strength and shape of a bore is characterized by its 
Froude number Fr1 defined as: 

 
 

 





1
1
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V U
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g d
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where V1 is the initial flow velocity positive downstream, U is the bore celerity positive upstream, g is the 
gravitational acceleration (equals to 9.80 m/s2 as in Brisbane, Australia), d1 is the initial water depth. When Fr1 
< 1, a tidal bore cannot form. When 1 < Fr1 < 1.3-1.4, the bore is undular, characterized by a smooth free-
surface rise and a train of secondary quasi-periodic waves (Treske, 1994; Koch and Chanson, 2008; Leng 
and Chanson, 2017a; 2017b). When Fr1 > 1.5-1.6, the bore is fully breaking, with a turbulent breaking roller 
and energetic white water splashes (Hornung et al., 1995; Leng and Chanson, 2017a; 2017b). 

 Herein, new experiments were conducted to study the unsteady turbulent characteristics of breaking 
bores in a systematic manner under controlled flow conditions. The experimental channel was a relactively 
large rectangular tilting flume. The breaking bores were generated by rapidly and fully closing a downstream 
Tainter gate and propagated upstream. An array of two NortekTM Vectrino II Profilers were mounted side-by-
side at mid-channel for velocity measurements. The two Profilers were equipped respectively with a fixed 
down-looking probe and a flexible probe mounted in a side-looking fashion. The present physical study aims 
to: (1) validate the performances of two Vectrino II Profilers when conducting velocity measurements 
simultaneously in an array under highly unsteady turbulent flow conditions; and (2) study the vertical and 
transverse distributions of the three-dimensional velocity characteristics associated with propagations of 
breaking bores. 
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Figure 1. Photographs of tidal bores in natural rivers: breaking bore in Qiantang River, Jiuxi, China 

(20/09/2016) – Bore propagation from left to right. 
 

2 EXPERIMENTAL FACILITY AND INSTRUMENTATIONS 
 

2.1 Experimental flume and instrumentations setup 
 The flume was 19 m long and 0.7 m wide rectangular prismatic, with glass sidewalls, a smooth PVC 

invert and an adjustable bed slope. Water was supplied by an upstream water tank through a smooth 
convergent intake into the test section. The discharge was measured by a magneto flow meter with an 
accuracy of 10-5 m3/s. The measured discharge was frequently checked against the brink depth db at the end 
of flume. A fast-closing Tainter gate was located near the downstream end at x = 18.1 m, where x was 
measured from the upstream end. The gate closure time was within 0.2 s, so that no effect would be caused 
by the closing mechanism on the bore properties. Figure 2a shows a sketch of the flume with all experimental 
apertures and instrument mountings. 

 During the steady flow period before the gate closure, the water depths were measured using point 
gauges with an accuracy of 0.001 m. In unsteady flows, water depths were recorded using a series of acoustic 
displacement meters (ADMs) (Fig. 2b). A MicrosonicTM Mic+35/IU/TC unit was located at x = 18.17 m 
immediately downstream of the Tainter gate. Further nine MicrosonicTM Mic+25/IU/TC units were spaced 
along the channel from x = 17.81 m to 1.96 m. All ADMs were calibrated against point gauge measurements 
and the sensors were sampled at 100 Hz on the channel centerline. 

 The velocity measurements were performed using an array of two NortekTM acoustic Doppler velocimeter 
Vectrino II Profilers. The fixed-head Profilers (Hardware ID VNO 1366, firmware ID 1950, referred to as 
Profiler 1) was validated and used previously by Leng and Chanson (2017a,b). Herein, it was used to 
measure velocity at the same time as a validating reference of the newly introduced Profiler, called Profiler 2. 
The Profiler 2 (Hardware ID VNO 1436, firmware ID 1950) was equipped with a flexible head, mounted in a 
side-looking fashion. Both Profilers used coherent Doppler processing technology, and had a three-
dimensional head, which is able to record velocity in the longitudinal, transverse and vertical directions. Both 
Profilers were configured to quasi-simultaneously sample the velocity at 100 Hz for 35 sampling points in 35 
mm profiles (Note that the physical experiments were conducted prior to the introduction of any 
manufacturer’s re-calibration and probe upgrade). The sampling profile of Profiler 1 was arranged in the 
vertical direction, and in the transverse direction for Profiler 2. The first point of each sampling profile was 
located 40 mm from the probe central emitter. Figure 2c shows dimensioned sketches of the two Profilers and 
the arrangement of their sampling profiles. 
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Figure 2. Definition sketch of the experimental facility. 

 
The two Profilers, 1 and 2, were mounted at x = 8.5 m and 8.425 m respectively. The velocity range was 

set to ± 1 to ± 1.5 m/s, and the sampling frequency was 100 Hz. Figure 3 shows the setup of the two Profilers 
during unsteady turbulent velocity measurements. At the lowest vertical elevation, the sampling profile of 
Profiler 1 covers z = 1 – 35 mm with z = 0 at the channel bed. Whereas the sampling profile of Profiler 2 was 
arranged to be orthogonal to that of Profiler 1, located at z = 30 mm, which was the lowest possible elevation 
with this setup. During the present study, the relative distance between the two Profilers’ sampling profiles 
remained constant longitudinally, transversely and vertically. This setup was tested and chosen based upon a 
series of systematic experiments to ensure minimum interactions between instruments and adequate 
correlations between two sets of velocity signals. Both Profilers were synchronised together with all 10 ADMs. 
The synchronization between instruments was within ± 1ms. 

 The steady flow data of both Profiler signals were post-processed by the MATLAB program VTMT 
version 1.1, designed and written by Becker (2014). In steady flows, the post-processing included removing 
data with averaged correlation values less than 60% and averaged signal to noise ratio less than 5 dB. The 
phase-space thresholding technique developed by Goring and Nikora (2002) was applied to remove spurious 
points. In unsteady flows, the above post-processing technique was not applicable (Nikora, 2004; Person. 
Comm.; Chanson, 2008; 2010; Koch and Chanson, 2009) and raw data was used directly for analysis. 
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Figure 3. Photograph and dimensioned sketch of the profilers setup viewed in elevation. 

 
2.2 Experimental flow conditions 

Since the propagation of tidal bores is a highly unsteady turbulent process, a time-averaging technique 
would not be meaningful. Hence, ensemble-averaged measurements were necessary, where experiments 
were repeated 25 times for each controlled flow condition and the results were ensemble-averaged. Table 1 
summarises the experimental flow conditions for ensemble-averaged measurements conducted with an array 
of two Profilers. In Table 1, So is the bed slope, Q is the initially steady water discharge, d1 is the initial water 
depth at x = 8.5 m before the bore arrival, h is the gate opening after the rapid closure, y is the distance 
measured from the right side wall, B is the channel width which equals to 0.7 m, throughout and U was the 
bore celerity. 

 
Table 1. Experimental flow conditions for velocity measurements using an array of two profilers. 

 
o 

Q 
(m3/s) 

d1 
(m) 

h 
(m) 

z/d1 
Profiler 1 

z/d1 
Profiler 2 

y/B 
Profiler 1 

y/B 
Profiler 

2 

U 
(m/s) 

Fr1 

Present 0.101 0.174 0 0.01-0.20 0.17 0.5 0.46-
0.51 

1.15 1.52 

Study 0.101 0.176 0 0.09-0.28 0.26 0.5 0.46-
0.51 

1.11 1.50 

 0.101 0.176 0 0.23-0.43 0.40 0.5 0.46-
0.51 

1.18 1.55 

 
3 VELOCITY MEASUREMENTS IN THE INITIALLY STEADY FLOW 

 
3.1 Presentation 

 A NortekTM Vectrino II profiling velocimeter is a relatively newly developed instrument which is more and 
more broadly in the laboratory and field. Compared to traditional NortekTM Vectrino+ acoustic Doppler 
velocimeter (ADV), the advantage of a Vectrino II Profiler is its ability to simultaneously measure the 
instantaneous velocity in a profile, containing up to 35 sampling points with a minimum size of 1 mm. The 
performance of a Vetcrino II Profiler in steady and unsteady flows were previously documented by Craig et al. 
(2011), Zedel and Hay (2011), MacVicar et al. (2014), Dilling and MacVicar (2017), Leng and Chanson 
(2017a; 2017b). Leng and Chanson (2017b) found satisfactory performances of the Vectrino II Profiler in 
highly-fluctuating turbulent steady and unsteady flows, and was relatively accurate in estimating the time-
averaged instantaneous velocity at high frequency (up to 100 Hz). Issues with the Profiler included erroneous 
points (weak spots) at certain positions beneath the flow, where velocity data were not meaningful. Other 
issues included wrong estimation of velocity variances and Reynolds stresses except at the sample “sweet 
spot”. Overall, previous experimental results for application of a Vectrino II Profiler in turbulent flows were 
encouraging, while careful post-processing and validation were required. 

 Steady flow measurements were herein performed under controlled flow conditions to test the 
performance and data quality of the newly introduced Profiler 2. The same methodology was used to check 
and validate the performance of Profiler 1, and was documented in Leng and Chanson (2017b). Steady flow 
experiments were conducted using Profiler 2 at a range of vertical elevations (z/d1 = 0.17 – 0.86) and 
transverse locations (y/B = 0.22 to 1.00) under the same flow conditions as in Table 1. The results were 
compared to previous measurements using ADV - an instrument which has been carefully validated against 
Pitot tube and proven to be accurate in steady and unsteady turbulent flows (Koch and Chanson, 2005; Leng 
and Chanson, 2017b). Figure 4 shows the comparison between the Profiler 2 results (y/B = 0.48 – 0.52) and 
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previous ADV measurements (Leng and Chanson, 2016a) in steady flows. The ADV data was collected under 
the same flow conditions at about the same elevations and on the channel centerline. Note that the ADV data 
was sampled at 200 Hz for 60 s, whereas Profiler 2 was sampled at 100 Hz for 90 s. 

 

 
Figure 4. Transverse profile of time-averaged longitudinal velocity, velocity fluctuations with comparison to 

ADV data (Leng and Chanson, 2016a); ADV data measured at a point on the channel centerline. 
 

3.2 Results 
 For the tested range of vertical elevations,  the Profiler 2 gave good estimation of time-averaged velocity 

for a majority of sampling points in a transverse profile. The velocity magnitudes agreed well with previous 
centerline ADV data at similar vertical elevations. A few outliers were observed as marked in Figure 4. These 
error points were also observed in past studies by Zedel and Hay (2011), MacVicar et al. (2014), Dilling and 
MacVicar (2017), Leng and Chanson (2017a; 2017b). The number and proportion of these outliers were small, 
usually less than 5 points for a 35-point sampling profile, and thus can be easily removed before further 
analysis. 

 Previous studies highlighted inaccurate estimation of root-mean-square (RMS) of the velocity data using 
a Vectrino II Profiler (Zedel and Hay, 2011; MacVicar et al., 2014; Dilling and MacVicar, 2017; Leng and 
Chanson, 2017a; 2017b). The present study found spurious shapes and values in terms of the velocity RMS v’ 
especially for the longitudinal component (Fig. 4). Only a small portion of the transverse profile was associated 
with meaningful values of velocity RMS close to the ADV data (y/B = 0.48 – 0.50). A few outliers were 
highlighted between y/B = 0.48 – 0.49 (~ 5 points). The transverse and vertical velocity components were 
associated with better quality data, however with an unreasonable curvy shape of the profile. 

 Overall, for the experimental range of vertical and transverse locations, Profiler 2 demonstrated good 
approximations of time-averaged velocity for the majority of sampling profile, and reasonable velocity RMS at 
the sampling “sweet spot” (typically at the middle or 1/3 of the sampling profile). The error points, where time-
averaged velocity was not well estimated, occurred at different numbers and locations as the sampling 
location varied. It would be hard to predict the occurrence of these points. However, for a fixed location, the 
presence of error points were consistent, i.e. always at the same point in a profile with repeating experiments. 
This important feature enabled fast quality control to be carried out. Namely a wide range of transverse and 
vertical locations needs to be experimented first to know the number and location of error points, then a 
location with least number of error points can be selected for further experiments. Herein, the vertical and 
transverse ranges for ensemble-averaged experiments in Table 1 were selected based upon these steady 
flow results. 

  
4 ENSEMBLE-AVERAGED MEASUREMENTS USING AN ARRAY OF TWO PROFILERS  

 
4.1 Ensemble-averaged velocity characteristics 

Typical ensemble-averaged time-variations of the longitudinal, transverse and vertical velocity 
components measured by the array of two Profilers are shown in Figure 5. The results of Profiler 1 show data 
at different vertical elevations in a sampling profile, whereas the results of Profiler 2 show data at different 
transverse locations. The ensemble-median free-surface elevation is shown in Figure 5 with black diamond 
symbols to indicate the arrival of the bore. The dimensionless time equals to 0 at the instance of gate closure. 
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Figure 5. Ensemble-averaged time-variations of the longitudinal Vx, transverse Vy and vertical Vz velocity 

components measured by Profiler 1 (left) at z/d1 = 0.17 (red), 0.09 (black) and 0.03 (yellow), and Profiler 2 
(right) at y/B = 0.47 (red), 0.48 (black) and 0.50 (yellow); ensemble-median velocity marked by solid lines, 

velocity fluctuations ∆V = (V75-V25) marked by dotted lines; ensemble-median depth denoted by black rounded 
symbols. 

 
The velocity data in the initially steady flow prior to the bore arrival highlight clearly the presence of a 

bottom boundary layer, where the velocity magnitudes increase with higher vertical elevations (Fig. 5). On the 
other hand, the data of Profiler 2 show decreasing velocity magnitudes with increasing transverse distance 
from the right side wall in steady flow, indicating the sidewall boundary layer. 

Overall, the ensemble-average longitudinal velocity measured by both Profilers shows simultaneous 
deceleration associated with the rapid increase in water depth, indicating the arrival of the bore. A recirculation 
velocity is often observed at low vertical elevations (z/d1 < 0.5 - 0.6) marked by the negative transient 
longitudinal velocity at the end of declaration during the propagation of breaking bores (Chanson and Toi, 
2015; Leng and Chanson, 2016a). Present study highlights longitudinal recirculation velocity measured by 
both Profilers up to a vertical elevation of z/d1 = 0.4. This finding is consistent with past studies. 
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The velocity fluctuations are characterized by the difference between the third and first quartiles (V75-V25), 

marked by dotted lines in Figure 5. For a dataset with Gaussian distribution, this difference (V75-V25) would be 
equal to 1.3 of the standard deviation (Spiegel, 1972). The longitudinal velocity fluctuations are associated 
with sharp increases recorded by both Profilers as the bore passed, except at the end points of a sampling 
Profiler (z/d1 = 0.03 and y/B = 0.50), highlighted by the yellow dotted lines. Past experiments documented 
issues with Profilers in estimating velocity variances at the end points of a sampling profile (Craig et al., 2011; 
Zedel and Hay, 2011; MacVicar et al., 2014). At the other locations within the profile, the longitudinal velocity 
fluctuations reach a maxima shortly after the arrival of the bore. This maximum velocity fluctuation and its time 
lag relative to the bore arrival were previously observed in both ADV and Profiler 1 measurements (Leng and 
Chanson, 2016a; 2017b). The velocity fluctuations and the associated time lags in the longitudinal directions 
are very close to past measurements using an ADV or Profiler 1. 

The ensemble-averaged transverse velocity measured by both Profilers fluctuates drastically as the tidal 
bore passes. The data measured by Profiler 2 show an abrupt increase and then decrease shortly after the 
arrival of the bore. The steady flow transverse velocity shows larger fluctuations and mean values, highlighted 
by the Profiler 2 data, as compared to Profiler 1 data. The larger mean values could be a result of slight tilt of 
the probe head due to direct flow impact on the receivers. The comparatively large fluctuations may be 
caused by some reflection of the acoustic signal on the channel bed, as the receiver associated with the 
transverse and vertical velocity components was placed very close to the bed. The transverse velocity 
fluctuations measured by Profiler 1 are larger than the velocity magnitudes, and are comparable to the velocity 
magnitudes measured by Profiler 2. Some very large oscillations in transverse velocity fluctuations are 
highlighted at the later stage of the early flood tide phase after the bore passage, with amplitudes twice as 
large as the velocity magnitudes (Fig. 5, dotted lines). This could be associated with some transverse 
recirculation and mixing, linked with some large-scale vortical structures. 

The vertical velocity components show a rapid acceleration and deceleration associated with the bore 
arrival, as measured by both Profilers. The data of Profiler 2 is associated with larger fluctuations at all 
locations, possibly caused by the acoustic reflection near the bed. The vertical acceleration measured by 
Profiler 2 seems to be more abrupt and sharp. The fluctuations in the early flood tide flow after the bore 
passage are higher in the measurements of Profiler 2 compared to those of Profiler 1. Both Profilers 
measured vertical velocity fluctuations twice the magnitudes of the vertical velocity. With Profiler 2, all 
locations show large increase in fluctuations associated with the passage of the bore. Peak fluctuations are 
reached shortly after the bore passage. 

 
4.2 Discussion 
 The ensemble-averaged velocity characteristics measured by the two Profilers at almost the same 
location were compared (z/d1 = 0.17, y/B = 0.50 with ∆x = 0.075 m). Figure 6 shows one set of the results. 
The steady longitudinal velocity before the bore arrival shows smaller velocity magnitude measured by Profiler 
2, which is 20% lower than that of Profiler 1. This could be caused by the interactions between the two 
instruments. During the rapidly-varied flow phase with the bore passage, the two Profilers show results which 
are almost identical, with the same deceleration gradient and almost the same recirculation velocity 
magnitudes at the end of deceleration. During the early flood tide phase immediately after the bore passage, 
the ensemble-averaged longitudinal velocity components measured by the two Profilers are very similar, with 
almost no difference in terms of the magnitudes and variations with time. 
 The ensemble-median transverse velocity shows some large fluctuations following the arrival of the bore. 
A peak in transverse velocity was observed for both Profiler measurements. The two peaks of the two 
instruments has a dimensionless time difference of 2.7, corresponding to a time difference of 0.36 s and a 
longitudinal distance of 0.41 m (local bore celerity = 1.14 m/s). Hence, this time lag is not caused by the 
difference in bore arrival times at the two instruments but by the transverse motion of the bore. This could be 
confirmed by the ensemble-averaged vertical velocity data of the two Profilers. Both Profilers show an abrupt 
acceleration and deceleration of the vertical velocity with the bore passage. The results of the two Profilers 
have almost overlapped during the acceleration then deceleration phase, highlighting a maximum vertical 
velocity nearly at the same time. 
 The velocity fluctuations show general trends of increase with the bore arrival in all directions measured 
by the two Profilers. Profiler 1 measurements highlight maximum velocity fluctuations occurred shortly after 
the bore arrival in the longitudinal, transverse and vertical directions for most of the data sets. Profiler 2 
measurements are generally associated with larger velocity fluctuations in all directions compared to Profiler 1 
measurements. Some data are associated with peaks in velocity fluctuations, and are more commonly 
observed in the transverse and vertical components. 
  To sum up, the array of measurements highlights rapid longitudinal deceleration, transient recirculation 
and large fluctuations in the transverse and vertical velocity components. The transverse velocity data 
highlight rapid transverse motion of the bore, possibly linked with large vortical structures near the fluctuating 
free-surface. The results are combined to show that the propagation of a tidal bore is a three-dimensional 
process, with turbulent properties rapidly-varied in all three directions. 
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Figure 6. Ensemble-averaged time-variations of the longitudinal (a), transverse (b) and vertical (c) 
velocity components measured by Profiler 1 and 2 at z/d1 = 0.17, y/B = 0.50, x = 8.5 m and 8.425 m 

respectively. 
 

5 CONCLUSION 
 New experiments were conducted in a relatively large size facility to study the unsteady turbulent 

properties of tidal bores propagating in open channel flows using an array of two ADV Profilers. Two NortekTM 
ADV Vectrino II Profilers were deployed to sample simultaneously at close range the turbulent velocity 
characteristics in vertical and transverse profiles. Ensemble-averaged measurements were performed, where 
experiments were repeated 25 times for each controlled flow condition and the results were ensemble-
averaged. Present studies demonstrated that both Profilers gave satisfactory performances in highly unsteady 
turbulent flows when sampled simultaneously and close to each other. Some interactions existed between the 
two Profilers, causing an underestimation of ensemble-averaged velocity data by Profiler 2 in the initially 
steady flow. However the interactions did not affect the rapidly-decelerating flow phase and unsteady flow 
phase after the bore arrival.  

 The propagation of breaking bores was associated with a rapid longitudinal deceleration, transient 
recirculation and large velocity fluctuations in all directions. The vertical velocity increased then decreased 
with the sharp free-surface rise. The transverse velocity data in vertical and transverse profiles highlighted 
some differences, indicating transverse motions of bores and existence of large vortical structures. Overall, 
the results suggested that the propagation of tidal bore is a highly unsteady turbulent process, and a three-
dimensional phenomenon. The process was associated with large fluctuations in all velocity components, 
formation of large vortical structures and intense turbulent mixing in the wake of breaking bores. 
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ABSTRACT  
 
Knowledge about critical shear stress and erosion rates of cohesive sediments are fundamental to establish a 
sustainable sediment management in rivers worldwide. However, compared to non-cohesive sediments the 
incipient motion of cohesive sediments is more complex given the large number of interacting physical, 
chemical and biological parameters. This article describes a novel method to measure erosion rates in 
laboratory flumes using photogrammetric methods in a high spatio-temporal resolution. In addition, a Vectrino 
profiler is applied to account for changes in Reynolds shear stresses given the changing roughness of the 
sediment surfaces. The results show that the photogrammetric method allows for the detection of minimal 
erosion volumes of <10 mm³ on a surface of 8000 mm², while the Vectrino profiler proved to be a suitable 
device considering the influence of roughness on bed shear stresses. 
 
Keywords: Cohesive sediments; critical shear stresses; erosion rates; photogrammetry. 
 
 
1 INTRODUCTION  

The investigation of critical shear stress and erosion rates of cohesive and mixed non-cohesive/cohesive 
sediments has a long history and is still a challenging research field given to the complex interactions among 
the involved physical, chemical and biological processes and parameters (e.g. Krone, 1999; Black et al., 2002; 
Gerbersdorf et al., 2005; Mostafa et al., 2008; Grabowski et al., 2011; Gerbersdorf and Wieprecht, 2015; 
Noack et al., 2016). In fact, the erosion of cohesive sediments is of high relevance for many hydraulic 
engineering issues such as sediment management in reservoirs and estuaries, riverbank stability, siltation of 
harbors and artificial waterways among others (e.g. Zhu et al., 2008). It is due to its complexity that no general 
analytical theory for the erosion of cohesive sediment has been developed yet. Consequently, field and 
laboratory experiment are required to investigate the erosion behavior of cohesive sediments (e.g. Black et al., 
2002). In principal, the available measurement techniques can be subdivided into in situ devices and 
laboratory experiments. However, both obtained results are often difficult to interpret and compare because of 
the immense variations of specifically applied devices and the high spatial and temporal variability of field 
conditions (e.g. Amos et al., 1992; Debnath et al., 2007). In the last decades, different approaches to measure 
critical shear stress and erosion rates have been conducted using open flumes, closed tunnels or annular 
flumes (e.g. Aberle, 2008). In order to detect critical shear stresses, usually the discharge is increased in small 
increments until incipient motion is observed. Subsequently, the critical discharge is assigned to a critical 
shear stress based on a hydraulic calibration function (Q-τ-relation), which for example can be obtained by 
previous high-resolution LDA measurements. To derive the erosion rates in laboratory flumes, several 
methods have been developed. For the ‘SEDflume’, the erosion volume is recorded over time by the upward 
movement of a sediment core. Therefore, the operator continuously moves the sediment core in upward 
direction to level the sediment-water interface with the bottom of the flume (McNeil et al., 1996). Afterwards, 
the erosion rate is derived by dividing the erosion volume and time. Jacobs et al. (2011) use a sediment trap 
downstream of the sediment sample to record the erosion volume visually for each discharge step. 
Subsequently, the total mass is proportionally divided over the steps to obtain an erosion rate. Another 
commonly used method is the measurement of the suspended sediment flux assuming that the erosion rate is 
equivalent to the resuspension rate. But several studies have proven that for cohesive/non-cohesive mixtures, 
bed load is the dominating transport type during the erosion process (e.g. Mitchener and Torfs, 1996; Aberle 
et al., 2003; Debnath et al., 2007; Righetti and Lucarelli, 2007). However, the detection of erosion volumes 
has also its limitations. Usually, the monitoring of bed evolution over time implies a change in roughness 
because the erosion of aggregated sediments leads to a severe structuring of the sediment surface. 
Correspondingly, the bed shear stress is affected by the change of roughness. Other non-flume based 
methods are presented in Walder (2015). For example the jet erosion test (JET), (Hanson and Cook, 2004), in 
which a jet of water is directed normal to the sediment surface and is deflected radially outward resulting in a 
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scouring process or the hole erosion test (HET, (Wan and Fell, 2004), which was developed for purposes of 
characterizing piping erosion. 

At the hydraulic laboratory of the Institute for Modelling Hydraulic and Environmental Systems (IWS), 
University of Stuttgart, erosion volumes of cohesive sediments and non-cohesive/cohesive sediment mixtures 
have been investigated in the SETEG-fume (Kern et al., 1999; Noack et al., 2015) for more than 15 years. In 
the SETEG-flume, the erosion rates have been derived from measured erosion volumes over time using 
computer-assisted image analyses (SEDCIA, Sediment Erosion Rate Detection by Computerized Image 
Analysis, (Witt and Westrich, 2003), see also section 2).  

In this study, we present significant advancements of the SETEG-flume by: (i) optimizing the monitoring 
of erosion volumes over time using a photogrammetric method; and (ii) a continuous recording of flow velocity 
measurements to calculate the Reynolds shear stress over time to account for the effect of changing 
roughness on bed shear stresses. This allows not only an improved spatio-temporal description of the erosion 
behavior of cohesive sediments but also the consideration of changing bed shear stress due to varying 
roughness.  

 
2 METHODS 

2.1 The erosion flume at the hydraulic laboratory of IWS (SETEG) 
The SETEG-flume consists of a pressurized rectangular flume (length 8.32 m, width 0.145 m, height 0.10 

m) which has a test section with an open bottom, through which cylindrical sediment cores (13.5 cm in 
diameter) can be inserted that are subsequently exposed to the flume’s flow . Thereby, the cores are inserted 
from below and moved up stepwise by a jack stepping motor, until the core surface is flush with the flume 
bottom. To detect the critical shear stress, the adjustable discharge is increased continuously until 
entrainment of sediment particles from the sediment surface can be observed. The resulting critical shear 
stress is then determined by a hydraulic calibration function (Q-τ-relation), which is obtained by previous high-
resolution LDA measurements. For vertical profiles, the measurements are conducted at depth intervals of 1.0 
to 5.0 cm. Figure 1 shows a schematic overview of the current SETEG-system.  

 

 
Figure 1. Schematic overview of the SETEG- system to measure depth-dependent critical shear stresses and 

erosion rates in the hydraulic laboratory of the IWS, University of Stuttgart. 
 

2.2 Measuring of erosion rates 
The former applied SEDCIA-method consists of a semiconductor laser (light source) that projects 30 

laser lines onto the sediment surface. Those laser lines are continuously photographed by a CCD-camera 
during the erosion experiments. Using computer-assisted image-analyses of subsequent snapshots, the 
sediment surface is recalculated by a bilinear interpolation algorithm. Considering the time interval between 
the two photographs, the eroded volume is determined in relation to time. Hence, the system accounts for 
both suspended load and bed load in contrast to other approaches that estimate the erosion rate solely by the 
changes of the suspended load. However, the spatio-temporal resolution of the recordable erosion volumes is 
limited because of the minimal detectable erosion volume is approx. 40 mm³ on a surface area of 8000 mm². 
Another limitation is that the SEDCIA-system requires an adequate identification and numerical reproduction 
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of the line deviation after the erosion process. Missing parts and inaccurate line reproductions can lead to 
massive errors in erosion volume detection. 

To improve the system, a novel photogrammetric method is developed at the IWS. For this purpose, the 
SETEG-flume is equipped with a new semiconductor laser as light source, which projects a pseudo-random 
pattern of 24.000 light points on the sediment surface (approx. 300 points/cm²). To measure erosion volumes, 
the displacement of each projected light point is analyzed for consecutive time-steps (images) using a dense 
optical flow algorithm from the OpenCV library (Open Source Computer Vision). The light source is placed 
above the sediment surface in flow direction in an angle of 35° to a vertical line, while the new CMOS-camera 
with a temporal resolution of 10 Hz situates is placed in an angle of 35° above the sediment surface in 
opposite flow direction. Directly above the sediment surface a Vectrino Profiler (NORTEK AS, see section 2.3) 
is mounted. The comparison of the bed elevations of successive time-steps provides information about the 
eroded volume and allows the calculation of erosion rates over time. In Figure 2, the different spatial 
resolution of the SEDCIA-method (A-C) and the new photogrammetric method becomes obvious. 

 

 
Figure 2. Comparison of the SEDCIA-system (A-C) with the new photogrammetric method (D-F) for the 

detection of erosion volumes. Figure A shows the projected laser line, while B and C represent images of the 
CCD camera for two different time steps illustrating the deviation of the parallel laser lines. Figure D depicts 

the plotted light pattern of the light source, while E and F show the movement of a dune on images of the 
CMOS-camera (∆t = 20s). 

 
2.3 Measuring the influence of the changing of roughness on bed shear stresses 

To measure the effect of an increasing roughness during the erosion process on bed shear stresses, a 
Vectrino Profiler from NORTEK AS is installed directly above the sediment surface. The Vectrino Profiler is 
able to measure 3D flow velocities up to 100 Hz with a vertical resolution of ∆z = 1.0 mm. The basic 
measurement principle is coherent Doppler processing. To derive Reynolds shear stresses, a time series of 
the fluctuating velocity components u’ (longitudinal direction) and w’ (vertical direction) close to the sediment 
surface is used. The bed shear stress is then calculated by subtracting the mean values of the velocity 
components from their instantaneous values and then averaging their product. Because the temporal change 
of bed shear stress is of interest, the mean values are calculated for different time intervals (∆t = 5, 10, 30s) to 
investigate the roughness influence on the calculated bed shear stresses. Figure 3 depicts the Vectrino-
Profiler above a rough sediment surface with projected light points. 
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Figure 3. Vectrino-Profiler (NORTEK AS) above a rough sediment surface with projected light pattern from 

the semiconductor laser (light source). 
 

3 Results and Discussion 
 
3.1 Calibration and preliminary results of the photogrammetric method 

Before applying the proposed method on natural sediment surfaces, an in-depth calibration is conducted 
to get an idea about the accuracy of the volume detection and to investigate minimal and maximal detection 
volumes. The angled mounting of both the camera and the light source leads to an optical distortion. This 
effect as well as the refraction indices of the penetrated media (air, water and glass) need to be considered by 
developing a calibration function. For this purpose, we use a round panel with the diameter of typical sediment 
cores (13.5 cm) including three areas with adjustable heights and known geometry to relate the results of the 
photogrammetric method to the known change of surface volumes. The height of the adjustable areas is 
controlled by screws to allow for the investigation of measurement accuracies for different predefined 
volumes. The inclination of the screws is 0.5; thus, a full rotation corresponds to a height increase of 0.5 mm. 
In total, 280 comparable measurements are conducted covering a range of 10 mm³ to 7500 mm³ resulting in a 
calibration function to transform the photogrammetric volumes with undefined units to metric units. 

In Figure 4A, the panel with areas of adjustable heights as well as the projected light points are depicted, 
while Figure 4B shows the vertical shift of the light pattern to determine the volume change. Figure 4C plots 
the linear calibration function that relates the photogrammetric volume to the adjusted volumes. 

 

 
Figure 4. Figure A shows the panel with areas of known geometry and adjustable heights for calibration 

purposes, while Figure B shows exemplarily a vertical shift of the light points for these areas. Figure C plots 
the linear calibration function to relate the photogrammetric volume to the known volumes for a range of 

10 mm³ to 7500 mm³. 
 
Using the methods described above, Figure 4C outlines the linearity of the calibration curve over three 

orders of magnitude that proves the high accuracy of the photogrammetric method. The minimum detection 
limit is less than 10 mm³ for an observation area of about 8000 mm³.  
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On this basis, first experiments are conducted with real sediments to get an idea about the spatial and 

temporal erosion behavior using the newly photogrammetric method. Therefore, sandy sediment cores are 
inserted into the SETEG-flume and the erosion volumes are examined over a time period of 300 s and for five 
different flow rates (Q = 3, 4, 5, 6, 7 l/s). Figure 5A depicts the temporal resolution of erosion rates over time 
and Figure 5B represents the spatial resolution for one of these erosion experiments at a discharge of 
Q = 7 l/s. The blue and green colors indicate a negative vertical shift of the corresponding surface area 
(erosion) while the yellow and red colors indicate a positive vertical shift of the corresponding surface area 
(deposition). 

 

 
Figure 5. Temporal resolution of erosion volumes for different flow rates (Figure A) and spatial resolution of 

bed evolutions for three selected time-steps at a constant discharge (Figure B). 
 
In Figure 5A, high erosion rates are indicated at the beginning, but then the bed shear stress exceeds the 

erosion threshold followed by a continuous decrease of eroded volumes over time until equilibrium conditions 
are reached. The maximal achievable temporal resolution is governed by the CMOS-camera and allows the 
assessment of erosion rates at time steps of 0.1 s (10 Hz). Analyzing different time-steps (different 
consecutive images) proves that, in consideration of the minimal detectable erosion volume, this temporal 
resolution is sufficient to resolve the erosion behavior (not shown here). Figure 5B shows the erosion and 
deposition in a spatial resolution of approx. 300 points/cm². Clearly, the formation of a dune is identified in 
Figure 5B that migrates downstream out of the ROI (region of interest). Compared to the previous method 
SECDIA the new method is much more robust and not as sensitive to measuring errors because it does not 
depend on a proper line reproduction after the erosion process. Moreover, in contrast to previous studies, that 
usually relate measured erosion rates to the entire sediment surface, the high spatio-temporal resolution of 
the photogrammetric method also allows the observation of incipient motion of single aggregates and thus 
enables a detailed investigation of the erosion progress. 

However, areas with less light point density and even areas with no light points can occur in case of strong 
erosion events. This can exemplarily be seen in Figure 6B and is caused by the mounting angle of the light 
source as well as by the mounting angle of the camera, which result in shading effects. Therefore, it is 
important to notice that the sloped arrangements are necessary to provide sufficient space to place the 
Vectrino Profiler directly above the sediment surface. The removal of the Vectrino Profiler and centric 
mounting of the light source above the sediment surface would avoid most of the shading effects. 
Nevertheless, in this study, the angled mounting of the light source and camera is a compromise to allow the 
application of both the photogrammetric method as well as the Vectrino Profiler to account for the effect of 
changing roughness on bed shear stresses during the erosion process.  
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3.2 Effect of changing roughness on bed shear stress 
The erosion process of cohesive sediments or non-cohesive/cohesive mixtures is not homogeneous over 

the entire surface but highly heterogeneous because of the resuspension of single aggregates as shown in 
Figure 6A (plane sediment surface at the beginning of the erosion experiment) and Figure 6B (structured 
surface after erosion). Consequently, the roughness of sediment surfaces is not constant over time but varies 
according to the structuring of the sediment surface. 

 

 
Figure 6. Sediment surface with projected light pattern at the beginning (A) and end during the erosion 

process (B). C represents exemplarily the measured time-dependent bed shear stresses. 
 
In Figure 6C, the time-dependent Reynolds shear stresses close to the sediment surface are exemplarily 

shown indicating a constant increase of bed shear stresses until 80 s and a more or less constant trend for the 
remaining 220 s. The different colored lines represent different time intervals that are chosen to calculate the 
mean flow velocity which is required to derive Reynold shear stresses. As expected, the fluctuations are 
higher for the shorter time intervals (∆t = 5 s) compared to the longer time intervals (∆t = 30 s). The 
consideration of varying the roughness is highly relevant because the shear stress is commonly determined 
by a hydraulic calibration function (Q-τ-relation), which is most often obtained for well-defined surfaces with a 
constant roughness (e.g. Aberle et al., 2003). In case of varying roughness due to erosion, such calibration 
functions are not fully valid anymore. Moreover, erosion rates are plotted typically against the bed shear stress 
or excess shear stress. Measuring the bed shear stress simultaneously to the erosion process allows for an 
improved and more accurate presentation of such assessments. 

However, the Vectrino Profiler allows only for point measurements in the x-y-plane, which represents a 
small detection area compared to the total observation area. Hence, the change in roughness can only be 
recorded at a specific point, which not necessarily allows conclusion on the effect of the entire sediment 
surface or at the exact location where erosion occurs. Nevertheless, the measurements provide helpful 
information of possible effects of changing roughness on bed shear stresses. Alternatively, the Reynolds 
shear stress could be measured with a high-frequent and non-intrusive PIV-system (particle image 
velocimetry) that would additionally allow investigating not only a certain area in the x-y-plane but a horizontal 
two-dimensional flow field encompassing the entire sediment surface. 
 
4 CONCLUSIONS 

In this study, a novel photogrammetric method to detect erosion rates of fine sediments is presented 
together with simultaneously measured high-frequent flow velocities to derive Reynolds shear stresses close 
to the sediment surface. The findings show that the photogrammetric method is a robust approach to measure 
erosion volumes accurately over several orders of magnitudes. In addition, the spatial resolution allows not 
only the derivation of erosion rates for the entire sediment surface but also for single aggregates that get 
eroded individually. In addition, the Vectrino Profiler proved to be a suitable device for the detection of 
Reynolds shear stresses close to the sediment surface. Hence, the time-dependent change of roughness and 
its subsequent effect on bed shear stresses during the erosion process can directly be considered for 
subsequent assessments (e.g. erosion rates in dependency of excess shear stress). The advancement of the 
measurement techniques for the SETEG-flume extend significantly its research possibilities because they 
allow high-detailed investigation and allow for gaining new knowledge on the phenomenon of erosion of 
cohesive sediments. 
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ABSTRACT 
 
In experimental research, photogrammetric methods have been successfully used for high-resolution 
topographic surveys. This study investigates the performance of the fully automated photogrammetric method 
‘Structure from Motion’ with ‘Multi-View-Stereo’ (SfM-MVS) for sediment surfaces using dry and submerged 
image acquisitions. To evaluate the quality of the obtained SfM digital elevation models (DEMs), the DEMs 
were compared with data from laser profiling and stereo-photogrammetry. The results show that the quality of 
submerged image acquisition is sufficient to generate highly detailed DEMs of sediment surfaces. Comparing 
dry and submerged image acquisition yielded a mean absolute deviation of <1.0 mm. In conclusion, the 
achievable accuracy of topographical measurements for sediment surfaces demonstrated the high potential of 
SfM-MVS for many applications in hydraulic laboratories.  
 
Keywords: Structure-from-Motion; photogrammetry; topographic surveys; hydraulic laboratory, sediments.  

 
1 INTRODUCTION  

High-resolution topographic surveys are fundamental in hydraulic and sedimentary research, both in field 
surveys and laboratory experiments. Particularly for sediment transport processes with associated 
assessments of bed level changes, bed roughness, bed forms or bed load transport, accurate digital elevation 
models (DEMs) allow for detailed investigations of the ongoing morphological processes. For field 
applications, conventional surveys include terrestrial methods such as total stations and terrestrial laser 
scanning (TLS) or remote sensing methods such as LiDAR (light detection and ranging). Conventional 
methods in hydraulic laboratories, on the other hand, comprise mainly the application of laser profilers or 
ultrasonic sensors that are mounted on automated transversals to measure a predefined rasterized area. Next 
to the conventional methods, aerial and close-range photogrammetry has emerged in the last decades and is 
a powerful alternative for three-dimensional topographic modelling ( Smith et al., 2015; Eltner et al., 2016). 
The principal procedure of digital photogrammetry is reviewed in Lane (2000) and solves collinear equations 
which relate the 2D-coordinates of images to 3D-coordinates of the photographed object (Woodget et al., 
2015). Therefore, the internal camera geometry, position and orientation or the exact location of several 
ground control points need to be known precisely (GCP, Smith et al., 2015).  

Structure-from-Motion (SfM) coupled with Multi-View-Stereo (MVS) represents an emerging alternative 
photogrammetric method using non-metric and low-cost cameras. The general method of SfM-MVS is 
described in various publications (e.g. Snavely et al., 2007; Westoby et al., 2012; Micheletti et al., 2015) and 
its merits and limits are reviewed in Eltner et al. (2016). In contrast to conventional stereo-photogrammetric 
methods, SfM-MVS has a higher level of automation, at lower costs compared to other methods (Javernick et 
al., 2014). The principle of SfM is to capture images of an object from different positions to obtain overlapping 
images of the object. Afterwards, these images are processed to calculate the exact camera positions and to 
reconstruct subsequently a three-dimensional topographic model of this object. The increasing numbers of 
scientific publications that used SfM-MVS for topographic surveys confirms the rapidly extending SfM-MVS 
applications. Especially for topographic modelling in the field, SfM-MVS has been widely used and tested 
(Fonstad et al., 2013; Hugenholtz et al., 2013; Javernick et al., 2014; Mancini et al., 2013; Stumpf et al., 2015; 
Westoby et al., 2012; Woodget et al., 2015). This has also resulted in recommendations and guidelines for 
image acquisition and SfM-MVS post-processing ( Smith et al., 2015). However, the number of SfM-MVS 
applications in hydraulic laboratories is significantly less (Kasprak et al., 2015; Wang et al., 2016; Ramos et 
al., 2016; Morgan et al., 2017) and to the authors knowledge, only the study of Morgan et al. (2017) provide 
detailed guidelines and recommendation of SfM-MVS applications in laboratories. 

Although the quality of DEMs has been significantly increased with respect to spatial resolution and 
accuracy (Westoby et al., 2012), topographic 3D-modelling remains challenging regarding morphological 
issues due to inundation and high sediment mobility (Javernick et al., 2014). So far, the feasibility of SfM-MVS 
for submerged image acquisition and subsequent DEM generation has not been investigated. Woodget at al. 
(2015) studied the potential of SfM-MVS for submerged fluvial topography but used airborne image acquisition 
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considering a refraction correction. Therefore, the objective of this study is to test SfM-MVS using submerged 
image acquisition for topographical surveys in hydraulic laboratories. 
 
2 METHODS 

Similar to traditional photogrammetry, SfM-MVS depends on overlapping images from multiple viewpoints 
but internal camera geometry, position and orientation are determined automatically through the identification 
of matching features in multiple images (Westoby et al., 2012).  

In general, the SfM-MVS-technique consists of three main steps. The first step includes the feature 
detection. Within this step, identical features of multiple individual images, which are captured from multiple 
views of an object, are detected using the scale invariant feature transform (SIFT; Lowe, 1999). This algorithm 
identifies features in each image that are invariant to image scaling and rotations as well as to the 3D camera 
viewpoint. The second step is called the bundle adjustment (Snavely et al., 2007), which derives spatial 
relationships between the original camera positions and an arbitrary 3D-coordinate system resulting in three-
dimensional locations of the previously identified featured points (sparse point cloud). This procedure is fully 
automated and allows the accurate reconstruction of scene geometry by optimizing geometric and viewing 
parameters. It does not require 3D location or the orientation of the camera because these parameters are 
automatically computed. This represents a major advantage of SfM over traditional photogrammetric 
approaches (Javernick et al., 2014). The last step includes the intensification of the sparse point cloud. In this 
step, the Clustering View for Multi-view Stereo (CMVS; Furukawa and Ponce, 2007) and Patch-based Multi-
view-Stereo (PMVS2) are often applied. The first algorithm (CMVS) derives camera positions using the output 
of the sparse point cloud and decomposed overlapping images into subsets (clusters) of manageable sizes, 
while the second algorithm (PMVS2) reconstructs 3-Ddata from these individual clusters. This procedure 
results in a significantly increased point density (increase of two orders of magnitude) (Westoby et al., 2012). 

For this study, an artificial sediment panel with a diameter of 219 mm (see Figure 1A) was created. The 
round panel consisted of attached particles with different particle sizes that were arranged annularly. The 
inner circle of sediments consisted of particles with a diameter between 1.0 mm and 1.8 mm, while the outer 
circle had particle sizes ranging from 5.0 mm to 10.0 mm. The particles between these two circles had 
diameters ranging from 2.5 mm to 5.6 mm. Figure 1B shows an example of a DEM created with VisualSfM. In 
contrast to laser-based measuring techniques, SfM-DEMs additionally include color information. In addition, 
several two-colored columns are mounted on the sediment panel which function as ground control points 
(GCP) to transform the laser profiling data into a metric scale and to subsequently transform the obtained 
SfM-DEMs to the this coordinate system as well.  

 

 
Figure 1. Image of the round sediment panel with three different particle sizes (between 1.0 mm and 10.0 
mm) arranged annularly and additional ground control points (Figure A). Example of an unprocessed point 

cloud obtained by SfM-MVS using images from different camera positions (Figure B). 

For this study, the freeware Visual SfM (University of Washington, Seattle) was used for the first two 
steps: feature detection and sparse point cloud generation. To generate the dense point cloud, the algorithms 
developed by Jancosek and Pajdla (2011) were applied. Their algorithms (CMPMVS) are particularly 
beneficial for weakly supported surfaces (e.g. smooth surfaces with low textures), while achieving the same or 
higher quality on other surfaces. For morphological purposes, this becomes important when working on a 
particle scale or when smooth and uniformly colored gravels are present. 

To obtain reference data for the generated SfM-DEMs, both laser profiling (Pepperl+Fuchs GmbH) as 
well as stereo-photogrammetry (ENSENSO GmbH) was applied. The laser recorded the height of the 
sediment panel on an xy- grid with a horizontal resolution of 0.75 mm. This resulted in a raster data set of a 
total of 64,118 points.  
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To compare dry and submerged image acquisition, five Raspberry Pi computers with cameras of 5.0 MP 
resolution were used. In a previous study, the minimal requirements for image acquisition were experimentally 
investigated and it was found that five cameras, arranged as a ‘five on a dice’ with a 100% overlap, are 
sufficient to achieve high quality DEMs from sediment surfaces (Noack et al., 2016). The image capturing 
occured simultaneously, as controlled by a short Python script. All generated SfM-DEMs were compared to 
the laser profiling and stereo-photogrammetric data using the open source tool Cloud Compare (Version 
2.62). 
 
3 RESULTS AND DISCUSSION 

Two criteria were used to compare the resulting DEMs generated with SfM-MVS. The first included the 
number of points obtained from SfM-algorithms, while the second criterion consisted of the distances which 
describe the closest distance between the mesh from laser data to the mesh generated with SfM. For the 
deviations of the mean of absolute error, the single standard deviation (68% of all values) and the doubled 
standard deviation (95% of all values) were calculated to estimate the accuracy of the generated DEMs 
(Table 1).  

As a first result, the DEMs of the sediment panel that were generated with SfM-MVS using dry and 
submerged image acquisition were compared. Figure 2A illustrates the spatial distribution of deviations while 
Figure 2B depicts the frequency distribution of the deviations.  

 

 
Figure 2. Spatial distribution of deviations between dry and submerged image acquisition using SfM-MVS 
(Figure A). Frequency distribution of deviations between dry and submerged image acquisition (Figure B). 

The spatial distribution of deviations in Figure 2A indicates only minor discrepancies between the DEMs 
generated with dry and submerged image acquisitions. Only a minor trend towards positive deviations can be 
identified. The high symmetry and the narrow shape of the histogram in Figure 2B also represent good 
agreement of both image acquisition techniques. The mean absolute error is 0.33 mm while the standard 
deviation is 0.45 mm. 95% of all deviations (doubled standard deviation) are smaller than 0.90 mm (Table 1). 
Accordingly, the image quality of the submerged images is sufficiently high to produce a DEM with the same 
quality as for dry image acquisition. The DEM with dry image acquisition contains 314,749 points while the 
DEM with submerged image acquisition consists of 363,210 points. This corresponds to a point density of 837 
per cm² for dry image acquisition and 966 points per cm² for submerged image acquisition, since the focal 
length of the lens and hence the reproduction scale depends on the refraction index of the ambient medium. 

However, to ensure that the generated DEMs with SfM-MVS have no methodological error, the SfM-
surfaces generated were compared to DEMs that were created with laser profiling and stereo-
photogrammetry. Both laser profiling and stereo-photogrammetry were conducted only under dry conditions. 
Therefore, both image acquisitions for SfM-MVS (dry and submerged) have been compared to the ‘dry’ DEMs 
of laser profiling and stereo-photogrammetry.  

In Figure 3A, the spatial distribution of deviations between the SfM-DEM with dry image acquisition and 
the laser profiling data is plotted while Figure 3B illustrates the deviations of SfM-DEM with submerged image 
acquisition to laser profiling data. Figure 3C depicts the frequency distributions of deviations to laser profiling 
data for both image acquisition techniques. 
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Figure 3. Spatial distribution of deviations between dry image acquisition for SfM-MVS and laser-profiling 
(dry) (Figure A). Spatial distribution of deviations between submerged image acquisition for SfM-MVS and 
laser profiling (dry) (Figure B). Frequency distributions of deviations between dry and submerged image 

acquisition in comparison to laser profiling (Figure C). 

Comparing the spatial distribution of deviations for both image acquisition techniques to the data from 
laser profiling, a similar distribution of the deviations can be observed. However, compared to Figure 2, the 
deviations are significantly higher. The mean absolute error is 0.86 mm for the DEM with dry image acquisition 
while it is 0.89 mm for the DEM with submerged image acquisition. The doubled standard deviation is 
2.15 mm for the DEM with dry image acquisition and 2.27 mm for the DEM with submerged image acquisition 
(Table 1). The relative deviation between both image acquisition techniques is, however, very low (0.03 mm 
for the mean absolute error).  

It is important to note that the laser profiling data consist of fewer points (64,118) compared to the DEM 
of SfM-MVS (> 300,000) and that the laser measures only in the vertical direction. Moreover, the dimensions 
of the laser spot are 0.8 x 3.0 mm. This leads to problems on particle edges, when the laser spot covers partly 
more than one particle or a high elevation gradient. Naturally, this is more relevant for smaller particle sizes 
than for larger particle sizes. This is also the reason for the highest deviations at the inner circle of the 
sediment panel, which represents the smallest particle sizes. Therefore, it is not possible to state explicitly 
which method is more accurate, but it can be concluded that the deviations are not caused by the different 
image acquisition techniques. Given the higher point density and the possibility to use angled camera 
positions in the SfM-MVS technique, it can be assumed that the deviations are caused by limitations of the 
laser-based measuring technique itself.  

To verify this assumption, the generated DEMs with SfM-MVS were additionally compared to a DEM that 
was generated using stereo-photogrammetric data. In Figure 4A, the spatial distribution of deviations between 
the SfM-DEM with dry image acquisition and the stereo-photogrammetric data is plotted while Figure 4B 
illustrates the deviations between the SfM-DEM with submerged image acquisition and the stereo-
photogrammetric data. Figure 4C depicts the frequency distributions of deviations to stereo-photogrammetric 
data for both image acquisition techniques. 

 

 
Figure 4. Spatial distribution of deviations between dry image acquisition for SfM-MVS and stereo-

photogrammetry (dry) (Figure A). Spatial distribution of deviations between submerged image acquisition for 
SfM-MVS and stereo-photogrammetry (dry) (Figure B). Frequency distributions of deviations between dry and 

submerged image acquisition in comparison to stereo-photogrammetry (Figure C). 
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The visual comparison of the spatial distributions of deviations between SfM-MVS and stereo-
photogrammetry shows two aspects (Figure 4A): First, the deviations are higher compared to Figure 2A and 
less compared to the laser profiling data (Figure 3A). Second, the deviations of the SfM-models with 
submerged image acquisition are higher compared to the DEM with dry image acquisition. The mean absolute 
error is 0.42 mm for the DEM with dry image acquisition, while it is 0.55 mm for the DEM with submerged 
image acquisition. The doubled standard deviation is 1.13 mm for the DEM with dry image acquisition and 
1.52 mm for the DEM with submerged image acquisition (Table 1). Hence, the deviations are closer to the 
deviations obtained from comparing SfM-models with dry and submerged image acquisition. Moreover, the 
number of points (SfM-MVS: > 300,000; stereo-photogrammetry: > 530,000) are in a similar order of 
magnitude and are both considerably higher compared to the data from laser profiling (64,118). Therefore, 
this investigation supports the assumption that the higher deviations obtained from the comparison to laser 
profiling data is due to the limitations of DEM generation with laser profiling data (point density, vertical 
detection, dimensions of laser spot). The deviations for all conducted comparison between SfM-MVS and 
laser profiling as well as stereo-photogrammetry are summarized in Table 1. 

 
Table 1. Overview of deviations of generated DEMs using SFM-MVS (dry and submerged image 

acquisitions), laser profiling and stereo-photogrammetry. 

 
SfM 

comparison 
SfM  

vs. laser-profiling 
SfM  

vs. stereo-photogrammetry

 dry vs. submerged dry submerged dry submerged

mean absolute error (MAE) [mm] 0.33 0.86 0.89 0.42 0.55 

standard deviation (68%) [mm] 0.45 1.07 1.13 0.57 0.76 

doubled standard deviation (95%) [mm] 0.90 2.15 2.27 1.13 1.52 

 
4 CONCLUSIONS 

In this study, the effect of dry and submerged image acquisition on the accuracy of DEMs using the 
photogrammetric technique ‘structure from motion’ was investigated. Different SfM-DEMs were compared 
based on point numbers and their deviations to alternative measuring techniques such as laser profiling and 
stereo-photogrammetry. 

The comparison of SfM-DEMs using dry and submerged image acquisition revealed only marginal 
differences (mean absolute error of 0.33 mm). This verifies that the image quality of submerged images is 
sufficient to produce high-resolution DEMs (in cases of low turbidity). The comparison to DEMs based on laser 
profiling showed higher deviations for both dry and submerged image acquisition. However, the mean 
absolute error is smaller than 1.0 mm. Moreover, the reliability of the laser profiling data is also limited by a 
lower spatial resolution and topographical features that are smaller than the diameter of the laser spot cannot 
be correctly recognized. The comparison to the DEMs based on stereo-photogrammetry indicates smaller 
deviations (mean absolute error of 0.45 mm and 0.55 mm) than the comparison to laser profiling data, which 
verifies the limitations of the laser profiling method. 

The results of this study indicate that the high spatial resolution of DEMs generated with the SfM-MVS-
technique may be used for many topographical surveys in hydraulic laboratories, such as the determination of 
sediment transport rates based on topographical measurements, transport of bed forms (dune migration) or 
for roughness determination. 
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ABSTRACT  
  

This study demonstrates the fluvial acoustic tomography system (FATS), a promising approach for measuring 
streamflow with high sampling rate for a long period. Unlike traditional point/transect measurements of 
discharge, FATS enables measurements of the depth- and range-averaged flow velocity along the ray path in 
a fraction of a second. FATS with an automatic data transfer function and internet connection allows one to 
automatically obtain real-time flow data. Streamflow measurements were performed on November 26, 2015, 
in a shallow gravel-bed river (depth: 0.8 m, width: 110 m under low-flow conditions). This paper presents a 
258-day record of the flow. The mean water depth along the transmission line ranged from 0.8 to 3.7 m and 
the FATS streamflow estimate ranged from 15 to 580 m3/s during the observation period. The FATS record 
showed temporal discharge changes at multiple time scales ranging from a few tens of minutes to the order of 
days. The continuous FATS estimates indicate that the streamflow does not change smoothly with the river 
stage. Although the “true” value of streamflow is not known, 77% of the relative differences between FATS 

and RC estimates are within ±10% under the flow condition 
3(50 350 m /s)Q  . 

 
Keywords: Streamflow; acoustic tomography; shallow flow; gravel-bed river; mountainous river. 

 
 

1 INTRODUCTION 
 Acquiring continuous streamflow is crucial in hydrological studies, extreme event analyses, water 

resources management. In addition, the real-time knowledge of river discharge is an environmental, social, 
and economic asset. Therefore, various techniques and instruments have been developed to improve 
streamflow measurements.  

 The streamflow is commonly estimated using stage-discharge relations. The relation is called rating 
curve (RC). Because the RCs are liable to change depending on channel conditions such as cross-sectional 
shape, vegetation, and so on, the frequent direct discharge measurements that are expensive and pass 
through many hands, are needed to keep the accuracy of the discharge data. 

 Several hydro-acoustic instruments are available for the continuous measurement of water discharge, 
such as acoustic velocity meters (AVMs) (Laenen and Smith, 1983) and horizontal acoustic Doppler current 
profilers (H-ADCPs) (Le Coz et al., 2008). However, these also have many limitations (Kawanisi et al., 2012). 
These methods require several hydraulic parameters, which must be deduced from labor-intensive moving-
boat ADCP measurements. 

 The purpose of this study is to demonstrate the feasibility of monitoring streamflow using new Fluvial 
Acoustic Tomography system (FATS) (Kawanisi et al., 2012; Kawanisi et al., 2010). The FATS is a promising 
system for permanent gauging river at a high sampling rate; flow data are collected at intervals of 30 s 
typically. An automatic data transfer function and internet connection make FATS more practical. It allows to 
automatically obtain real-time flow data and monitor the system’s conditions. The FATS is deployed in a 
shallow gravel-bed river (water depth 0.8 m, width 110 m under low-flow conditions). This paper presents a 
258-day record of the flow data. 

 
2 METHODOLOGY 

   
2.1 Field site 

The riverine surveys were carried out in a straight reach of the Gono River in Japan. The Gono River is a 
shallow gravel-bed river (depth: 0.8 m, width: 110 m under low-flow conditions). The catchment area is 3900 
km2. The bed slope around the observation site was 0.11%, and the Manning roughness estimated from the 
water surface profile was approximately 0.03. The grain size distribution at the observation site indicates an 
average median size (d50) of 27 mm and an average d90 of 115 mm. As shown in Figure 1, the main 
tributaries of the Gono River (the Saijo River and Basen River) meet the Gono River ~3.6-km upstream of the 
survey site. The Ozekiyama gauging station of “Ministry of Land, Infrastructure, Transport and Tourism, 
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Japan” is located ~1.1 km upstream of the survey site. The minimum water depth around the transducer was 
mere 0.2 m under low flows. 

 

 
Figure 1. Gono River network and the deployments of the instruments. 

 

 
Figure 2. Fluvial acoustic tomography system (FATS) and schematic illustration of gauging station. 

 
2.2 Fluvial acoustic tomography system (FATS) and its deployment  

The FATS continuously measures reciprocal travel times in shallow waters using acoustic waves that are 
emitted from omnidirectional transducers in the range of 10–50 kHz. The phase of the transmitting signal is 
modulated by the M-sequence (maximum length sequence) (Simon et al., 1985). Although the range 
averaged velocity is measured using the “time-of-travel method” (Laenen and Smith, 1983), FATS utilizes the 
multi-ray throughout the cross section to estimate the cross-sectional averaged velocity (Kawanisi et al., 
2012). The sound rays of FATS instantly cover the entire cross section of a river. As a result, FATS can gauge 
the instantaneous discharge continuously. FATS is small, lightweight and low power consumption (Figure 2a). 

The cross-sectional average velocity and streamflow was continuously measured using the FATS during 
258 days (26 Nov. 2015 to 10 August 2016). Two omnidirectional broadband transducers (T257, Neptune 
Sonar Ltd.) were installed diagonally across the river with a horizontal distance of 294 m between them (T1 
and T2) as shown in Figure 1. Figure 3 presents a view from T1. In unidirectional flows, measuring only one 
component of the velocity would be adequate to estimate streamflow reliably. The acoustic pulses modulated 
by 9th order M-sequence were triggered by the 1 Hz timing pulse from the GPS and were transmitted 
simultaneously from both transducers every 30 s. The central frequency of the transducers was set to 30 kHz. 
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The water levels at both acoustic stations were also measured every 30 s using water level sensors with the 
internet connection. 

 

 
Figure 3. View from the left transducer T1. 

 

 
Figure 4. Flowchart of the data processing of FATS. 

 
FAT systems are currently equipped with GPS receivers that provide two accurate timing signals. One 

timing pulse (1 Hz) is used to ensure that both systems run absolutely synchronously. Another signal of 10 
MHz, which has excellent long-term frequency accuracy and stability, is used as the base clock of FATS for 
high-precision transmitting/receiving signal processing. Besides, an automatic data transfer function and 
internet connection are added for the automated real-time acquisition of flow data (Figure 2b). Water level 
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sensors are also connected to the processing unit of FATS to estimate the cross-sectional area of stream. 
Thus, streamflow data can be automatically collected at a high temporal resolution (every several minutes) for 
long periods. Figure 4 shows the flowchart of the data processing. 

FATS can deal with various hydrological issues and problems that can be considered a promising 
technology in the field of water resources. For example, a promising application of FATS is to deploy an array 
of acoustic stations using different M-sequence codes and to reconstruct a depth-averaged flow velocity 
distribution pattern using inversion schemes (Razaz et al., 2015). 

 
2.3 ADCP campaigns 

To obtain reference discharge data, 25 streamflow estimates were collected using a moving-boat ADCP 
during July 2015 to March 2016. The discharges ranged from 23.60 m3/s to 726.55 m3/s. Each streamflow 
was estimated from 2–4 transects at the Ozekiyama gauging station. The ADCP measurements were 
performed using a Teledyne RDI StreamPro ADCP (2457.6 kHz) or a WH-Monitor ADCP (1228.8 kHz). Either 
ADCP was selected depending on the water level at the Ozekiyama gauging station. Specifically, the WH-
Monitor ADCP was used for the water levels exceeding 147.2 m above mean sea level (m a.s.l.) because it 
did not work in shallow water conditions owing to weak backscattering in clear water. The discharge at the 
water level of 147.2 m a.s.l. was around 100 m3/s. 

Each transect extended from the immediate left shore and ended 8 m from the right shore. The edge 
type was set to rectangular. The float speed was maintained at ~0.2 m/s. Consequently, a crossing took ~9 
min. The relative velocity between the ADCP and the bottom of the stream was estimated by ADCP bottom 
tracking. The moving bed effects on the bottom tracking was not observed because of the large bed 
constituent material (Kawanisi et al., 2012). 

The StreamPro ADCP was deployed in shallow water conditions at water mode 12; the cell depth was 
0.1 m, and the depth of the first cell was 0.19 m. The WH-monitor ADCP was configured as follows: water 
mode 1, cell size = 0.25 m, and first cell depth = 0.68 m. 

 
3 RESULTS 

 
3.1 Bottom topography 

 In the present study, the bed level between both transducers was directly measured using an unmanned 
autonomous boat with a single-beam echo-sounder and a GPS on December 25, 2015. The vertical resolution 
of the echo-sounder was 0.01 m. The horizontal interval changed between 0.9 and 10 m along the 
transmission line; 68% of the interval was less than or equal to 2 m. 

 The soundings along the transmission line are shown by red dots in Figure 5. There is a thalweg around 
200 m from the left transducer. This bottom topography was used to calculate the cross-section area of 
stream. 

 

 
Figure 5. Oblique cross-section and deployment of the transducers. 
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Figure 6. Rating curve established by moving-boat ADCP measurements. 

 

 
Figure 7. Real-time distribution of FATS estimates. 

 
3.2 Rating curve  

 A rating curve (RC) expressed by Eq. [1] was established using streamflow estimates measured by 
moving-boat ADCPs. The results is shown in Figure 6. The RC is given as 

 
  1.654

1

4
142.706 145.708Q H   [1] 

 
 

where 1H  is the water level at the left transducer (T1). The blue lines in Figure 6 show mean prediction bands 

of 95% confidence level. Although the determined coefficient of fitting is substantially high (R2 = 0.999), the 
relative residuals exceeded the ±10% band. 
 
3.3 Real-time distribution of FATS estimates 

FATS automatically estimate the real-time cross-sectional averaged velocity, water temperature and 
streamflow. These FATS estimate are concurrently displayed with the water levels by the processing unit.  

Figure 7 shows a typical real-time distribution from the processing unit of FATS. The red and black lines 
in the top left plot denote the water levels at the locations of both transducers. The green line in the 
streamflow plot denotes the RC estimate using Eq. [1]. The time interval of each time series is 5 min. The 
plots are updated every ten minutes. The blue line shown in the bottom left plot denotes the latest water 
surface between the transducers (T1, T2). 
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As shown in the streamflow plots, the continuous FATS estimate reveals that the streamflow does not change 
smoothly with the river stage. 

 
3.4 Temporal variations in FATS estimates  

Fig. 8(a) and (b) show the water level at the location of the left transducer (T1) and the mean water depth 

( mh ) at the FATS observation site, respectively. A couple of spikes observed on March 25 and 26 were due to 

flushes of dams. The mean water depth ranges from 0.8 to 3.7 m during the observation period. The velocity 
resolution of FATS is improved with the acoustic path length and frequency (Kawanisi et al., 2012). In this 
study, a single measurement has the relatively low velocity resolution ( 0.058 m/s) . Therefore, in this study, 

20 samples were averaged. As a result, the uncertainty can be reduced to 0.058 / 20 0.012 m/s . 

Because the measurement interval is 30 s, averaging 20 samples corresponds to an average of 10 min.  
There are a few short missing periods in the FATS measurement. The missing interval on January 22–27 

was caused by the interrupt of saving data on the memory card of FATS. Unfortunately, FATS was not able to 
measure the flood peak on June 23 because the flood flow damaged the cable of left transducer. The 
abeyance during 2–4 July was due to a failure of power supply. 

 

 
Figure 8. Temporal variations in (a) water level at T1, (b) mean water depth, (c) cross-sectional averaged 

velocity and (d) streamflows. 
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Figure 9. Comparison between FATS and RC/ADCP estimates. 

 
The maximum stream velocity measured by FATS is 2.3 m/s (Figure 8c). Figure 8(d) shows the time 

history of streamflow estimates by FATS, the RC [1] and the moving-boat ADCP. The streamflow measured 
by FATS ranges from 15–580 m3/s. 

 
3.5 Comparison between FATS and RC/ADCP estimates 

Figure 9 shows the relations between FATS and RC estimates and FATS and moving-boat ADCP 

estimates. For the high-flow condition 
3( 350 m /s)Q  , the ten-minute averaged estimates of FATS are 

somewhat smaller than the RC estimates. The underestimate is discussed in the next section. 
 

 
Figure 10. Probability of relative difference between FATS and RC estimates for  (a) 

3350 m /sQ   

 and (b) 
350 350 m /sQ  . 

 
Figure 10 shows the probability distributions of the relative differences between FATS and RC estimates. 

The probability distributions of the relative differences in Figure 10(a) and (b) are for 
3350 m /sQ   and 

350 350 m /sQ  , respectively. 77% of the relative differences between FATS and RC estimates are within 

±10% under the flow condition 
3(50 350 m /s)Q  ; 67% of the relative differences are within ±10% under the 

flow condition 
3( 350 m /s)Q  . 

 
4 DISCUSSIONS 

Although the “true” value of discharge is not known, the reliability of FATS for measuring streamflow 
should be confirmed by the comparison between FATS and RC/ADCP. As shown in Figure 8(d), The FATS 
streamflows appear to fit in RC and ADCP estimates. The underestimate of FATS for the high-flow condition 

3( 350 m /s)Q   is probably due to the unmeasured area between T1 and the left bank. Because the ground 

elevation was approximately 147.5 m a.s.l., the river water overflows the ground under high-flow conditions 
(see Figure 6).  

Another cause for the difference between FATS and RC is short-wave streamflow irregularities that the 
RC method cannot capture. The streamflow does not change smoothly with the river stage. The boundary 
roughness in natural rivers can change according to the water level owing to the complex topography and 
heavy riverside vegetation. As a result, a smooth RC has limitations for the accurate streamflow estimation. 
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5 CONCLUSIONS 
This study demonstrates the feasibility of a novel acoustic system (FATS) for long-term continuous 

monitoring of river flow. The FATS enabled us to automatically collect streamflow data with high temporal 
resolution (10-min intervals) for a long period. The cross-sectional average velocity and streamflow of FATS 
range, respectively, from 0.15 to 2.3 m/s and 15 to 600 m3/s during the observation period (258 days); the 
mean water depth ranges from 0.8 to 3.7 m. The relative differences between the 10-minute averaged FATS 

estimates and the moving-boat ADCP estimates are within ±5% under the flow condition 
3(50 250 m /s)Q  . 

77% of the relative differences between FATS and RC estimates are within ±10% for the flow condition 
3(50 350 m /s)Q  .  

The underestimate of FATS for the high-flow condition 
3( 350 m /s)Q   is assumed to be due to the 

unmeasured area between the left transducer and the left bank. One of the causes for the difference between 
FATS and RC is short-wave streamflow irregularities that RC method cannot capture. The FATS 
measurement at a high frequency demonstrates that the streamflow changes at time scales of a few tens of 
minutes to days. Besides, the streamflow does not change smoothly with the river stage. 

For effective management of water resources, it is essential to acquire reliable discharge estimates. The 
streamflow data with high temporal resolution provide new insights on streamflow fluctuations. Future studies 
should clear the fluctuations that do not directly link to the river stage. 
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ABSTRACT  
 
To estimate the pressure distribution surrounding model cobble, two pressure sensors are embedded in a 
model cobble and placed in a river bed. A field measurement campaign within a cobble-bed river during an 
artificial flood is implemented and a time-series of pressure changes on the upstream and downstream side of 
the model cobble are analyzed in order to determine information regarding turbulent fluid forces acting on bed 
material during an artificial flood. Running average upstream pressure is higher than downstream pressure. 
The difference between upstream and downstream pressure is related to the form-drag acting on bed material. 
Fluctuations in upstream pressure are substantially larger as compared to downstream pressure, especially 
during high flow periods. 
 
Keywords: Pressure measurements; bed materials; gravel bed rivers. 

 
 

1 INTRODUCTION 
Due to complexities of flow and bed forms, and variations in bed material size, estimations of water flow 

rates and sediment transport quantities in rivers having a complicated bathymetry have limited accuracy when 
determined using numerical models. As a result, direct measurements of flow and sediment transport in 
streams are quite useful and essential for: 1) estimating flow (e.g. Tsubaki et al., 2012), 2) accounting for 
sediment transport quantities (e.g. Muste et al., 2016), 3) predicting bed-form changes, and 4) assessing the 
ecological functions provided by rivers (e.g. Tsubaki et al., 2017). 

 In the past, to estimate fluid forces acting on bed roughness (e.g. in the context of the incipient motion of 
bed material), the time-averaged pressure distribution surrounding roughness elements was measured in 
experimental flumes (e.g. Chepil (1958) for even spaced hemispheres and Jyo et al. (1987) for packed 
spheres). Thanks to the development of accurate pressure sensors, measurements of pressure fluctuations 
surrounding bed materials in experimental flumes followed. Using a 30 mm cube as model bed material in an 
experimental flume, Hofland et al. (2005) measured fluctuating pressures and analyzed changes in fluctuation 
patterns depending on the exposure of a measurement cube relative to bed material. Celik et al. (2014) 
conducted a flume experiment to measure pressure fluctuations on a fully exposed sphere (with a diameter d 
= 12.7 mm) on a bed of close-packed spheres under a condition of Re*=330—440. Amir et al. (2014) 
measured streamwise and vertical pressure differences on measurement spheres embedded in a close-
packed sphere bed. At present, limited research is available regarding pressure measurements in actual 
rivers. One exception is the study of Smart and Habersack (2007) who measured near-bed uplift pressure 
fluctuations in New Zealand in gravel-bed rivers. 

 For this study, pressure sensors are embedded inside an artificial model cobble and then the model 
cobble is placed in a river bed in order to estimate the pressure distribution and fluctuation surrounding bed 
material. For proof of concept, we have used two pressure sensors. Field measurements are obtained in a 
cobble-bed river during an artificial flood controlled by a dam. To estimate turbulent fluid forces acting on the 
bed material during small floods, we have acquired time-series changes in pressure on both the upstream and 
downstream sides of the model cobble. 
 
2 ABSOLUTE PRESSURE ACTING ON MODEL GRAVEL DURING FLUSHING FLOW 
 
2.1 Field site 
 The field site was located in a reach of the Jyoge River, ~10 km downstream from the Haizuka Dam. 
Both the Jyoge River and the Haizuka Dam are located in mid-western Japan. Flushing flows were conducted 
in this reach during the spring of every year and mimicked the snowmelt flood that naturally occurred prior to 
dam construction. Figure 1 shows a map of the observational reach and the measurement point. The 
measurement point was located on a riffle. The peak flow rate during flushing flow was 100 m3 s−1 and the 
local peak flow rate at the measurement point was slightly larger than 100 m3 s−1due to convergence of flow 
by the Honmura River. Water depth was estimated by a water level gauge fixed to the river bank. Bulk velocity 
was measured to 1.3 m s−1 using a rotational type current meter hung from the bridge 30 m upstream from the 
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measurement point. Based on water depth and water surface slope, peak bed shear stress during the event 
was estimated as 33 Pa. 
 

 
Figure 1. A map of the river reach measured during this study. 

 

 
(a) Installation in the river bed               (b) Close-up of a model cobble used to measure 

 pressures fixed to an iron weight 
Figure 2. Photos of the devices installed in the river. 

 
2.2 Model cobble 
 The model cobble used in this study was made of concrete and had a diameter of 0.19 m and a thickness 
of 0.09 m. The model cobble was fixed onto a 20 kg iron weight (Figure 2b). Two water pressure loggers were 
housed inside the model cobble. The model cobble was then placed in the riffle (Figure 2a). One pressure 
logger was directed in the downstream direction and the other was oriented upstream. Readings obtained 
from the upstream- and downstream-directed pressure loggers are denoted here as Pup and Pdown, 
respectively. 
 Logger type absolute pressure sensors (the S&DL mini-series of Oyo Co.) were employed. During field 
measurements, two 5 meter water depth range units were embedded inside the model cobble and one 
barometer was placed on the river bank. To record water level changes surrounding the measurement point, 
another 20m water depth logger was placed near the river bank. The accuracy of pressure measurements 
was 0.1% at full scale or, in other terms, 0.005 mH2O or 49 Pa in water pressure accuracy for the 5 meter 
water loggers. Pressures were recorded at a one-second interval (1 Hz measurement). The pressure logger 
can memorize 40,000 samples during a measurement event, so loggers were capable of recording a pressure 
change for 11 hours at a one-second interval. Each pressure measurement was a snap-shot of approximately 
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5 milliseconds. To time synchronize the two 5 meter loggers, two loggers were moved up and down by hand 
at an approximate two-second interval prior to device installation on the river bed. Pressure waves recorded 
by two water level sensors were compared after completion of the field measurement and the time difference 
was adjusted in order to make the time difference between the two sensors less than 0.5 seconds. 
 
2.3 Results obtained from the field survey 

Figure 3 provides a time series change in pressures for both the upstream and downstream points for 
model cobble during the flushing flow event on 25 March 2016. During the event, the flow rate in this section 
changed from 5.0 m3 s−1 to 101 m3 s−1 during the rising phase and dropped to 5.0 m3 s−1 during the 
descending phase of water release. As shown in Figure 3a, water depth above the model cobble changed 
with respect to the flow rate change. Prior to the flow rate increase, the pressure recorded by the two loggers 
was less than 0.1 mH2O. Pressure at the upstream point was approximately 0.08 mH2O and the downstream 
gauge displayed 0.06 mH2O (Figure 3b). During the high flow period, as shown in Figure 3c, pressure at the 
upstream point was approximately 1.4 mH2O and fluctuated in the range from 1.37 to 1.52 mH2O. On 
average, downstream pressure was approximately 1.38 mH2O and the deviation from average was small as 
compared to the upstream pressure fluctuation. 

In Figure 4, a summary histogram is provided for the pressure difference, δP=Pup–Pdown, obtained during 
the high flow phase. 
 

 
(a)Entire event 

      
(b) A close-up of low flow                (c) A close-up of high flow 

Figure 3. A time series change of absolute pressures for both the upstream (Pup) and downstream (Pdown) 
points. 
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Figure 4. A histogram of the instantaneous pressure difference; δP = Pup− Pdown. 

 
3 DISCUSSION AND CONCLUSIONS 

Schmeeckle et al. (2007) detected a negative drag force acting on a model cobble at some instants 
during their flume experiment. The result supported the adequacy of our result for instantaneous upstream 
pressure gradients at bed roughness. As shown in Figure 3b, the upstream pressure fluctuation relative to the 
pressure difference was limited to the low flow phase. The negative pressure difference was only observed 
during the high flow phase (Figures 3c and 4) when the upstream pressure fluctuation was quite large. The 
result suggests that flow during low flow is regulated by each roughness element on the bed. However, 
turbulent flow at high flow had a spatial scale larger than roughness element size and the magnitude of the 
pressure fluctuation increased. Small aquatic animals can migrate upstream during high flow if they can fully 
utilize this instantaneous upstream pressure and reverse flow. 
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ABSTRACT 
 
A detailed experimental investigation of lateral variation of turbulent characteristics is carried out in developing 
and fully developed flow over a fixed rough bed. Experiments are conducted in a rectangular flume with gravel 
bed and keeping flow aspect ratio below four. In this study, instantaneous 3-D velocities are measured using a 
Nortek Vectrino plus down-looking ADV. Raw velocity data has been filtered as prescribed in the recent 
literature. The characteristics of normalized flow velocity, turbulent intensities, Reynolds shear stresses and 
TKE distribution have been investigated. It is observed that the boundary layer thickness increases along the 
streamwise distance in the developing flow region and reaches maximum in fully developed flow. On contrary, 
boundary layer thickness decreases in the lateral direction from the centerline of the channel towards 
sidewalls in both developing and fully developed flows. Local shear velocities are estimated using the 
Reynolds shear stress distribution in the intermediate layer. Lateral variation of shear velocity shows 
decreasing trend in both developing and fully developed flow from the centerline towards sidewalls. Dip 
phenomenon is observed in both the vertical distribution of normalized streamwise velocity and Reynolds 
shear stress profiles along the lateral direction in the region adjacent to sidewalls in both the developing and 
fully developed flow. 
 
Keywords: Turbulence; open channel flow; flow development; secondary currents; boundary layer. 
 
 
1 INTRODUCTION 

 In order to address the hydraulic engineering problems such as fluid-sediment interactions, sediment 
erosion and deposition etc. which are directly linked to the hydrodynamic characteristics such as vertical 
distribution of time averaged velocities, effect of secondary currents, turbulent intensities, variation of Reynold 
shear stresses along streamwise and lateral direction and turbulent kinetic energy, it is essential to 
understand the flow characteristics in the developing and developed open channel flow. However, in nature, 
open channel flows are non-uniform/fully developed flows because of ever changing boundary conditions such 
as changes in discharge, changes in geometry, bed roughness, vicinity of hydraulic structures and etc. Flow 
becomes disturbed whenever there is a change in boundary condition because of imbalance of viscous, 
gravitational and inertial forces. Subsequently flow tries to attain fully a developed flow conditions, in the 
downstream direction.  

 The developing turbulent flow in open channel is a complex three-dimensional flow which is influenced by 
aspect ratio, bed roughness, flow parameters and downstream distance from the inlet. Therefore, 
comprehensive study of variation of turbulent characteristics of developing narrow open channel flow on rough 
surfaces, which are often encountered, hence it is of vital importance in hydraulic engineering. 

It is well known that the classical log-law is applicable in the inner region of wall bounded turbulent flow 
(Cardoso et al., 1989; Nezu and Rodi, 1986). On the other hand, the log-law deviates from the experimental 
data in the outer region and the most reasonable formula to account the velocity together with deviation is the 
log-wake law where the wake function was introduced by Coles (1956). However, the classical log-wake law is 
not valid for narrow open channel where the value of aspect ratio, being defined by the ratio of width to height 
of the open channel, is less than 5. Moreover, it needs to be mentioned here that for wide open channel where 
the aspect ratio is greater than 5, the log-wake law is not valid near the sidewalls. Another important feature of 
narrow open channel flow is occurrence of the dip phenomenon, a century ago; researchers reported that in 
fully developed narrow open channel flow, the maximum velocity occurs below the free surface which is 
known as dip-phenomenon. In the last few decades, several experimental investigations proved the existence 
of dip-phenomenon in narrow open channel (Kirkgoz and Ardiclioglu, 1997; Sarma et al., 2000; Nezu, 2005; 
Yan et al., 2011). Recently, Auel et al. (2014) experimentally investigated the effect of Froude number and 
aspect ratio on the turbulence characteristics in supercritical open channel flow. Apart from the experimental 
study, available theoretical literature predicted the velocity distribution together with dip-phenomenon in 
narrow open channel (Yang et al., 2004; Absi, 2011). All the above-mentioned literature is focussed only on 
the fully developed flow condition. Literature on the developing flow is presented below. 
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 Silberman (1980) analysed the boundary layer growth of the developing open channel flow by using 
Bernoulli and continuity equations. Antonia et al. (1990) verified that the achieved boundary layer for the 
experimental consideration behaves according to the criteria adopted to ensure fully developed turbulent 
boundary layer. Kirkgoz and Ardiclioglu (1997) experimentally studied the velocity profiles of developing and 
fully developed smooth open channel flow. Laser-Doppler anemometer was used to measure 3D velocities in 
developing and fully developed regions of subcritical smooth open channel flows. They suggested a 
reasonable agreement between the modified velocity-defect law and the experimental profile in the inner and 
outer regions with a profile parameter of 0.1 in the Coles's wake law. Ranga Raju et al. (2000) studied 
experimentally and numerically, the region of developing flow and the variation of the flow development length 
in smooth and rough rectangular channels of wind tunnel. Balachandar and Patel (2002) performed 
experiments to study the boundary layer growth on the rough surface and its interaction with the outer region 
and the free surface of flow. Balachandar and Patel (2002) used the turbulence intensity profile to provide an 
alternative definition of boundary layer thickness and found that the logarithmic law is valid in the near wall 
flow, however with a shift due to surface roughness. In addition, they revealed that outer layer profile is 
affected by the surface roughness which tends to increase the wake parameter and the free surface 
decreases the wake parameter.  

 Recently Marusic et al. (2010) reviewed the key issues and recent advances in high Reynolds number 
wall bounded turbulent flow. They also discussed on the important issue, i.e., evolution of turbulent boundary 
layer and the effect of upstream condition on the flow development length in pipe and channel. Kulandaivelu 
(2012) investigated experimentally the streamwise evolution of wall bounded turbulent flows in a wind tunnel. 
Kulandaivelu (2012) also investigated scaling of the streamwise broadband turbulence intensity and found that 
the logarithmic law of the wall provides universal behaviour in the inner region for the mean velocity profile 
distribution, which was also noted by Kirkgoz and Ardiclioglu (1997). Recently, Bonakdari et al. (2014) 
investigated the impact of relative roughness, Froude number and the Reynolds number on the establishment 
length using CFD analysis. They found that the effect of Froude number is negligible on the establishment 
length, whereas with increase in relative roughness decreases the establishment length. Bonakdari et al. 
(2014) also suggested a dimensionless establishment length which follows a linear relationship with Reynolds 
number. Marusic et al. (2015) also studied the streamwise evolution of turbulent boundary layers from the 
different tripping conditions.  

 It is well known that to perform an experimental or theoretical study in a narrow open channel flow, it is 
very important to know the characteristic length by which the flow would acquire a fully developed condition. 
From the literature survey, it is observed that streamwise evolution of developed flow in open channel and the 
understanding of the lateral variation of the turbulent hydrodynamics of developing open channel flow are not 
reached up to the desired level. In addition, the available knowledge on this topic is limited for the narrow 
open channel flow. To attempt the overlooked research problem, the aim of the study is to investigate the 
lateral variation of turbulence in developing and fully developed open channel flow over the fixed rough bed. 
 
2 EXPERIMENTAL SET UP AND METHODOLOGY  

 Experiments were conducted in the Hydraulic and Water Resources Engineering Laboratory, IIT 
Kharagpur, India. The experiments were carried out in a rectangular flume of width 0.61 m, depth 0.71 m and 
length 7 m. To enable the visualization of flow, the rectangular flume is provided with glass sidewalls. The 
flume was provided with railings on both the sidewalls throughout the length and also provided with a carriage 
in order to take readings at different locations. Bed is cladded with uniform sand of median diameter 2.25 mm 
to simulate hydraulically rough surface. Overhead tank was used to supply the water to the flume. Two 
centrifugal pumps were used to recycle the water between underground sump and overhead tank. A 
honeycomb baffle wall was provided at the entrance of the channel in order to break larger eddies. The 
stream-wise bed slope and the depth of the flow were measured by using a point gauge provided with a 
Vernier scale with precision േ0.1	mm. Velocity measurements were taken after 30 minutes of flow initiation in 
order to ensure the steady flow. 

 All the velocity measurements were taken by using a Nortek Vectrino Plus downlooking Acoustic Doppler 
Velocimeter (ADV) which was mounted on a point gauge fixed to the carriage to take velocity readings at 
different vertical depths, towards the sidewall and along the flow direction. Vectrino comprises of four 
downlooking probes and operates with an acoustic frequency of 10 MHz. Vectrino takes the measurement at 
a location 5 cm below the probe emitter. Hence the influence of the probes on the measuring data is minimal. 
The sampling rate considered in the experiments was 100 Hz and the sampling volume height was 6 mm 
diameter. The sampling duration was taken as 300 seconds, but near the side walls, depending on the level of 
turbulence, the sampling duration was taken between 360 and 600 seconds.  

 The noise in the raw Vectrino data were despiked by the Phase-space method (Goring and Nikora, 2002; 
Wahl, 2003) and the spikes were replaced by cubic interpolation method. To obtain good quality Vectrino 
data, the proposed SNR method of Chanson et al. (2008) was followed where the SNR value was maintained 
as greater than 20. After that, the data with Vectrino correlation signal value greater than 75% was used to 
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analyze the turbulence characteristics of developing and developed flow in narrow open channel. A schematic 
diagram of the experimental set up is presented in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. A schematic of experimental set up. 
 

 As the main motive of the present study is to investigate turbulence across the sections at three different 
streamwise locations in flow development region, the measurements were taken along the various cross 
sections in the developing flow region. In this study, the developing flow and fully developed flow regions were 
determined by measuring and comparing streamwise velocity profiles at different consecutive locations along 
the centerline of the channel. Hence, the region in which the consecutive velocity profiles are varying with 
streamwise distance is defined as developing flow region and the region at which the velocity profiles are 
independent of streamwise distance along the centerline of the channel is taken as fully developed flow 
region. 
 Three dimensional velocities were measured at three cross sections ሺݔ ൌ 2.2	m, ݔ ൌ 3.7	m	and	ݔ ൌ 5.2	mሻ 
along the developing region and these are represented as stations S1, S2 and S3 respectively. At each cross 
section, four verticals were chosen from the centerline of the flume towards the sidewall like as	ݕ 0.5ܾ⁄ ൌ 0,
0.25, 0.5, 0.75. 

 A three-dimensional coordinate system is adopted to represent the direction i.e., ݔ,  axes are ݖ and ݕ
representing the stream-wise, lateral and vertical directions respectively. The origin of the x-axis, y-axis and z-
axis were located at the entrance of the channel	ሺݔ ൌ 0ሻ, at the center line of the flumeሺݕ ሺ0.5ܾሻ ൌ 0ሻ⁄  and at 
the bed levelሺݖ ݄⁄ ൌ 0ሻ respectively, where ܾ is defined as flume width and ݄ is defined as the depth of the 
flow. For a given streamwise station, four verticals were chosen for the data measurements as explained 
above. In this study at every vertical in x-y plane, velocity measurements were taken at 19 vertical locations 
ݖ ൌ ሺ0.3, 0.5, 0.7, 0.9, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,13, 14	ሻ	cm.  

 Similarly, a three-dimensional coordinate system was used, where	ݒ ,ݑ and ݓ are time averaged 
streamwise velocity, lateral and vertical velocity components, respectively,	ݑᇱ, ݒᇱ and ݓᇱ are the fluctuations of 
corresponding velocity components. The flow velocities and all the turbulence quantities were normalized by 
local friction velocity ( ݑ∗). Vertical distance ሺݖሻ of any location in the flow was normalized as ݖ/݄ where h is 
defined as the total flow depth. As mentioned above,ݑ ⁄∗ݑ ݒ , ⁄∗ݑ  and ݓ ⁄∗ݑ  are defined as the normalized time 

averaged velocities in streamwise, lateral and vertical directions, respectively; 	ඥሺݑᇱݑᇱሻതതതതതതതത ൗ∗ݑ , ඥሺݒᇱݒᇱሻതതതതതതതത ൗ∗ݑ  and 

ඥሺݓᇱݓᇱሻതതതതതതതതത ൗ∗ݑ  are defined as the normalized streamwise turbulent intensity ݑᇱor ݑ௥௠௦ ⁄∗ݑ , turbulence intensity in 
lateral direction ݒᇱ or ݒ௥௠௦ ⁄∗ݑ  and vertical turbulent intensity ݓᇱ or ݓ௥௠௦ ⁄∗ݑ , respectively. Similarly normalized 
Reynolds stresses are denoted by	െݑᇱݓᇱതതതതതതା ൌ ሺെݑᇱݓᇱതതതതതതതതሻ ⁄ଶ∗ݑ  ; െݑᇱݒᇱതതതതതതା ൌ ሺെݑᇱݒᇱതതതതതതതതሻ ⁄ଶ∗ݑ and െݒᇱݓᇱതതതതതതା ൌ ሺെݒᇱݓᇱതതതതതതതതሻ ⁄ଶ∗ݑ  
and the turbulent kinetic energy ݇ା	is normalized as	݇ ⁄ଶ∗ݑ . The boundary layer thickness (ߜ) is defined as 
vertical distance from the wall where the velocity is maximum. Flow condition has been given in Table 1 where 
ܷ is defined as the depth average velocity at the centerline of the channel in fully developed flow station (S3). 
Reynolds roughness number is denoted by	ܴ∗. 
 

Table 1. Flow parameters of the present study. 

݀ହ଴ (mm) ݄ (m) ܾ (m) ܣ௥ ܷ (m/s) ܴ௘ ݎܨ ݀ଽ଴ (mm) ܴ∗ 

2.25 0.2 0.61 3.05 0.322 64400 0.23 2.88 64.91 
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3 RESULTS AND DISCUSSIONS 
 
3.1 Determination of friction velocity  

Friction velocity ሺݑ∗ሻ is a fundamental scaling parameter in wall bounded turbulent flows. Rowinski et al. 
(2005) discussed different methods for the determination of friction velocity in different fields of hydraulic 
research. It is very common to determine indirectly from the Clauser approach in hydraulically smooth and 
rough open channel turbulent flows. This involves fitting of experimental data in the inner region to the 
classical logarithmic law. Another method is extrapolation of Reynolds shear stress (RSS) distribution to the 
wall. However, the values of friction velocity obtained from the RSS distribution have been considered for the 
analysis in this present study. 

Figure 2 shows the variation of friction velocity across the developing zone, fully developed flow zone and 
comparison with Run 6 (only the data at fully developed section considered here) of Kirkgoz and Ardiclioglu 
(1997). Kirkgoz and Ardiclioglu (1997) concluded that the friction velocity remains approximately constant in 
the streamwise direction in the turbulent boundary layer of open channel flow for the same flow conditions. In 
contrast, from Figure 2, it is found that the friction velocity decreases along the flow direction in the turbulent 
boundary layer for same flow conditions. However, the rate of decrease is very less near to the developed 
flow zone. It is also observed that at the fully developed zone, the friction velocity decreases across the 
section from the centerline of channel to the sidewall ݕ 0.5ܾ⁄ ൏ 0.5 which is also contradicting the result of Run 
6 of Kirkgoz and Ardiclioglu (1997). It is found that the friction velocities at fully developed section of present 
experiments and Kirkgoz and Ardiclioglu (1997) vary similarly for	ݕ 0.5ܾ⁄ ൒ 0.5. 
 

 
Figure 2. Variation of friction velocity across stations of developing and fully developed flow and comparison 

with Run 6 of Kirkgoz and Ardiclioglu (1997). 
 
3.2 Mean velocity profile distribution  

Figure 3 (a, b and c) depicts the vertical distribution of normalized time averaged streamwise velocity 
ݑ) ⁄∗ݑ ) and the lateral variation of velocity profile at two stations (S1 and S2) in the developing open channel 
flow and at another station (S3) in fully developed region.  
 

 
Figure 3. Vertical distribution of normalized streamwise velocity at developing stations (S1 and S2) and fully 

developed flow station (S3). 
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Figure 3 (a) shows that near to the inlet of the channel, at station S1, profiles of ݑ/ݑ∗ are similar. With 

increasing lateral distance ሺ0.5ܾ/ݕ	 ൌ 	0.25, 0.5	and 0.75) at CS1, it is observed that the location of maximum 
time averaged streamwise velocity is approaching boundary of inner layer. That means the boundary layer 
thickness in developing region, decreases towards the sidewall from the centerline of the channel which is 
also observed at sections S2 and S3 (shown in Figure 3 (b-c)). Figure 3 (b & c) show that with increasing 
streamwise distance (S2, ݔ	3.7 = m; S3, x=5.2 m), the location of maximum value of ݑ/ݑ∗ of midvertical is 
shifting away from the channel boundary. Along the streamwise distance, a developed flow phenomenon is 
observed at S3 and the developed flow characteristics is confirmed by taking the measurement at a 
downstream distance from station S3 (not shown here) and found that flow characteristics doesn’t change with 
increase in streamwise distance. Hence, it is assumed that the length of the boundary layer development in 
the present study is around 5.2 m. By examining the profiles of velocities at S3 (Figure 3 c), it is found that the 
velocity data in the outer layer ሺݖ/݄	 ൐ 0.6ሻ	signify the dip phenomena where the maximum streamwise 
velocity observed below the free surface of the open channel. Dip phenomenon is caused by the secondary 
currents in the flow.  
 

 
Figure 4. Normalized streamwise velocity profile (inner scaling) (a & b) for developing flow, (c) for fully 

developed flow region. 
 

In addition, by observing the velocity data at all sections, it may be concluded that the peak magnitude of 
time averaged streamwise velocity decreases with increase in streamwise distance along the centerline of the 
flow and also decreases with increase in lateral distance from the centerline of the channel towards the 
sidewall due to the effect of no slip condition. 

Figure 4 show the measured mean velocity profiles normalized with friction velocity and vertical 
normalization with Nikuradse Sand roughness	ሺ݇௦ሻ. As mentioned above, ݑ∗ is estimated by extrapolating the 
local Reynolds shear stresses distribution to the wall in the intermediate region. In the present study, ݇௦ is 
taken as equal to ݀ଽ଴ of the channel bed sediment.  
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In this study, ߢ is the Von-Korman constant which is considered as 0.41 and	ܤ ൌ 8.659. All profiles 

demonstrate that the velocity profiles have pronounced logarithmic behavior in the inner region at all 
measuring stations both in developing and fully developed stations. 
 
3.3 Velocity defect distribution  

The velocity defect distributions at station S3 (fully developed flow region) are shown in Figure 5. The 
velocity defect data of present study is compared with the velocity defect formula given by Kirkgoz and 
Ardiclioglu (1997) for smooth bed with ߢ ൌ 0.41 and wake intensity	Π ൌ 0.1. It can be observed that the dip 
phenomenon is very prominently visible in the outer region that is due to the secondary currents in a narrow 
open channel flow. 
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Figure 5. Velocity defect profile at fully developed flow station (S3). 

 
3.4 Turbulence intensity 

Figure 6 (a & b) shows that as the lateral distance increases from 0.5ܾ/ݕ	 ൌ 	0, 0.25 and	0.5, ݑ௥௠௦ ⁄∗ݑ  
increases, but profile at 0.5ܾ/ݕ ൌ 0.75 shows slightly different trend due to the sidewall effect on the 
turbulence. In the free surface layer, the magnitude of normalized streamwise turbulent intensity is found to be 
higher near to the sidewall (Figure 6 b) due to damping of vertical velocity by free surface layer. 
 

 

 
Figure 6. Lateral variation of streamwise turbulence intensity in (a) developing flow (S2), (b) fully developed 

flow (S3), c) developing flow (S2), (d) fully developed flow (S3). 
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An interesting phenomenon observed in Figure 6 (b) is that with increasing streamwise distance from the 

channel inlet, the increasing characteristics of ݑ௥௠௦ ⁄∗ݑ  from 0.4݄	above the bed decreases and becomes 
invariant of flow depth at lateral distance	0.5ܾ/ݕ ൌ 0.25. At midvertical of S3, the magnitude of streamwise 
turbulence intensity decreases with increasing vertical height from the channel bed which is similar to the 
trend found in the fully developed and hydraulically rough wide channel flow. However, in the outer region 
݄/ݖ ൐ 0.4, the streamwise turbulent intensity profiles at	0.5ܾ/ݕ ൌ 	0.5 and 0.75 of station S3 are showing 
increasing trend with increase in vertical height of flow, may be due to increase in shear at the corner region of 
sidewall and free surface. In addition, it may be concluded that the normalized streamwise turbulent intensity 
follows increasing trend along the lateral distance from the centreline of channel only up to	0.5ܾ/ݕ	 ൏ 0.5. By 
examining the experimental data, it is found that among the peak values of ݑ௥௠௦ ⁄∗ݑ  near the channel 
boundary are maximum at the midsection (0.5ܾ/ݕ ൌ 	0) along the channel. The location of peak value of 
௥௠௦ݑ ⁄∗ݑ  is not changing along the streamwise distance which shows viscous sublayer thickness is constant 
along the flow development length.  

Unlike the distribution of	ݑ௥௠௦ ⁄∗ݑ , the normalized vertical turbulent intensity ݓ௥௠௦ ⁄∗ݑ  exhibits a complete 
different behavior. Figure 6 (c & d) shows the vertical distribution of normalized vertical turbulent intensity. 
Moreover, at stations S2 and S3, the data trends of ݓ௥௠௦ ⁄∗ݑ  along all the lateral distances show an increasing 
tendency with ݖ ݄⁄  in the inner layer and decreasing in the free surface region (ݖ/݄ ൐ 0.6) because of 
suppression. On the other hand, at station S3, it is observed that the data trend of ݓ௥௠௦ ⁄∗ݑ  becomes invariant 
of lateral distance up to	ݖ/݄ ൏ 0.4 , similarly decreasing tendency is found in the free surface layer. The 
suppression of vertical turbulent intensities is caused by the free surface (Tominaga et al., 1989). 

 
3.5 Reynolds shear stresses 

Figure 7 (a and b) depicts the vertical distribution of normalized Reynolds shear stress ߬௨௪ା ൌ െݑᇱݓᇱതതതതതത ⁄ଶ∗ݑ  
along the developing flow at two different stations S2 and S3.  
 

 
Figure 7. Lateral variations of RSS in (a) developing flow (S2), (b) fully developed flow (S3). 

 
At station S2 (Figure 7 a) in the developing flow zone, it is observed that the values of ߬௨௪ା after reaching 

peak values near the channel bed, follow decreasing trend up to 0.6	݄ and then increase with further increase 
in vertical height. At S2, ߬௨௪ା profiles are deviating from	1 െ ݄/ݖ	above ,݄/ݖ ൐ 0.2, which shows 1 െ  is not ݄/ݖ
applicable to approximate ߬௨௪ା in the developing flow region. The change of sign of ߬௨௪ା from positive to 
negative near the free surface signifies the existence of dip phenomena in narrow open channel flow. The 
negative values of normalized Reynolds shear stress are observed in the region where the velocity retardation 
takes place (Kironoto and Graf 1994). Nevertheless, the retardation region is decreasing with increase in 
streamwise distance. Vertical distribution of ߬௨௪ା at 0.5ܾ/ݕ ൌ 0 of station S3 ሺݔ ൌ 5.15݉ሻ reasonably follows 
the linearly decreasing trend with increase in vertical height from the channel bed which shows the attainment 
of fully developed flow (Figure 7 (b)). 

 
4 CONCLUSIONS 

 An experimental investigation of lateral variation of turbulence in developing and fully developed narrow 
open channel flow was carried out. A detailed study of the turbulence characteristics along the developing flow 
has been portrayed as follows. It is concluded that friction velocity decreases along the streamwise direction 
of flow. However, the decreasing rate is smaller near to the fully developed region as compared to the 
developing flow region. In addition, lateral variation of local shear velocities away from mid-section shows 
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decreasing trend in both developing as well as fully developed flow. Boundary layer thickness decreases in 
the lateral direction from the centreline of channel, both in developing and fully developed flow. The classical 
log law is valid in the inner region of the developing flow. It is found that the normalized streamwise velocity 
profile and the defect profile shows dip phenomenon in the outer layer of the fully developed flow and 
developing flow, which confirms the existence of secondary current. Normalized streamwise turbulence 
intensity at centreline of the channel decreases along the streamwise direction in the developing flow; 
however, it increases along the lateral direction from the centreline of the channel towards the sidewall. In 
addition, the anisotropic turbulence is found in the region of developing flow. Reynolds shear stress decreases 
from the centerline of the channel towards the sidewall in the developing flow. From Reynolds shear stress 
profiles in the developing flow, it understood that flow retardation is taking place in the outer layer. In the 
developing flow region, normalized shear stress distribution is not following the linear distribution. However, 
shear stress along the centreline of the channel in the fully developed flow is following the linear distribution.  
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ABSTRACT  
 
In the experimental study of large-scale river model in China, LSPIV (Large-Scale Particle Image Velocimetry) 
measurement technique for surface flow field has been applied widely. The measurement accuracy of LSPIV 
is affected by seeding particle, camera resolution, lens distortion, mounting height, time control precision of 
image acquisition, PIV algorithm, etc. In the process of the actual use of LSPIV measurement system, the size 
of the correlation window can also directly lead to measurement error. In order to analyze the LSPIV 
technique in river model test, it is necessary to research the detect method for the measurement accuracy. A 
new detection method for LSPIV in river model test is introduced in this paper. Water flow can be simulated by 
a uniform rotating platform with precisely controlled system. The measured data of LSPIV system has been 
compared with the true value of rotating platform to detect the accuracy of LSPIV system. 
 
Keywords: Model test; flow measurement; particle image velocimetry; detection method; rotating platform. 
 
 
1 INTRODUCTION  

In the experimental study of large-scale river model in China, PIV (Particle Image Velocimetry) 
measurements for surface flow field have been applied widely. In order to research river hydrodynamic 
structure and provide scientific basis for project plan, velocity distribution information of surface flow field can 
be obtained by LSPIV (Large-Scale PIV) technique in river model test (Wang et al., 1996; Tian et al., 1998). 
The main differences between LSPIV and conventional PIV are as follows (Kantoush and Schleiss, 2009; Fox 
and Patrick, 2008): (a) Measuring field and tracer particles of LSPIV are much bigger than conventional PIV; 
(b) Cameras in LSPIV system are much more; (c) Measuring distance of LSPIV is much farther; (d) There are 
no special laser source system in LSPIV. 

A typical LSPIV system mainly includes tracer particles, cameras, image acquisition control system and 
image processing system. The measurement accuracy of  LSPIV system could be directly affected by following 
features of tracer particle, camera resolution, lens distortion, installation height, control accuracy of image 
acquisition time, PIV algorithm, etc. In addition, the size of correlation window in PIV cross-correlation 
algorithm will directly lead to the measurement error in actual use of LSPIV system (Wu et al., 2002). In order 
to research LSPIV technique and improve its performance, it is necessary to research the detection method 
for the measurement accuracy of LSPIV system. 

At present, commonly used flow velocity meters include the propeller current meter and the ADV 
(Acoustic Doppler Velocimeter) are used to detect the measurement accuracy of LSPIV. However, surface 
flow velocity cannot be directly measured by the above flow velocity meters because they must be underwater 
and keep a certain distance from the surface during the measurement process, which will directly impact on 
the detection results. A new detection method for LSPIV is introduced in this paper. 
 
2 DISTRIBUTED LSPIV SYSTEM 

A distributed LSPIV system was developed for large-scale river model test. Million pixel high-definition 
intelligent integrated industrial cameras were used in this LSPIV system and connected with computer through 
wireless network (Figure 1). Advanced digital image processing algorithm was combined with the basic theory 
of fluid mechanics for synchronous data acquisition of large-scale flow field. 

The image resolution of the intelligent integrated industrial camera is 4000×3000. The camera is 
equipped with infrared light automatic gain, adaptive light adjustment and automatic zoom (2.8mm to 12mm). 
There is a gigabit POE (Power Over Ethernet) interface in the camera. Image transmission and camera power 
supply can be completed at the same time by only a cable with a gigabit POE switch. The complexity of wiring 
in LSPIV system can be significantly reduced so that cameras are easy to add in the system. 
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Figure 1. The composition of LSPIV system. 

 
Image acquisition process is automatic without artificial adjustment. Particle distribution can be monitored 

by cameras in real-time. PIV cross-correlation algorithm and particle tracking algorithm are used in the data 
processing system of surface flow field. Measurement data can be directly exported in TXT, CAD, TECPLOT, 
BMP and other formats by the data processing system, and used to generate contour lines and streamlines of 
flow field, etc. (Figure 2). 

 

 
Figure 2. The measurement data of LSPIV system. 

 
Real-time dynamic visualization of the streamline can be generated by particle recognition algorithm and 

saved as a video (Figure 3). 
 

 

Figure 3. Streamline visualization. 
 

3 DETECTION METHOD FOR LSPIV SYSTEM 
Rotating flow usually exists in river model because of complex and changeable boundary. A uniform 

rotation platform was developed to simulate flow movement as close to the real situation in river model test. 
Particle image was randomly generated by computer and then printed on the rotating platform, which rotated 
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at a constant angular velocity to simulate particle motion of the surface flow field in river model test. Since the 
particles on the rotating platform were accurately generated by computer, the coordinates of particles on the 
platform were accurately determined and the speed of any position on the rotating platform was accurately 
determined ( r v ). The error was measured directly by comparing the measured data of the LSPIV 
system with the true value of the rotating platform.  

The detection device for LSPIV mainly comprises circular rotating platform, stepping motor, controller, 
transmission mechanism (Figure 4). The circular rotating platform is a smooth aluminum rotating disk with a 
diameter of 30cm. The resolution of the stepping motor is 0.001 degrees and the maximum rotating speed is 
up to 50 degrees /s. The drive mode adopts the structure of worm gear and the transmission ratio is 90:1. The 
rotating shaft is made by precision machining with multiple process. The dial scale ring is a laser scribing ruler, 
which is convenient for the initial positioning and reading. Stepper motor is connected with worm by elastic 
coupling. The eccentric disturbance and noise was greatly reduced because of synchronous transmission and 
perfect depolarization. The controller is always working in one of four states: automatic state, manual state, 
program editing state and parameter setting state. When the controller is powered up, the controller is in 
manual state and the coordinate value is automatically cleared. Then the manual / automatic mode can be 
switched and the rotation speed, rotation time, rotation direction and other parameters can be set. 

 

       
Figure 4. The detection device for LSPIV system. 

 
In order to analyze the performance index of LSPIV system, the influence on the measurement results 

caused by camera resolution, lens distortion, image acquisition system and flow extraction algorithm was 
detected by uniform rotating detection platform. Rotating platform was placed in the center of the image 
shooting (P1), the rotating speed was respectively set as 1 degree/s、5 degrees/s、10 degrees/s、20 
degrees/s、30 degrees/s. The LSPIV system was used to measure speed data of particles during the smooth 
operation of the platform. In order to detect the distortion correction performance of LSPIV system, the rotating 
platform was respectively placed at P2 and P3 (as shown in Figure 5) which were between the center and the 
edge of the image. In addition, the performance of LSPIV system at different heights can be detected. 
 

 
Figure 5. The detection positions of the rotating platform. 

 
The measurement data of LSPIV system was analyzed and compared with the exact value of the rotating 

platform, the maximum measurement error is less than 5%. The measurement results can be intuitively 
detected through flow field contours (Figure 6). 
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Figure 6. The detection results of LSPIV system. 

 
In order to detect the accuracy of LSPIV system mounted on river model, a bigger detection device with a 

diameter of 100 cm was developed (Figure 7). The maximum rotating speed is up to 120 degrees/s. 
 

 

 

 

 

 

 

 

Figure 7. The detection device with a diameter of 100 cm. 

 
4 CONCLUSIONS 

A new detection method for LSPIV system in river model test is introduced in this paper. Water flow can 
be simulated by a uniform rotating platform with precisely controlled system. The measured data of LSPIV 
system was compared with the true value of rotating platform to detect the accuracy of LSPIV system. 

This detection method is based on the precondition of tracer particles completely follow water flow. The 
influence of tracer particle tracing on the measurement error is not considered in this paper. This study should 
be improved in future work. 
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ABSTRACT 
 
The characteristics of water surface deformation is subject to various causes such as the sub-surface 
turbulence structure but detailed examination of the free-surface dynamics has not been fully understood yet. 
In order to examine the water surface features in a laboratory scale flow, a sampling moiré method was used 
to capture the two-dimensional deformation at a high sampling rate. The target flow is a shallow open- 
channel flow roughened by density packed glass marbles. For the shallow flow with a depth one and a half 
times the marble diameter, time-dependent water surface features were captured by varying the Froude 
number. The instantaneous water surface profiles were analyzed as a form of the space-time image 
expression to examine the advection feature of the surface pattern. Subsequently, in order to clarify the spatial 
and temporal behavior of water surface fluctuations, the frequency wavenumber spectra were calculated. 
According to the results, the effect of dispersive gravity waves travelling on the water surface is greater than 
non-dispersive waves advected by the turbulence in the hydraulic condition where the rough wall effects 
directly influence the free-surface dynamics. In addition, the intensity of water surface fluctuation is found to 
increase with the squared value of the Froude number, which can be estimated from a theoretical 
consideration. 
 
Keywords: Water surface deformation, sampling moiré technique, Space-Time Image Velocimetry (STIV), image 

analysis. 
 
 
1 INTRODUCTION 

It is commonly observed in open-channel flow that water surface profile changes its feature significantly 
subject to various causes such as turbulence, wind, submerged or protruded objects and navigating boats. 
Among them, turbulence is the most fundamental source generating various scales of water surface features 
including very small-scale fluctuations. In a practical utilization of such water surface features, surface velocity 
distributions are measured by assuming that the advection speed of surface patterns agrees well with the 
water surface velocity in a large scale fully developed turbulence in the actual river flow conditions. This 
assumption was verified empirically by comparing with the other velocity measurement instrument such as an 
acoustic Doppler current profiler (ADCP) in actual river field measurements. Among the techniques to 
measure the advection speed of such surface feature, the space time image velocimetry (STIV) technique 
was developed by the authors with success to measure flood surface velocity distributions. However, paying 
attention to laboratory scale open-channel flows, there has been a limited number of researches tackling 
water surface phenomenon (Guo and Shen, 2013; Roy et al., 2004; Savelsberg et al., 2006; Horoshenkov et 
al., 2013). According to the previous laboratory scale experiments especially in shallow water conditions at 
relatively low Reynolds number, the above assumption sometimes seems to fail with a contradictory result 
much different from those observed in actual rivers. 

In order to examine the water surface features experimentally, a two-dimensional water surface 
measurement technique, i.e. a sampling moiré method, was introduced to capture time-dependent two- 
dimensional profiles. A number of measurement techniques has been proposed to capture the free- surface 
deformations (Grant et al., 1990; Cobelli, 2009; Zhang, 1996; Tsubaki and Fujita, 2005), but the proposed 
method is considered one of the most accurate methods to detect small deformations based on the sampling 
moiré methods developed by Ri et al. (2010). From the time-dependent two-dimensional measurement results 
of water surface deformation, their advection feature was examined in detail. 
 
2 EXPERIMENTAL SETUPS 

The experiment was conducted using a straight open-channel with a length of 4m and a width of 20cm. 
The channel slope is variable and the channel walls are made of transparent acrylic plates on all sides. The 
channel bottom was densely packed in a staggered fashion by glass marbles with a diameter of 1.7cm. The 
relative water depth was kept constant at about 1.5 times the diameter. The hydraulic condition is shown in 
Table 1. The water depth H is measured from the virtual origin yb, which is set 0.8 times the roughness height 
k. Three cases each in subcritical flow conditions with the same water depth were examined by varying the 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5528 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

 
channel slope and input discharge to cover the range of the Froude number from 0.47 to 0.70. The water 
depth was kept very shallow so that the bed roughness condition would directly influence the water surface 
deformation and fluctuation. 
 

Table 1. Hydraulic conditions. 
 
CASE 

Water 
depth 

(cm) 

Roughness 
height 

(cm) 

Froude 
number 

(-) 

Reynolds 
number 

(-) 

Channel 
slope 

(-) 

Surface 
velocity 
(cm/s) 

Case 1   0.47 6374 0.006 28.8 
Case 2 2.89 1.7 0.59 7965 0.009 42.7 
Case 3   0.70 9558 0.012 51.1 

 
The experimental setup for applying the sampling moiré method is shown in Figure 1. A lattice pattern 

was projected on the water surface so that direction of the pattern agrees with the flow direction. The lattice 
pattern was generated so that its image intensity has a cyclic sinusoidal distribution as indicated in Figure 2. In 
order to enhance the color difference of the lattice pattern, the water was colored white by mixing a white 
poster color dye. Then, the water surface fluctuation was capture by using a high-speed camera at a sampling 
rate of 100 frame per second with a spatial resolution of 1024 by 1024 pixels. About 100 seconds of data, i.e. 
about 10,000 sequential frames were obtained in one case. The target area was a square with a side of about 
10 cm. The water surface velocity Us in Table 1 was measured by the particle image velocimetry (PIV) 
technique by separately supplying fine charcoal power from the upstream location. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Experimental setup for water surface measurement. 
 

 
 
 
 
 
 

Figure 2. Lattice pattern used for surface measurement. 
 
3 THE SAMPLING MOIRÉ METHOD 

In a basic moiré method, small displacement of an object can be detected by superposing a lattice 
pattern before and after the deformation, i.e. the phase difference of moiré pattern appeared by the 
superposition is proportional to the amount of displacement. In this sense, the displacement of water level 
during a small-time interval h is directly related to the phase difference  as: 

 
h  m, [1]

 
where m is the coefficient of proportionality. 
 In the sampling moiré method, a phase modulation related to displacement information can be measured 
by using a single camera (Ri et al., 2010). The lattice pattern projected on the water surface has an image 
intensity distribution as: 

 
I  a cos  b. [2]
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 Here, a is an amplitude of image intensity and b is the background intensity. The variables a, b and � can 
be determined from at least three images by shifting the phase difference. When one cycle of lattice pattern is 
divided into N, the image intensity distribution of In can be expressed by the following relation by shifting the 
phase step by step: 

  
[3]

 
The phase distribution can then be obtained by the following relation: 
 

 
 
 

                    [4] 
 
 
 
 
 The above technique is basically called as a phase shift method usually applied for displace 
measurement of a static object, which is not applicable to water surface displacement with dynamic variation 
in time. Hence, in the sampling moiré method, a number of phase-shift images are generated by thinning out 
pixels at regular intervals, which are then used in the conventional phase shift method explained above. With 
this method, three-dimensional water surface deformation can be measured only by using a single high-speed 
camera. 
 
4 EXPERIMENTAL RESULTS 

Before the experiment, the measurement accuracy was examined by adding a small amount of water into 
a static container little by little to increase the water depth at a rate of 0.2mm per one filling, while measuring 
the surface by the sampling moiré method. The measured results are compared with the water level 
calculated from the added water volume for evaluating the measurement accuracy. The calibration plot is 
shown in Figure 3 demonstrating a favorable accuracy within a small range of 1mm. 

Figure 4 provides instantaneous water surface deformations for the three cases indicated in Table 1. The 
area is the in the middle of the channel away from the side walls. In the present measurement system, about 
ten thousand instantaneous profiles that correspond to 100 seconds of sequential data were obtained. It is 
obvious that the water surface with smooth variation was obtained while reflecting a local change of surface 
level. Generally, the changes of local deformation seem to be arranged in a staggered manner which might be 
generated due to the effect of drag force acted on each glass marbles. The total pattern composed of the local 
deformations are advected in the downstream direction accompanying dispersive wave components that can 
travel in all directions. 

In order to examine the advection feature of the surface deformations, a space-time image (STI) 
expression of surface variation for a search line in the streamwise direction was obtained and compared as 
provided in Figure 5 normalized by using the water depth H and the surface velocity Us. The inclined lines in 
the figure corresponds to the advection trajectory by the surface velocity. It is interesting to note that patterns 
with speeds different from the advection can be seen in each case. It can be seen from the figure, that slower 
trajectory become more predominant for the larger Froude number indicating that the effect of dispersive 
gravity waves travelling in the downstream direction seems to be promoted in such a case. 
 

 
Figure 3. Evaluation of the sampling moiré method. 
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           (a) Case1 (Fr=0.47) (b) Case2 (Fr=0.59) (c) Case3 (Fr=0.70) 
 
 
 

  
 
 
 
 
 
 
 
 

Figure 4. Instantaneous water surface deformation. 

                  (a) Case1 (Fr=0.47)                (b) Case2 (Fr=0.59)                   (c) Case3 (Fr=0.70) 
Figure 5. Space-time image expression of water surface fluctuation. 

 
In the subsequent analysis, the STI data was decomposed into a wavenumber frequency plane, 

indicating the water surface advection features caused either by wall turbulence or the dispersive gravity 
waves. The analyzed results are provided in Figure 6, in which the solid line corresponds to the advection by 
the free surface velocity Us, i.e.: 

 

  Uskx , [5] 


 

 
  

(a) Case1 (Fr=0.47) (b) Case2 (Fr=0.59) (c) Case3 (Fr=0.70) 
Figure 6. Wavenumber frequency spectrum. 
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            (a) Case1 (Fr=0.47)     (b) Case2 (Fr=0.59)   (c) Case3 (Fr=0.70) 
Figure 7. Probability density function of water surface fluctuations. 

 
in which  is the angular frequency and kx is the wave number in the streamwise direction. On the other hand, 
the broken line shows the proceeding wave speed and the dash-dotted line indicates the receding wave 
speed expressed by the following relations: 

 
          

  [6]

    
Figure 6 clearly includes the three types of advections expressed by Eq. [5] and [6], but as has already 

discussed in terms of the STIs shown in Figure 5, the advection by the surface velocity in Figure 6(a) 
becomes relatively smaller than the other cases. Generally speaking, the effect of gravity waves travelling in 
the streamwise or upstream directions was comparable to or greater than the advection of wall turbulence 
moving with the surface velocity in very shallow hydraulic conditions, which is different from those observed in 
large scale turbulence. 

In addition, the intensity of water surface fluctuation was examined by processing instantaneous surface 
data at all points within the measurement area. The obtained probability density distribution of water surface 
fluctuation agrees very closely with the standard normal distribution or the Gaussian distribution as shown in 
Figure 7. There is no dependence on the Froude number or other variables with respect to the distribution 
feature of water surface fluctuations. Finally, Figure 8 compares the total intensity of water surface fluctuations 
with those obtained for smooth wall data. As can be expected, the intensity for rough wall data is several times 
greater than those for a smooth wall. This is because the mechanism for generating surface fluctuations in a 
smooth wall might be different from that in rough walls in shallow water conditions, in which direct effect of 
roughness elements are predominant in the generation of surface deformation and fluctuation while in a 
smooth wall ejected vortices with a large vorticity that reach the water surface can influence the water surface 
deformation. It is interesting to note that the intensity increases with the squared value of the Froude number, 
which was also observed in a smooth wall simulation (Yokojima and Nakayama, 2002). 
 

 
Figure 8. Intensity of water surface fluctuation. 

 
5 CONCLUSIONS 

The water surface deformations and fluctuations in shallow flow over a relatively large roughness were 
measured by a sampling moiré method with a reasonable accuracy. As the water depth is only 1.5 times the 
roughness element composed of glass marbles, the water surface is directly affected by the form drag or 
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separated vortices from each roughness particles. Under such conditions, the effect of the Froude number 
was examined in view of the advection feature of surface variations and the intensity of fluctuation. It was 
found that the space-time image and the frequency-wavenumber expression of water surface variation that 
the advection due to dispersive gravity waves are predominant in such shallow water conditions with relatively 
large roughness. Moreover, the intensity of fluctuation increases with the square of the Froude number and 
the level of intensity is several times larger than that for smooth wall conditions. Further research regarding 
the effect of relative water depth is needed to fill the gap of the understandings between laboratory and field 
observation. 
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ABSTRACT  
  
The tracer test using fluorescent dye has been generally performed to understand the mixing behavior of 
pollutants accidently spilled into river. However the existing tracer test method requires a considerable amount 
of cost and labor, and it provides only concentration distribution in time at the fixed location of fluorometers. In 
this study, we developed the image processing techniques on the aerial images taken by digital camera which 
is mounted on the unmanned aerial vehicle (UAV) during performing the tracer test to overcome the limitation 
of conventional tracer test. The tracer tests were performed in the meandering channel which was artificially 
constructed but on large scale. The 20% of rhodamine WT was used as the tracer material. For acquisition of 
the aerial imageries, DJI-Phantom3 professional, which is the inexpensive and commercial UAV, was used 
and the images were taken by the normal digital camera, which has three optical bands. The images were 
sequentially taken as 4K resolution (3840 2160) and 30 frames per second during tracer test. The image 
data were converted to concentration data in all time applying the image processing technique. It showed the 
determination coefficient over 0.9 with the concentration data measured by fluorometers in water channel. The 
spatial distribution of concentration represents well the effect of advection and dispersion in meandering 
channel, especially the transient storage in vegetated area. It is expected that this experimental method can 
contribute to the spatial analysis of dye dispersion in open channel flow, and facilitates to reduce the cost and 
labor for tracer test. 
 
Keywords: Pollutant mixing; Tracer Test; Fluorescent dye; UAV; Concentration fields. 

 
 

1 INTRODUCTION   
 The tracer test using fluorescent dye has been generally performed to understand the mixing behavior of 

pollutants accidently spilled into river. However the existing tracer test method requires considerable amount 
of cost and labor, and it provides only concentration distribution in time at the fixed location of fluorometers. In 
this conventional tracer test, the mixing behavior has been analyzed by statistical approach based on frozen 
cloud approximation such as the analysis of the variance of time-concentration curves to determine the 
dispersion coefficients (Baek and Seo, 2010; Seo et al., 2016). Although the spatial distribution of pollutant 
concentration can be obtained using an interpolation or a kriging method, it is spatially inaccurate and limited 
due to the number of sensors installed in river. In this study, we have developed the image processing 
techniques on the imagery taken by the commercial digital camera which was mounted on the unmanned 
aerial vehicle (UAV) during performing the tracer test to overcome the limitation of conventional tracer test. 
The objectives of this study is to develop the tracer test method using the aerial digital image, and to obtain 
the temporal and spatial distribution of pollutant materials.  
 
2 DESCRIPTION OF EXPERIMENT AND DATA COLLECTION 
 
2.1 Experimental channel   

The tracer test was performed in River Experimental Center established by the Korean Institute of Civil 
Engineering and Building Technology in Republic of Korea. The experimental channel was the meandering 
channel with 1.5 of sinuosity. The channel length in flow direction is 121 m, the average of channel width and 
depth are 4.91 m and 0.44 m respectively. And channel bed was covered by vegetation on the sand. Although 
it was a man-made channel artificially constructed, its geometric scale was closed to the small tributary in 
nature. The bed shape was similar to the meandering river which is naturally formed by sediment erosion and 
deposition.  

The hydraulic data were measured by Acoustic Doppler Current Profiler (Sontek, RiverSurveyor S5) at 
six of cross sections. The averaged discharge was maintained as 0.96 m3/s, and the cross-sectional mean 
velocity was measured as 0.45 m/s. The results of hydraulic data measurement are summarized in Table 1.  

The 20% of rhodamine WT was used as tracer material. It have been widely used in tracer test because it 
is almost conservative and can be easily detected by fluorometers in the nature river. It absorbs the light that 
has a peak wavelength of approximately 540 nm and emits the light that has a peak wavelength of 580 nm. In 
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this study, the 150 ml of rhodamine WT was injected into the experimental channel, and its concentration was 
measured by fluorometers (YSI, 600OMS) at three of cross-sections. The five fluorometers were uniformly 
installed in lateral direction at each cross-sections. The location of cross-sections for measurements of 
hydraulic and concentration data are described in Figure 1. And the temporal concentration data at each 
sections are expressed as concentration-time curves in Figure 2 
 

Table 1. The measured hydraulic data at each cross-sections. 

 
Mean 

Velocity 
(m/s) 

Width 
(m) 

H 
(m) 

I.P. 0.62 5.2 0.57 
Sec. 1 0.64 5.2 0.46 
Sec. 2 0.51 5.4 0.42 
Sec. 3 0.64 5.0 0.36 
Sec. 4 0.75 4.6 0.39 
Sec. 5 0.57 4.6 0.48 
Sec. 6 0.60 4.4 0.40 

Average 0.62 4.91 0.44 
 

 
Figure 1. The aerial image on the experimental channel and the location of cross-section for measurements. 

 
(a) Sec. 2 (b) Sec. 4 

Figure 2. The result of concentration measurements. 
 
2.2 Collection of image data  

For acquisition of the aerial imageries, DJI-Phantom3 professional, which is the inexpensive and 
commercial UAV, was used, and the imageries were taken by the commercial digital camera, which has three-
optical bands. The imageries were sequentially taken as 4K resolution (3840 2160) and 30 frames per 
second during tracer test. The setting of digital camera such as shutter speed and white balance were 
manually adjusted to prevent the pixel value changed automatically. And the all of imageries were normalized 
by the reference value. PTFE sheet was used as reference material. It is a kind of fluorocarbon solid, and 
widely used in the remote sensing field as a reference standard because it exhibits approximately the 
Lambertian reflectance over the UV-VIS-NIR region (Ball et al., 2013). It was installed near to experimental 
channel to be captured in all imageries. 

The topographical survey was also performed to obtain the world coordinates on eight ground control 
points (GCPs). It was used for stabilizing the image sequence spatially and image registration. 
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3 IMAGE PROCESSING TECHNIQUE  
 
3.1 Image registration 

The captured scene in image sequences were unstable. It was displaced because the UAV was hovered 
around the experimental channel. The vibration due to the rotors of UAV and the wind effect make the scene 
displaced in short time. For stabilizing of scene in imagery, the pixel coordinates of each pixels were 
converted to world coordinates applying the projective transformation based on the coordinates of GCPs 
obtained from topographical survey. Then all images in sequence was fixed by its ground coordinates, and all 
pixels in each image were rescaled to a resolution of 5x5 cm in the world coordinates. The results showed that 
the root mean squared error of the coordinates of GCPs in images is less than 10 cm.  

The unwanted pixels, which covered the water channel and cloud of dye such as bridge and equipment 
for measurements, were removed. Then it were filled by the cubic spline interpolation to recover the missing 
data in space. The procedures of the image processing were carried out by programming in MATLAB. 
 
3.2 Conversion image data to concentration 

The rhodamine WT, which was used in this study, is fluorescent dye. It is known that the fluorescence 
intensity is almost proportional to the concentration of material in the low concentration region. The fluorescent 
material absorbs the light of the certain wavelength, and emits the light in longer wavelength. Thus the 
fluorescence intensity depends on the amount of the absorbed light. Based on Lambert-beer’s law, the 
equation [1] describes the fluorescence intensity in case of fluorescence dye is diluted with the water. 
 
        0 0 expF A AI I I h          [1] 

 
 
where  FI   is the light intensity in the wavelength of fluorescence,  0 AI   is the light intensity in the 

wavelength of absorption before the light is transmitted into water,   is the quantum yield which is the ratio 

between fluorescence and absorption of light,  is the attenuation coefficient in wavelength of absorption, h  
is water depth or thickness of water body. 

The digital camera used in this study was the normal digital camera. It has three-optical bands which are 
Red, Green and Blue-band. The range of wavelength of light captured by each bands was unknown, and the 
overlapped ranges exist between each bands. It was hard to measure the light intensity in wavelength of 
florescence and absorption accurately. So the concentration data measured by fluorometers was compared to 
the digital number of each bands to figure out the relationship between the measured concentration and the 
digital number of each bands empirically. The digital number corresponding to each fluorometers were 
sequentially extracted from the pixel near to fluorometers in all images. The results of comparison are shown 
in Figure 3. The concentration of Rhodamine WT was positively correlated to the increment of digital value of 
Red-band and negatively correlated to the decrement of digital value of Green-band statistically. This 
tendency can be described as the range of wavelength of R-band that includes the fluorescence wavelength 
(580 nm), and the G-band that includes the absorption wavelength (540 nm). 
 

 
Figure 3. The time series data for digital number and concentration at center of sec. 2 (S2-3). 

 
Based on the results of comparison, the ratio of the digital number of R-band to that of G-band was 

empirically introduced as the value of Q. 
 
 R

Q
I G




 
[2] 
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where I is the sunlight intensity just above water surface.  
 

It is an analogy to the quantum yield of equation [1]. The denominator of equation [2] is the digital 
number corresponding to the amount of the absorbed sunlight which is transmitted into water column. The 
value of I is assumed as the digital number of pixel in the PTFE sheet installed near to water channel 
because it reflects the most of incident sunlight from its surface. The numerator of equation [2] is the digital 
number in wavelength of fluorescence. Figure 4 shows the relationship between the value of Q and the 
concentration of rhodamine WT. It shows that the value of Q is linearly increased with respect to concentration. 
The value of the y-intercept indicates its base. The value of base is affected by water depth at each pixel and 
the reflectance of bed material. Therefore it have different values at each pixel. It can be obtained from the 
image which is taken before rhodamine WT was injected into water channel.  
 

 
Figure 4. The relationship between the value of Q and concentration at the center of section 2. 

 
The equation [3] is the relationship between the digital number and concentration considering the effect 

of the ambient light intensity. For the explicit calculation of concentration, it can be rearranged to equation [4]. 
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where rhoR  and rhoG  are the digital number of R and G-band when rhodamine WT is injected into water 

channel, 0R  and 0G  are the digital number of R and G-band in water channel without rhodamine WT, C is the 

concentration of rhodamine WT, a  is the coefficient of proportionality. 
 

 
Figure 5. The comparison between the measured concentration and the results of the equation [4]. 

 
Figure 5 shows that the comparison between the measured concentration and the calculated 

concentration by the equation [4]. The optimum value for a  was determined as the value of 0.0025, and it 

yields the value of 2R  as 0.90 for the date set from the five-fluorometers in the section 2. 
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4 VALIDATIONS AND RESULTS  
 
4.1 Validation on the concentration-time curve  

The equation [4] was applied to each pixel corresponding the location of fluorometers in all cross-
sections, and compared to the concentration-time curves from measurements. Figure 6 shows the comparison 
between results measured by fluorometers and calculated by image processing. The solid line and square-
shaped dot represent the concentrations measured by fluorometers and converted by images in time 
respectively. 
 

(a) S2-2 

 

(b) S2-3 (center of width) (c) S2-4 

 
(d) S4-2 

 

 
(e) S4-3 (center of width) 

 
(f) S4-4 

 
(g) S6-2 

 

 
(h) S6-3 (center of width) 

 
(i) S6-4 

Figure 6. The results of concentration-time curve at each locations of fluorometers. 
 

The concentration-time curves, which were converted from images using equation [4], show generally 
good agreement with the concentration measured by fluorometers at each cross sections. They were 
evaluated by the coefficient of determination, and were over the value of 0.9 for all of the concentration-time 
curves. 
 
4.2 The spatial distribution of concentration 

It is judged that the temporal and spatial concentration distribution were well estimated by image 
processing technique. All images were sequentially converted applying the equation [4]. Some pixels were 
converted into quite large value. It were induced by the error of coordinates in image registration, and the 
pixels in images has intrinsic noise itself. To remove the noise in space, the adaptive median filter was applied 
in reference to Hwang and Haddad (1995). The pixel values were determined as the median value in the 
searching window. Its advantages are that the size of window is changed adaptively, and is robust in removing 
the mixed impulses with high probability of occurrence while preserving sharpness. The filtered concentration 
fields are shown in Figure 7. The injected tracer was advected and dispersed by shear flow in meandering 
channel. Its maximum concentration was transported following the side of outer bank in the apex of curve. 
Especially the spatial distribution of concentration was formed as the v-shaped when the tracer clouds pass 
though the curved region shown in Figure 7 (b). It is due to the secondary flow which is the spiral motion 
perpendicular to the direction of the primary flow. And the low concentration remained in the vegetated bank 
of the channel. The tracer material was temporarily captured in the vegetated area, then it was slowly 
released over time. The effects of secondary flow and the transient storage in vegetated area caused the 
dispersion of tracer cloud increase. 
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(a) t=90 sec (b) t=120 sec 

(c) t=180 sec (d) t=240 sec 

Figure 7. The spatial concentration distribution in time. 
 
5 CONCLUSIONS 

In this study, the temporal and spatial distribution of rhodamine WT was estimated by the image 
processing techniques using the characteristic of the fluorescence of rhodamine WT. The image data were 
collected by the commercial digital camera mounted in UAV. It was converted to concentration data applying 
the relationship between the pixel value in images and the concentration measured by fluorometers. The 
results for validation in time showed good agreement with the measured values showing the determination 
coefficient, 2R  to be over 0.9. Then it was applied to all pixel in space, and it produced the spatial 
concentration field at each time. The spatial concentration distribution of rhodamine WT showed the 
characteristics of advection and dispersion effects in meandering channel. It is expected that this experimental 
method can contribute to the spatial analysis of dye dispersion in open channel flow, and facilitates to reduce 
the cost and labor for tracer test efficiently. 
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ABSTRACT  
 
Climate variability could be defined as the climatic changes compared to the mean value. The increment of 
the greenhouse gases has deteriorated climate variability which in turn might exert a wide range of impacts on 
the quality and quantity of surface water resources. Therefore, not only it decreases available water 
resources, it also increases the cost of refinery and purification. This paper aims to analyze the impacts of 
climate variability on the quality of surface water resources and examine the methods used to assess the 
quality of surface water resources at Tale-Zang station, Dez River Iran. Two climate parameters namely 
precipitation and temperature were employed to analyze the climate variability. The Canadian Council of 
Ministers’ Environment Water Quality Index (CCME-WQI) and Wilcox Diagram were applied to classify water 
quality. The results reveal that there is climate variability over the studied period which led to the emergence 
of dry and wet periods in the region. Furthermore, the results show that Wilcox diagram in incapable of 
explaining the quality status in terms of climate variability in most years of the studied period while CCME 
indicated that in most years, climate variability did not result in the emergence of critical values regarding the 
qualitative parameters under the study and the water quality was classified as good (80-95). 
 
Keywords: CCME; climate variability; Dez river; surface water quality; wilcox diagram. 
 
 
1 INTRODUCTION   

 Water is considered a critical element in human life; it is, therefore, necessary to seriously take quality 
and quantity of water resources into account. The ever-increasing population growth, urbanization and the 
increase in agricultural and industrial activities have led to water quality deterioration. On the other hand, the 
ever-increasing usage of green-house gases and fossil fuels has increased the earth temperature. Climate 
variability and change are among the principal consequences of the increase of greenhouse gases which 
might in turn affect the condition of water resources across the world. The increase in greenhouse gases has 
led to climate changes which in turn resulted in non-stationary climate variables; precipitation, temperature 
and solar radiation in particular (IPCC, 2001). Given that temperature is in a mutual interaction with other 
climate elements, it causes climate variability. The resulted phenomenon has a wide range of effects; 
however, it mainly affects the water resource and agriculture sections. Climate changes could be observed in 
various realms including plants growth period, the amount of agricultural water resources, severe frosts, 
floods, hurricanes, droughts and so on (Spinoni et al., 2014; Delpla et al., 2009). 
 Numerous studies have been carried out in this regard. For instance, Elshemy and Meon (2011) studied 
the effects of climate changes on the water quality indices of Aswan Dam. The effects of global climate 
change on NSFWQI and CCME-WQI were examined. The results revealed that the climate changes had 
slightly affected the indices that under the study. The study which carried out by El-Jabi et al. (2014) regarding 
the effects of climate change on the quality of surface water making use of WQI and CWQI methods was in 
line with the results obtained from the study conducted by Elshemy and Meon (2011). Laurent and Mazumder 
(2014) studied the effects of seasonal and inter-annual climate variability on the concentration of surface 
water fecal coliform in British Columbia. The results revealed that a positive correlation between the climate 
variability and the seasonal and intra-annual fecal coliform concentration could be observed at five percent of 
the stations under study. Mohammadi Ghaleni and Ebrahimi (2015) analyzed the effects of human activities 
and climate variability on the water resources of Saveh Plain, Iran. Making use of hydrometric and 
meteorological data, they analyzed the temporal and spatial variations in quality and quantity of surface and 
groundwater resources. Surface water quality assessment analysis revealed that electrical conductivity 
increased 957.34 μmho/cm in years subsequent to 1994 compared to that of years prior to 1994. 
Furthermore, Wilcox water quality classification decreased from C3-S1 to C4-S2. 
 Due to specific geographical conditions, Iran has not been protected from changes and problems have 
arisen from various climate conditions. Reduction of water resources in terms of quality and quantity has been 
one of the outstanding consequences in a way that many countries around the world, those in the Middle East 
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in particular, are suffering from droughts and lack of high quality water that is in part due to changes occurred 
to the region’s climate conditions. Therefore, this study generally aims to analyze the effects of climate 
variability on the methods of surface water quality assessment in the basin of Dez River located in Iran 
between the years 1969 to 2012. 
 
2 MATERIALS AND METHODS  
 
2.1 Study area 

The great Karoon River watershed is comprised of Dez and Karoon rivers which are located on the 
heights of central Zagros Mountains. The coordinates are  48◦-00′ to 52◦-30′ eastern longitude and 30◦-00′ to 
34◦-05′ northern latitude. The meteorological (precipitation and temperature) and water quality data regarding 
the period from 1969 to 2012 was provided by the Iran Water Resources Management Co. The geographical 
specifications of the region and the studied station are illustrated in Figure.1 and Table.1, respectively. 
 

 
Figure 1. Location of the study area in the Dez Basin – IRAN. 

 
Table 1. General characteristics of surveyed synoptic station in Dez Basin-IRAN. 

 
 

2.2 The standardized precipitation drought index 
 McKee et al. (1993) developed an index as the standardized precipitation index (SPI) in order to monitor 
the droughts in Colorado Province. The index is calculated through fitting precipitation data to the probability 
distribution function and then transforming the resulted probability into a standard normal distribution. SPI 
dependends solely on precipitation data and could be calculated on different monthly scales of 1, 3, 6, 9, 12, 
24 and even 48. The seasonal SPI was used in this paper. Table 2 shows the drought categorization in terms 
of SPI (for more details see McKee et al., 1993).  
 In this paper, SPI drought index was used in order to analyze the climate variability in spring, fall and 
winter seasons. Given that the precipitation during summer equals to zero or is trivial, the analysis of SPI 
values would be void of meaning. Climate variability during this season was, therefore, analyzed through 
applying the climate parameter of temperature. 
 
 
 

Degree Minute Degree Minute

Tale-Zang 48 46 32 49 436 881.5

Longitude Latitude
Elevation (m) Long-term average precipitation(mm)Station
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Table 2. Drought classification based on SPI (Mckee et al., 1993). 

 
 

2.3 Wilcox diagram 
Regarding the agricultural section, the quality of water is as important as its quantity. Poor quality water 

could be regarded a restrictive factor in the agricultural section. Wilcox diagram is considered one the most 
prominent and oldest classifications in this regard. Agricultural water is classified based on electrical 
conductivity (EC) and Sodium Absorption Rate (SAR). 
 

Table 3. Different water classification and types of quality based on Wilcox classification (Wilcox, 1955). 

 
 

2.4 CCME-WQI 
This index was developed by Canadian Council of Ministers of the Environment in 1990. Three different 

factors affecting the water quality are taken into account by this index. The index would be calculated based 
on three factors of F1, F2 and F3 (CCME, 2001). Table 3 shows water quality classification based on this 
index. The way, which CCME WQI is calculated, is as follows. 
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Table 4. Categorization of CCME-WQI. 

 
 
 

SPI Values ≤-2 -2 to -1.5 -1 to -1.49 -0.99 to 0.99 1 to 1.1.49 1.5 to 1.99 2 ≤

Drought Category Extreme drought Severe drought Moderate drought Normal Moderateley wet Severely wet Extremely wet

Water category Water quality for agriculture

C1S1 Freshwater-Completely harmless

C1S2, C2S2, C2S1 A little salty- Almost Appropriate

C1S3, C2S3, C3S1, C3S2, C3S3 Passion- Applying the necessary measures

C1S4, C2S4, C3S4,C4S4, C4S3, C4S2, C4S1  Very salty- Harmful to agriculture

Index Value  Category

0-44 Poor

45-64 Marginal

65-79 Fair

80-94 Good

95-100 Excellent
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3 RESULTS 
 
3.1 Climate variability 

Figure 2 shows the climate conditions during the four seasons over the period under study (1969-2012). 
In spring, SPI index showed that between the years 1969 and 1992, the climate condition was normal over 
almost all of the years. In the year 1969, 1971, 1972, 1976 and 1981, degrees of wet years were, however, 
observed. Furthermore, various degrees of droughts were observed over the period of study. The most severe 
ones occurred in 1978 and 2008. Figure 4-b shows the temperature variability over the years 1996 to 2012. 
As it could be observed in the figure, over the years from 1978 to 1996, the average temperature in summer 
was lower than the long-term temperature average at this station. Over the years from 1979 to 1993, the 
temperature has increased compared to the long-run average temperature. It could be generally said that over 
the years 2000 to 2012 (except the years 2002, 2005, 2008 and 2009), the temperature has increased (0.2 
centigrade on average) compared to the observed long-run average temperature in this season. In fall, the 
most severe droughts were observed in 1969, 1990 and 1995. Over this season, some moderate and severe 
wet years were detected in 1971, 1972, 1992, 2000 and 2001. By considering SPI values, it was revealed that 
in winter, droughts of various degrees including moderate, severe and extreme ones were observed over the 
years 2007 to 2012. The climate condition in this season was normal over most of the studied years. Figure 4-
d shows that there are wet years of various degrees including moderate, severe and extreme ones over the 
years 1973 to 1998. 

 

 
Figure 2. Climate variability at Tale-zang satation in Dez basin (a).Spring (b).Summer (c). Fall (d). Winter. 

 
3.2 Wilcox diagrams 

This section deals with the results obtained from the quality assessment of agricultural water in four 
different seasons over the studied period. Figure 3-a and 3-d show the Wilcox classification in spring and 
winter. As the diagram shows, EC and SAR parameters increase over the statistical studied period while the 
quality classification have not experienced any changes and remained at C2S1 (a little salty-almost 
appropriate). In summer, quality classification over all years was at C2S1 (a little salty-almost appropriate). 
However, in 2008, the quality classification was at C3S1 (passion–applying the necessary measures) with 
EC=767 μmho/cm and SAR=1.59. The values of EC and SAR increase a total of 154.47 μmho/cm and 0.6, 
respectively compared to the long-run average value which resulted in the change of water quality 
classification in this year. In the fall, the water quality was at C2S1 (a little salty-almost appropriate) over 
almost all of the years. The quality was classified at C3S1 (passion–applying the necessary measures) over 
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some of the years. In general, the water quality classification has changed in some of the years in the season 
that was in part caused by climate variability.  

 

 
Figure 3. Wilcox classification (a). Spring (b). Summer (c). Fall (d). Winter. 

 
3.3 CCME-WQI 

 This section deals with the results obtained from the water quality assessment in terms of CCME-WQI 
over the studied period. In spring, due to severe and moderate wet years in 1971, 1972 and 2002, the water 
quality was ranked as excellent at Tele-zang station in terms of this index, while over the other years it fell 
under the category of good, in range of 87.1 to 89.6, showing good water quality. The lowest value of the 
index was observed in 2011 due to high concentration of HCO3, Ca, EC and TDS parameters. In summer, the 
index changed in the range of 89 to 100 as well and the water quality was excellent in 1971, 1973 and 1974. 
In fall, the water quality classification degraded to the moderate category due to droughts occurred in 1990 
and 1996. In case the CWQI values are compared to the climate variability occurred in fall over the period 
under study, it could be inferred that the climate variability occurred in this season have affected the final 
value obtained from the index in many years. In winter, the water quality fell under the category of good 
among all of the years. The highest value obtained from the index was 89.8 observed in 1971 and 1972 while 
the lowest one was 87.8 observed in 2011. The climate variability in this season increased or decreased the 
index value while not changing the water quality classification. For instance, droughts occurred in the years 
from 2007 to 2012 resulted in reduction of water quality index. 
 Generally, the analysis of index values in four seasons at Tele-zang station reveals that the water quality 
could be classified as good in most years, since in most years the only parameter that exceeded the permitted 
values set by the WHO standards was HCO3 while other parameters were in acceptable ranges. 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5544 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
            

  

 

Figure 4. CCME-WQI classification (a). Spring (b). Summer (c). Fall (d). Winter. 
 

4 CONCLUSIONS 
The present study aimed to analyze the surface water quality assessment methods under climate 

variability. The meteorological and qualitative data regarding Tele-zang station were, therefore, studied over 
the period 1969 to 2012. Wilcox method and CCME-WQI were employed in the present study in order to 
examine the water quality. The results revealed that given its graphic nature, Wilcox diagram was incapable of 
defining the quality status and classifying the quality under the climate variability in most years and seasons 
under study. On the other hand, due to its mathematical structure, CCME index was somehow capable of 
revealing the changes within index values. The results obtained from the present study reveals that in most 
years the climate variability did not cause quality parameters of critical values exceeding the permitted 
standards (except bicarbonate). The water quality is, therefore, classified in the range of 80-94 (good). 
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ABSTRACT 
 
When sunlight waves travel into the interface between water and air, a part of the sunlight waves refracts at 
this interface. The observed sunlight intensity profiles related to wave profiles were recorded at the 
observation board below the transparent acrylic test channel in experiment. It is possible to calculate the wave 
profile by applying modified Suzuki-Sumino’s method to this recorded sunlight intensity profile. The relative 
errors which show the accuracy is introduced as the value of the difference between the calculated wave 
height and the measured wave height using the wave meter divided by the measured wave height. This 
accuracy of wave profile depends on the weather (fine or cloudy), the incident angle of the sunlight, the water 
depth, the wave steepness, the refractive index of the bottom, the incident wave length and the distance 
between the bottom and the observation board. It is confirmed that the relative error increases as the water 
depth increases and the refractive index increases and the brightness in the still water surface increases and 
the relative error decreases as the distance between the channel bottom and the observation board 
decreases. 
 
Keywords: Optical wave profile measurement; sunlight intensity profile; Suzuki-Sumino’s method. 
 
 
1 INTRODUCTION 
 When the natural light waves travel into the interface between water and air, a part of the incident light 
wave refracts and diffracts at the interface. When these light waves travel to the horizontal observation plane 
located in water near the water surface, these waves make the light intensity profile, and the fringe pattern in 
brightness on this observation plane. It is possible to calculate the wave profile by applying modified Suzuki-
Sumino's method to the fringe pattern in brightness recorded on this observation plane (Dan, 2002). The 
fringe pattern in brightness related to the water surface image can be recorded easily with the video camera at 
and below the bottom of the water. This technique can be used to measure the wave height in an observation 
plane simultaneously. 
 Wave gages for the experimental study, a servo-type wave gage, a resistance-type wave gage and a 
capacitance-type wave gage are quite standard. Wave gages for the field study, an ultrasonic-type wave gage 
and a pressure-type wave gage are suitable. These wave gages are capable of measuring the wave heights 
at an observation point. This method can be called as “wave measurement at a point”. It costs much and 
needs many wave gages in order to measure the wave surface elevation in an observation plane 
simultaneously. It is well known that the wave meter using the laser light sheet is useful in order to improve 
these problems. The wave surface elevation can be imaged by a laser-induced-fluorescence when the laser 
beam is scanned and illuminated on the interface between air and water. This is a nonintrusive-type wave 
measurement technique developed by using optical devices and process the laser-induced image without 
disturbing the wave field. This method can be called “wave measurement in an observation line”. Suzuki and 
Sumino (1993) developed the new wave measurement technique in an observation plane. This method is 
capable of calculating the wave surface elevation by using the refraction of the incident light waves at the 
interface between air and water. The incident light waves converge under the crest and diverge under the 
trough after the refraction in an observation plane near the wave surface. These images in this observation 
plane can be recorded on the videotape with a video camera at the sea bottom. Performing the Fourier and 
inverse Fourier transformation to the brightness profile in these recorded images is capable of calculating the 
wave surface elevation. When the natural light waves travel to the wave surface, it is possible to calculate the 
wave surface elevation in an observation plane in water near the wave surface by applying the modified 
Suzuki-Sumino’s method to the brightness profile in this observation plane. By processing the recorded image 
data on the glass plate located at the bottom of the water, the wave height and the wave length are estimated 
in the case of regular waves (Dan et al., 1993). These methods are capable of measuring the wave profile 
simultaneously in an observation plane by processing the recorded image of the wave surface. These 
methods can be called as “simultaneous wave measurement in an observation plane”. 
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  By making use of the refraction of the natural light waves at the wave surface the fringe pattern of bright 
and dark portions can also be recorded in the focused observation plane in water with the camera at the sea 
bottom. By applying Suzuki-Sumino’s method to this recorded image, the wave profile in an observation plane 
can be calculated simultaneously (Dan, 2002). It is also possible to estimate the wave profile by using the 
relationship between the light intensity profile calculated according to Snell’s law and Fresnel-Kirchhoff’s 
formula in the observation plane in water and the wave steepness when the incident parallel light waves travel 
to the wave surface (Dan and Otsuki, 2000; Dan and Kawabata, 2001). Due to the loss of the light energy at 
the transparent bottom, the relative error of the wave profile in the case of the transparent bottom is greater 
than that in the case of the bottom of the ground glass (Dan et al., 2014). 
 
2 OBSERVED IMAGES ON THE BOTTOM IN THE FIELD AND IN THE EXPERIMENTAL CASE 
 The fringe pattern in brightness on the bottom can be seen in many cases. For example, in the wave tank 
(Figure 1.), in the experimental water channel (Figure 2 and 5), in the coastline (Figure 3.), and in the riverside 
(Figure 4.). 
 
 
 

Water waves generated in the wave tank.mp4
 

 
Figure 1. (Movie and picture) Observed wave images on the bottom of a wave tank. 

 
 
 

Finger touch & knocking the wall.mp4
 

 
 
 
Figure 2. (Movie and picture) Observed wave images (finger touch and knocking the wall) on the bottom of a 

wave tank. 
 
 
 

Wave breaking.mp4
 

 
 

 
Figure3. (Movie and picture) Observed wave images (scattering and wave breaking) in the seashore. 

 
 

Sinusoidal waves in the riverside.mp4
 

 
 

Figure 4. (Movie and picture) Observed wave images in the riverside. 
 

water wave motion and fringe pattern in brightness.mp4
 

 
 

Figure 5. (Movie and picture) Observed wave images (water wave motion and fringe pattern in brightness). 
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 A camera can be located as in the following cases, ①over the sea, ②in the sea, ③below the bottom, ④
on the bottom, and ⑤below the transparent bottom, in Figure 6 in order to measure the wave motion using a 
camera. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Camera’s location of wave meters using a camera. 
 
 Figure 7 shows the observed images using a camera below the transparent bottom of the channel. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Recorded images of fringe patterns in brightness on the bottom of the channel. 
 
3 ANALYTICAL APPROACH 

 
3.1 One-dimensional approach 
 When the natural parallel light waves travel to a wave surface vertically in x-z plane, the refracted waves 
travel to the transparent acrylic bottom and these transmitted waves make the fringe pattern of brightness on 
the white observation plane (Figure 8). The water waves travel in x-direction. These water waves can be 
irregular waves. 
 When the incident light waves travel vertically at the point, x=x, the refracted light waves travel to the 
point on the observation plane, x=x1 (Figure 8 and 9). x1 is the coordinate axis on the upper surface of the 
transparent acrylic bottom and x2 is the axis on the bottom and x3 is the axis on the surface of the observation 
board (Figure 8). 
 Now it is assumed that the natural parallel light waves travel to the interface vertically (Fig. 8 and 9). The 
light waves traveling between x=x and x=x+⊿x refract at the interfaces and then these waves travel to the 
observation plane like in water between x1=x1 and x1=x1+⊿x1, in an acrylic plate between x2=x2 and x2=x2+⊿
x2 and in air between x3=x3 and x3=x3+⊿x3 (Figure 9), where n1, n2 and n3 are the indexes of refraction at the 
wave surface, at the upper surface of the transparent acrylic bottom and at the upper surface of the 
observation board respectively. αis an incident angle at the water surface, β is a refraction angle, γ is an 
incident angle, δis an incident angle and εis a refraction angle (Figure 9). 
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 C(x) is the light intensity profile at the interface before the incidence, B(x1) is that on the observation 
plane, D is that on the lower surface of the transparent acrylic bottom and E is that on the observation board. 
As the distance between the point on the observation plane and the camera is not constant, the light intensity 
C recorded with a camera in the case of still water is also not constant. However, in this paper, it is assumed 
that C recorded with a camera in still water is constant. 
 There is a reflection of incident waves at the boundary and a dissipation of waves both in the air and in 
the water. It can be assumed that there is no dissipation energy both in the air and in the water. The energy 
balance is expressed as 

 
        dxxCdxxCkdxxBkdxxDkdxxEk  )(0111222333 [1] 

 
where k0, k1, k2, k3 are reduction coefficients due to the reflection at the boundaries 0, 1, 2, 3 respectively. 
 If there was no reflection at the boundaries, then k0=k1=k2=k3=1. 
 
        dxxCdxxBdxxDdxxE  112233 [2] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 8. Coordinates system. 
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Figure 9. Rays tracing. 
 According to Snell’s law and modified Suzuki-Sumino’s method the following equations are derived. 
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 Performing the Fourier transformation and the inverse Fourier transformation the wave surface  is 
written as 
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where is the Fourier transformation and is the inverse Fourier transformation and h is the uniform water 
depth.  is the spatial angular frequency expressed as 
 
 [9] 
 
where  and f is the spatial frequency. B is the brightness profile along the x-axis in the observation 
plane and C is the brightness profile in still water in the observation plane. As there are no days in still water in 
ocean, it is assumed that C is nearly equal to the averaged brightness in the observation plane. 

)(x

 1


fπ2iω

1i

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5551



 
            

  

 

 The water depth, h and the index of refraction, n1, n2, and n3 can be constant. The brightness profile C is 
not always constant because the optical path between the camera and the point on the observation plane 
varies and the light absorption is not constant along this optical path. 
 
3.2 Two-dimensional approach 
 The wave surface ),( yx is derived in the same way as Equations (5, 6 and 7) and is expressed as  
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where ωx and ωｙ are the spatial angular frequencies in x-direction and y-direction respectively and expressed 
as  
 
 [11] 

 
where fx and fy are the spatial frequencies in x-direction and y-direction respectively. 
 Equation (9) shows that the wave surface elevation,   increases when we estimate the water depth, h 

greater and   decreases when we estimate the index of refraction in water n12 to be greater. When we 

estimate the light intensity C before the incidence on the wave surface to be greater,   decreases and 

estimate C smaller,   increases by the numerical simulation. The accuracy of the wave surface elevation 

depends on the accuracy of C considerably. 
 
4 EXPERIMENTAL APPROACH 
 
4.1 Experimental setup 
The wave tank used is 5.40m long, 0.15m wide and 0.20m tall (Figure 10). Regular waves are produced using 
this tank. White observation plane is located in a horizontal plane and can be moved vertically at any position. 
The distance d between the bottom of the channel and the observation plane can be changed. (Figure 10). 
 Figure 10 (d) shows some examples of recorded images. The left image is the recorded intensity profile 
image in case of still water surface and the right is the image of the wave surface. Both images are recorded 
on the observation plane by a video camera. 
 
4.2 Experimental cases 
 Table 1 shows the experimental cases. Cases A, B, C and D are shown. Experimental Case A is made 
under the following conditions that the water depth, h is 10cm. The water waves are regular waves. The wave 
period T is 0.29 sec, the wave length L is 15.6cm, the wave height H is 0.77cm and the wave steepness H/L is 
0.05. Cases B, C and D are also made under the conditions as shown in Table 1. 

 
Table 1. Experimental cases. 

Cases
Wave properties 

A B C D 

Water depth h [cm] 10 10 10 10 
Wave period T [sec] 0.29 0.36 0.46 0.53 
Wave length [cm] 15.6 23.7 35.3 47.9 
Wave height [cm] 0.77 1.09 2.02 1.54 
Wave steepness 0.05 0.05 0.06 0.03 
Solar altitude [°] 65 75 65 73 
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(a) Wave tank 

(b) Coordinates 
 
 
 
 
 
 
 
 
 
 
 
 
 (c) Recording images on the observation plane (d) Recorded images 

Figure 10. Experimental apparatus and recorded images. 
 
5 WAVE ANALYSIS 
 The wave profile ),( yx  calculated by using Equation (9) contains errors because of using image data 
of RGB intensity composed. In Equation (9), the waves are expressed as having one frequency. To decide the 
wave height correctly, it is analyzed by using the intensity profile data of a frequency. Sunlight waves contain 
many waves with different frequencies. Another reason why the errors occur is the reflection at all boundaries. 
The reflection loses the light wave energy and the residual energy travel to the observation board. 
 
5.1 Results of two-dimensional wave analysis 
 Figure 11 shows calculated wave profiles by using the software “OriginPro 9.0” according to equation (9). 
The recorded image of still water surface of each case is shown at top left, the wave profile along the center of 
the water channel is shown at top right and the bottom shows a calculated wave profile of each case. 
 Table 2 shows the experimental results. Relative error is greater in case A than in case B and in case C. 
Relative error is 19.6% in case B and is the smallest among the three cases. This is because the observation 
plane is located around the point of rays crossing. In Cases A, B and C, the minimum relative errors can be 
found as d increases from 7cm to 49cm (Figure 12). 
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d 
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                                  (a)  d=7cm                   
(b)  d=10cm 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                (c)  d=13 cm                                                                 (d)  d=16 cm 
Figure 11. Calculated wave profile images depending on d. 
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Table 2. Experimental results (Relative errors as d increases from 7cm to 49cm). 

d 
[cm] 

CASE A CASE B CASE C CASE D 

Analyzed 
wave 

height 
[cm] 

Relative 
error % 

Analyzed 
wave 
height 
[cm] 

Relative 
error % 

Analyzed 
wave 
height 
[cm] 

Relative 
error % 

Analyzed 
wave 
height 
[cm] 

Relative 
error % 

7 0.17 78.4 0.64 41.1 1.19 41.1 1.44 6.2 
10 0.24 69.4 0.74 32.4 1.23 39.1 1.19 22.8 
13 0.24 68.7 0.88 19.6 1.18 41.7 1.11 28.1 
16 0.33 56.6 0.75 31.5 1.22 39.4 0.62 59.6 
19 0.31 59.9 0.76 30.2 1.12 44.3 0.94 38.9 
22 0.26 66.7 0.50 54.0 1.19 40.9 0.79 48.6 
25 0.21 72.7 0.47 56.6 1.28 36.6 0.93 39.4 
28 0.23 69.7 0.60 45.2 1.39 31.0 0.59 61.6 
31 0.23 70.1 0.54 50.5 1.29 35.9 0.41 73.7 
34 0.17 77.3 0.57 47.3 1.52 24.6 0.37 75.7 
37 0.17 78.1 0.61 44.2 1.56 22.8 0.39 75.0 
40 0.17 77.6 0.50 54.6 1.40 30.5 0.33 78.5 
43 0.17 78.0 0.50 54.6 1.45 28.0 0.37 76.2 
46 0.23 70.6 0.55 49.5 1.31 35.2 0.33 78.8 
49 0.21 72.4 0.48 56.0 1.29 36.0 0.37 76.2 

 

Figure 12. Relationship between d and the relative error. 
 
5.2 Ray-crossing dependencies  
 This is because the natural sunlight meets near the point that the minimum relative error appears (Figure 
12). The relative error is decreasing which is calculated by using the projected images recorded over the 
meeting point of sun’s rays and next is increasing as d increases in Cases A, B and C. The equation (9) is 
available without the ray’s crossing. Suzuki-Sumino’s method can be applied to the projected images recorded 
over the crossing point. The relative error is almost 20% at best in Case B (d=13cm). The main reason of this 
is that the natural sun lights travel not vertically but obliquely. The other reasons are that a reflection factor 
changes at a water surface and at both ends of the bottom plate with various incident angles, the reflection 
energy is not the same on the boundary and equation (9) is derived at the condition of one frequency. 
 Fig.13 shows an example of ray-tracing. It is shown that rays meet together at some points. In Table 3, 
the crossing points of some vertical incident rays in the case of some water waves are shown. 
 

Table 3. Ray-tracing’s results. 
Case Wave length [cm] Wave height [cm] Wave steepness  Crossing point of rays 

1 14.3 0.87 0.061 d=10cm 
2 47.2 1.68 0.036 Over d=26cm 

Minimum 
value 
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Figure 13. Ray-tracings in case of vertical incident rays. 
 
5.3.1 Reflection dependencies 
 Eq. [10] is derived assuming that there is no reflection at the boundaries. By experiments, it is confirmed 
that k3 is about 0.8 in the case of a glass plate, and thickness is 3mm using the laser beam of the wave length, 
632.8nm. The reflection intensity of the light at the boundary also depends on the incident angle and materials. 
It is considered that the calculation due to this reflection influence will be carried both by experiments and the 
computer simulation. 
 
6 CONCLUSIONS 
 There are reasons why inaccuracy happens. One of the main reasons is the intersection of natural lays. 
The other reason is to assume that there is no reflection at the boundaries. This is investigated by introducing 
the reduction factors, k0, k1, k2 and k3 in eq. [1]. 
 It follows that the obvious limitations are necessary when using this method in order to measure the wave 
profile. The better cleared limitations should be shown in non-dimensional factors. There are imposed tasks to 
make clear the limitations on the lays-crossing, the reflection dependencies and light wave length dependency. 
 It is shown that the wave profile can be calculated by applying modified Suzuki-Sumino method to the 
projected images on the observation plane located below the transparent bottom of the water channel but 
including the errors. It is noticed that the observation plane should be located sufficiently shallow not to meet 
rays-crossing point. The reflection dependencies are to be confirmed in order to estimate the reflection error 
by experiments and simulations. 
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ABSTRACT  
 
In order to solve phenomena such as breaking wave and overflow accurately, a numerical model, considering 
the influence of air is necessary. In this report, we calculated uplift pressure in wave chamber of slit caisson by 
using gas-liquid two-phase model based on the VOF method. The validity of this model was also verified by 
comparing with the results of small and middle-scale experiments. As a result, wave profile of the numerical 
results and the experimental results were almost matched. 
 
Keywords: Multiphase flow; CADMAS-SURF/3D-2F; VOF method; slit caisson; air pressure. 
 
 
1 INTRODUCTION 
 Wave dissipating slit caisson has a permeable wall and a wave chamber. These are effective to absorb 
wave energy. Therefore, it is not necessary to install wave-dissipating blocks in front of the caisson so that the 
caisson body is available to the quay. However, in the case of using it as the quay, the ceiling slab should be 
installed at the top of wave chamber. Then, as high waves act on the slit caisson, the ceiling slab may be 
subjected to severe uplift forces because the air in the wave chamber is enclosed and compressed.  
 With regard to such pressure, Tanimoto et al. (1980) has already shown the calculation model of uplift 
pressure considering the effect of air compression. However, in this model, there are parameters that must be 
given by experiments reproducing local wave and structural conditions. Therefore, its applicability to practice 
is low. 
 In order to reproduce this phenomenon accurately without using the above model, it is necessary to use 
gas-liquid two-phase model. In this report, we analyze uplift pressure on the ceiling slab by using CADMAS-
SURF/3D-2F to examine the validity of this model. 
 
2 CONCEPT OF CADMAS-SURF/3D-2F 
2.1 Governing equation 
 The governing equation used in CADMAS-SURF/3D-2F consists of the continuity equation (Eq. [1]) and 
the Reynolds equations (Eq. [2]-[4]) based on a porous-body model. 
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where t  is the time, the x -, y-, and z -axes are in the Cartesian coordinate system, u , v , and w  are the 

velocity components in the respective x -, y-, and z -axes,   is the mixed density, p is the pressure, e  is 

the mixed viscosity, g is the gravitational acceleration,   is the porosity, and 
x , y , and 

z  are the areal 

porosities in their respective directions. In addition, 
xD , yD , and 

zD  are the parameters used for the 

absorbing sponge zone in their respective directions, and S , 
uS , 

vS  and 
wS  are wave generation source 

terms for the continuity equation, with the equations of motion in the respective directions of x , y, and z . 

 The coefficients  , 
x , y , and 

z  are denoted as follows. The second term on the right hand sides of 

Eq [5], in which 
MC  is an inertia coefficient, expresses how the inertia forces are affected by the structure. 

 

 

 The resistance forces 
xR , yR , and 

zR  from the porous body are modeled as follows: 

 

 

where 
DC  is the drag coefficient, and x , y , and z  are the mesh sizes in the x -, y-, and z -directions 

respectively.  

  is expressed as follows by using the fractional volume of fluid of liquid phase, F , the density of liquid 

phase, f , and the density of gas phase, g : 
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where,  
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e  is the summation of mixed molecular viscosity,   and eddy viscosity, t   

 

 
2.2 The free surface boundary 
 The VOF method was adopted to analyze the free surface boundary. Based on the porous body model, 

the advection equation of the VOF function F is expressed as follows: 
 

 
3 SMALL-SCALE EXPERIMENT 
3.1 Summary of experiment 
 The wave flume used for the experiment is 18.35m in length, 0.30m in width, and 0.50m in height. The 
model of slit caisson is located in the wave flume. Waves were generated by wave generator which has wave 
absorbing function. Table 1 shows calculation conditions. Calculating area and detail of slit caisson are shown 
in Figure 1, and Figure 2 respectively. 
 

Table 1. Calculation conditions. 
Water depth [cm] 20, 24 
Wave height [cm] 4.0, 6.0 
Wave period [s] 1.0 

Grid width [cm] 
X 1.0 
Y 0.5 
Z 1.0 

Number of meshes 4,351,500 

Incident wave 
Regular wave 
(Stokes 5th) 

 

 
Figure 1. Calculating area. 

 

 
Figure 2. Detail of slit caisson. 
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3.2 Uplift pressure in the wave chamber 
 Figure 3 shows the numerical results and the experimental results of the time variation of the intensity of 
uplift pressure Hwp 0

 , where p  is the pressure relative to the atomospheric pressure, 
0w  is unit weight 

of water, and H  is each incident wave height. 
 In the case of 20cm in depth and 4.0cm in incident wave height, the water level did not rise over the top 
of slit so that air in the wave chamber was not enclosed. Therefore, the compression effect of air was low, and 
pressure hardly change. On the other hand, in the case of 20cm in depth and 6.0cm in incident wave height, 
the water level rose over the top of slit, therefore pressure in the wave chamber had risen by the compression 
effect of air. 
 Besides, in the case of 24cm in depth, that slit was filled with water from the beginning, and the acting 
time of uplift pressure was longer. The reason is that the time when air was enclosed was longer. 
 

 
Time variation of uplift pressure in the wave chamber (h=20cm, H=4.0cm) 

 

 
Time variation of uplift pressure in the wave chamber (h=20, H=6.0cm) 

 

 
Time variation of uplift pressure in the wave chamber (h=24cm, H=4.0cm) 

Figure 3. Time variation of the intensity of uplift pressure. 
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 Figure 4 shows comparison with peak pressure. In Figure 4, the horizontal axis indicates the relative 
clearance Hs , and the vertical axis indicates the intensity of uplift pressure. The peak pressure is the 

average value of the maximum values of the uplift pressure of the each cases. 
 

 
Figure 4. Comparison with peak pressure. 

 
4 MIDDLE-SCALE EXPERIMENT 
 
4.1 Summary of experiment 
 In this report, we comfirmed the validity of CADMAS-SURF/3D-2F by comparing with experimental 
results of Tanimoto et al. (1980). The wave flume used for the experiment is 160m in length, 1.0m in width, 
and 1.5m in height. Table 2 shows the calculation conditions. Calculating area and detail of slit caisson are 
shown in Figure 5, and Figure 6 respectively. The slit caisson used for the experiment has 9 slits. However, in 
the calculation, the caisson has 3 slits in order to reduce computation load. In Figure 5, Clearance, s  indicates 
the distance from the bottom of the ceiling slab to the water surface. 
 

 
Figure 5. Calculation area. 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 6. Detail of slit caisson. 
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Table 2. Calculation conditions. 
Water depth [cm] 83.8, 91.3, 105 
Wave height [cm] 10, 15, 20 
Wave period [s] 2.0 

Grid width [cm] 
X 2.5 
Y 1.25 
Z 2.5 

Number of meshes 2,419,200 

Incident wave 
Regular wave 
(SFM 19th) 

 
4.2 Numerical results 
 Figure 7 shows snapshot of the numerical results. 
 

              
Figure 7. Snapshot of the numerical results. 

 
 As in the past experiment, it is clear that the wave surface does not hit the ceiling slab directly and uplift 
pressure manifiest through air compression.  
 
4.3 Level and pressure 
 Figure 8 shows the numerical results of time variation of uplift pressure and water level, . Uplift 

pressure took a maximum value when water level in front of caisson was to be high and air was enclosed in 
the wave chamber. In the cases of 83.8cm and 91.3cm in depth, uplift pressure was impulsive. After peak 

h=91.3cm, H=15cm h=91.3cm, H=15cm h=91.3cm, H=15cm h=91.3cm, H=15cm h=91.3cm, H=15cm h=105cm, H=15cm h=105cm, H=15cm 
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pressure subjected, enclosed air escaped to the outside of the wave chamber, pressure in the wave chamber 
dropped, and water flowed and the water level rose. In the case of 105cm in depth, uplift pressure with a long 
acting time prevented from water level rising so that variation of water level was low as compared with other 
cases. 
 

 
Time variation of uplift pressure and water level (h=83.8cm, H=10.0cm) 

 

 
Time variation of uplift pressure and water level (h=91.3cm, H=10.0cm) 

 

 
Time variation of uplift pressure and water level (h=105cm, H=10.0cm) 

Figure 8. Time variation of uplift pressure and water level. 
 

4.4 Uplift pressure in the wave chamber 
 Figure 9 shows the numerical results and the experimental results of time variation of uplift pressure in 
the wave chamber. 
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Time variation of uplift pressure in the wave chamber (h=83.8cm, H=15.0cm) 

 

 
Time variation of uplift pressure in the wave chamber (h=91.3cm, H=15.0cm) 

 

 
Time variation of uplift pressure in the wave chamber (h=105cm, H=15.0cm) 

Figure 9. Time variation of uplift pressure in the wave chamber 
 
 Wave profile of the numerical results and the experimental results were almost matched. However, in the 
case of 91.3cm in depth, the peak pressure was lower than the experimental results. The reason why is that 
the time step size and the sampling interval were too large as compared with the acting time of the peak 
pressure in the experiment. Figure 10 shows comparison with peak pressure.  
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Figure 10. Comparison with peak pressure. 

 
5 CONCLUSIONS 
 Conclusions are as follows: 

(a) Uplift pressure on the wave dissipating slit caisson installed with the ceiling slab took a maximum 
value when water level in front of caisson was to be high and air was completely enclosed in the 
wave chamber; 

(b) In any case, wave profile of the numerical results and the experimental results were almost 
matched; 

(c) In order to obtain accurate numerical results, it is considered that it is necessary to set finer time 
step size and the sampling interval as compared with the acting time of pressure in the experiment. 
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ABSTRACT  
 
Post processing of the data, collected using Ultrasonic Ranging Systems (URS) and Acoustic Doppler 
velocimeter (ADV), is prerequisite before using it for further analysis of bed elevations and flow velocity 
respectively in alluvial channels. The data acquired from such systems include undesirable high frequency 
contents (noises), spikes, affecting the measurement accuracy of aforesaid variables. The present study aims 
to demonstrate the step wise procedure for post processing of URS and ADV data collected for measurement 
of bed level variation and three dimensional velocities (3D), respectively. The bed level and 3D velocity data 
are collected in a 15 m long recirculated tilting sediment transport flume at Advanced Hydraulics Laboratory, 
SVNIT-Surat, India. The channel is having 0.89 m width, 0.60 m depth and flow discharge is kept 44 liter per 
second. Here, low pass Butterworth filter is employed to remove the noises in the above mentioned variables. 
The low pass filter at Nyquist frequency does not create any effect on the main signal. The results reveal that 
computed spectra for three dimensional velocities from ADV data is nearer to theoretical spectra following -5/3 
law. Also, the employed filter effectively removes all noises below Nyquist frequencies for URS data. In case 
of URS data, the maximum and minimum spike counts are 30% and 2%, respectively. It is observed that 
increase in the distance between blanking and maximum range reduces the spike count. 

 
Keywords: Nyquist Frequency; noises, spikes; low pass Butterworth filter; theoretical spectra. 

 
 
1 INTRODUCTION 
 The Ultrasonic Ranging System (URS) and Acoustic Doppler Velocimeter (ADV) are useful in 
measurement of bed levels and three dimensional (3D) velocities in flow field, respectively. The data acquired 
from the URS and ADV incudes high frequency contents (noises), spikes, which influence the measurement of 
variable under measurement. It is necessary to carry out post processing of data in order to remove high 
frequency contents (noises), spikes. Hence, it is important to filter out noise to obtain the correct results 
through measurements. Extensive research work has been carried out through experimentations using ADV 
since 1990. Voulgaris and Trowbridge (1998) carried out evaluation of the ADV data for turbulence 
measurements using laboratory experimental data of both ADV and LDV. The data was acquired at a 
sampling frequency of 25 Hz for a 6 min of time. Analytical equations were used to identify the noises in the 
signals. The method described to estimate the noise was by integrating over the whole range of frequencies. 
The calibration of this technique was done by spectral estimation which agreed with theoretical spectra. 
Venditti and Bennett (2000) have carried out spectral analysis of turbulent flow and suspended sediment 
transport over fixed dunes by laboratory measurements of turbulence fluctuations in velocity and sediment 
load concentrations. As for the velocity data sampled at 25Hz, the noise in the signals are filtered by Gaussian 
low pass filter at Nyquist frequency 12.5Hz to reduce aliasing effect, using cut-off frequency 12.5 Hz. Strom 
and Papanicolaou (2007) carried out ADV measurements around a cluster microform in a shallow mountain 
stream using 3D ADV. They encountered the problems while making the measurements very close to the bed 
(less than 3 cm). The data was taken with 10 MHz ADV at a sampling frequency of 25 Hz for 2 min. The spike 
detection and its replacement were based on signal to noise ratio and correlation coefficient scores. The SNR 
values less than 15 dB and COR less than 70% were considered to be spikes and they were replaced by their 
mean values. The reported critical SNR and COR values were 0≤SNRcr≤10 and for 0≤CORcr≤50, 
respectively. Since, Wahl (2000) claimed that COR scores with less than 70% were less in number, and 
hence proved to be good data. The raw signals of ADV data were entrained initially with the presence of spike 
and they were detected by phase space thresholding method (PSTM) proposed by Goring and Nikora (2000). 
The replacement of spike was computed by cubic interpolation technique on either side of 12 points with 10% 
of replacement of signals were carried out in their study. The power spectrum showed that the data fit with 
Kolmogorov’s -5/3 law for all three directional velocity components. The calculations of power spectral density 
were applied for the data which were filtered by using low pass Gaussian filter with cutoff frequency at Nyquist 
frequency (fn=12.5 Hz) and removed all noises, and spectrum showed that those data followed -5/3 law. 
Parsheh et al. (2010) estimated power spectra of ADV data contaminated with intermittent spikes. They 
presented with a powerful technique for detecting and removing spikes for ADV time series and mentioned 
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that the technique recovered the low-frequency region with high energy content. Also, high frequency regions 
were not accurately reconstructed at last data points and verified by -5/3 slope region in the inertial sub range 
of spectra. The validation of their technique was carried out by comparing the spectral density of the 
reconstructed signal to the original data set. For spike detection, modified Phase-Space Thresholding 
technique was used for spectral analysis and replacement was carried out with last valid data points. They 
also tested their proposed technique by adding random spikes to clean data set and compared energy 
spectrum with intentionally contaminated data. Few studies on bed level measurements were documented 
using URS data. Singh et al. (2012) carried out the coupled dynamics of the co-evolution of gravel bed 
topography, flow turbulence and sediment transport by studying in an experimental channel by performing 
series of flume experiments. In their experimentation, the data on both velocity, and bed elevations were 
collected at different locations of the channel. The sampling frequency for the bed elevation studies was 0.20 
Hz with a sonar transducers and velocity studies at 200Hz using ADV. The noise in the sediment transport 
sampling was removed by moving average window of 5 min. The noise in the bed elevation data and velocity 
data were removed by Gaussian filter. Sarkar and Mazumdar (2014) carried out the turbulence flow over the 
trough region formed by a pair of forward-facing bedforms shapes by conducting the experiments in a 
recirculated laboratory flume. The velocity data were sampled at 40Hz by using 16 MHz ADV. The noise in the 
ADV data was filtered by Butterworth low-pass filter with cut-off frequency at 10, 5, 2Hz. Sarkar et al. (2015) 
studied the space-time dynamics of bed forms due to turbulence around submerged bridge piers through 
experiments in a recirculated laboratory flume. Instantaneous bed elevations were sampled at 4Hz using 5 
MHz Ultrasonic Ranging System. The velocity data were sampled at 40Hz using 16 MHz ADV. The noise in 
the ADV data was filtered by Butterworth low-pass filter, Nyquist frequency at 20Hz and cut-off frequency at 
5Hz in order to reduce the aliasing effect in signals. In the present study, the instrumental set up for 
measurement of bed level and three dimensional velocities will be discussed. The work carried out using such 
instruments are reported and their noise removal techniques are presented. The bed levels have been 
measured in Advanced Hydraulics Laboratory, Sardar Vallabhbhai National Institute of Technology-Surat, 
India using URS and noise removal is also explained in detail. The three-dimensional velocities, measured in 
aforesaid laboratory flume using ADV and noise removal, are explained in the present study. The main 
purpose of the study is to understand the post processing of data collected using URS and ADV. It is 
important to study this in order to quantify the bed topography of morphological studies and measurements of 
three-dimensional point velocities of flow. The objectives of the present study are a) to collect the URS and 
ADV data in sediment transport flume available in Advanced Hydraulic Laboratory SVNIT-Surat, India, b) to 
post process the collected URS data in order to remove noise to get correct bed levels and c) to post process 
the collected ADV data in order to remove noise to get the correct three-dimensional point velocities. 
 
2 EXPERIMENTATION 

 
2.1 Instrumental set-up of URS 

The URS is used to measure bed elevations in laboratory flume to study the variation in the fields of 
sediment transport, where other techniques like point gauges are impractical. URS is composed of 32 
transducers, the acoustic operating frequency of this system is 5 MHz and transducer diameter of 1 cm. The 
closest measurement range of this system is 3 cm, while the farthest range is 110 cm (SeaTek URS 5 MHz 
Technical note, 2014). The data output starts with the 'starting' transducer and continue to scan in increasing 
order by the assigned 'increment' until the 'ending' transducer is reached. The number of 'bursts' or scans to 
record and the 'sample rate' were set. The sample rate should be entered as the number of Milliseconds 
between the beginnings of each scan. The maximum sample rate setting is 50 Milliseconds (20 Hz), which 
should be entered as 50. A sample rate of 1 second should be entered as 1000. 
 
2.2 Instrumental set-up of ADV 

The ADV is used to measure three dimensional velocities in flow field of laboratory flume experiments. 
The operating frequency of the system is 16 MHz with the principle of pulse-coherent technique. This system 
has sampling volumes at a distance of 5-7 cm, i.e., the minimum distance from transmitter to the target point 
and velocity ranges of 250, 100, 30, 10 and 3 cm/s (Son Tek/YSI Technical note, 2009). The three basic data 
on velocity, signal strength and correlation coefficient scores were collected. Ramagnoli et al. (2012) carried 
out the signal post processing technique and uncertainty analysis of ADV turbulence measurements on free 
hydraulic jumps using 16 MHz microADV at a sampling rate of 50Hz. The recorded signals showed signal 
strength less than 15 dB and COR values observed in between 45 to 95. 

 
2.3 Experimental set-up 

Experiments were conducted in a recirculating tilting sediment transport flume located in the Advanced 
Hydraulics Laboratory (AHL) SVNIT-Surat, Gujarat, India. The experimental channel had the dimensions of 15 
m length, 0.89m width and 0.6m height (Patel et al., 2015). The flume walls were made of Perspex windows 
over a distance of 8 m providing clear view of flow. The plan and longitudinal section of the flume is shown in 
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Figure 1. The upstream section of the channel was divided into three sub-channels of equal dimensions, and 
a honeycomb cage was placed at each end of sub-channel to ensure smooth flow. The collections of 
sediments were done by using a sediment trap placed at downstream section of flume. 

 

 
Figure 1. Schematic diagram of Experimental set-up. 

 
The system was mounted in an aluminum trolley placed at working sections. The instrumental set-up 

shown in Photograph (1a) shows the placement of transducers, while photograph (1b) shows the channel with 
its allied data acquisition system. Photograph (1c) shows the down looking SonTek ADV which is mounted on 
Trolley and its allied data acquisition system is shown in Photograph (1d). 
 

 
(a)                                                     (b) 

 

 
(c)                                                        (d) 

Photograph 1. (a) Placement of URS transducers mounted on aluminum trolley; (b) Data acquisition system 
for URS; (c) Down looking SonTek ADV which mounted on Trolley; (d) Data acquisition system for ADV. 
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3 METHODOLOGY 
 
3.1 Method for post processing of URS data  

The flow chart for Post Processing of URS data is shown in Figure 2. Different ranges of data were 
collected at sampling frequency, ሺ ௦݂ ൌ  ሻ by using Ultrasonic Ranging System. Despiking involved twoݖܪ4
steps, in which, the first step was detecting the spike, the outliers of the data set were considered as spikes 
and detected by plotting simple scatterplots using MATLAB tool. Second step was replacing the spike, in 
which, the excluded signals were replaced with Not a Number (NAN). Since the data set was in uneven 
series, to make it even, the process, so called interpolation had been carried out. In general, interpolations like 
linear, spline, cubic were used to make even series. When acquiring the data from any electrical set-up, the 
noise was also included along with our time domain signals. The presence of this noise at high frequencies 
creates an undesirable condition called aliasing effect. To reduce this effect, one should filter the data with the 
help of low pass filter. In the present case, Butterworth low pass filter was employed to remove high frequency 
contents at Nyquist frequency, (fn=2Hz). Step by step procedure is described below:- 

 
Figure 2. Flow chart for Post Processing of URS data. 

 
I. Collection of data by using ultrasonic ranging system; 
II. Detecting the spikes of an existing data; 

III. Replacement of spikes; 
IV. Make the uneven series to even series by cubic or spline interpolation; 
V. Filtering the data to remove the high frequency contents in the signals. 

 
3.2  Method for post processing of ADV data 

The flow chart of Post Processing of ADV data is shown in Figure 3. 
The ADV collects three basic data i.e., velocity in three directions, signal to noise ratio (SNR) and 

correlation coefficient scores. In general, strength of signal is represented as SNR. An SNR value of 0 dB 
means that there is no difference between the acoustic energy being detected by the ADV and the 
background noise level. For low sample rate data collection, i.e. 1-2Hz, SNR as low as 4 dB allows for 
accurate velocity measurements. For higher rates, i.e. more than 25Hz, SNR should be higher than 15 dB. 
Correlation coefficient scores represent the quality of the data; a typical threshold for data acceptance should 
be 70% or higher, Velasco and Huhta (2010). The sample data was collected at a rate of 40Hz.and the 
presence of this noise at high frequencies created an undesirable condition called aliasing effect. To reduce 
this effect, one has to filter the data with the help of low pass filter. In the present case, Butterworth low pass 
filter was employed to remove high frequency contents at Nyquist frequency, ሺ ௡݂ ൌ  ሻ.The spectralݖܪ20
characteristics of the vertical, horizontal and transverse flows were measured by ADV and examined in this 
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study. The calculated spectra was compared to Kolmogorov’s -5/3 law. The procedure to calculate power 
spectra is given below: 

1) Make data an evenly spaced series of instantaneous velocity data by interpolation at the place of 
rejected spikes using MATLAB (8.01, 2013); 

2) Make ensembles which is a power of 2 for a de-trended data series; 
3) Calculate power spectral density (PSD) for each ensemble separately with existing window by using 

aforesaid MATLAB code; 
4) Take average of all ensembles at each frequency. Plot it to check Kolmogorov’s -5/3 law for data. 
 
 

 

 
Figure 3. Flow chart for Post Processing of ADV data. 

 
 

4 POST PROCESSING OF URS DATA 
The different ranges of data were collected at sampling frequency of 4 Hz using URS in between 

blanking distance 6 to 8 cm and maximum range 12 to 15 cm. Post Processing was carried out for the 
corresponding range measurements and following plots with results are shown below. 
 
4.1 Detecting the spike 

The spike detection was carried out, as mentioned in Section 3.1. The outliers of corresponding ranges 
are shown in Figure 4 (a) and (b), respectively. The distance between blanking and maximum range for the 
data in Figure 4 (a) and (b) was kept at 9 and 4, respectively. 

 

 
Figure 4. Detection of minimum and maximum spikes. 
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More spikes were detected when the distance of blanking and maximum range was closer. Among them, 
one of the data set has more distance between blanking and range reading is shown in Figure 4 (a), which 
depicts lesser spikes observed in our investigation.  
 
4.2 Replacement and Interpolation of spike 

The spike replacement had been carried out, as mentioned in Section 3.1. The plot of replaced spikes of 
corresponding ranges are shown in Figure 5. 

 

 
Figure 5. Spikes replacement. 

 
The replaced spike had to be interpolated to make even data series and it was carried out, as per 

mentioned in Section 2.1. The plot of interpolated spikes of corresponding ranges is shown in Figure 6. 
 

 
Figure 6. Cubic interpolation. 

 
4.3 Filtering the data 

The filtering of data had been carried out, as mentioned in Section 3.1. Filtered and unfiltered plots of 
corresponding ranges are shown in Figure 7 (a) and (b), respectively. 

 
Figure 7. Unfiltered and filtered signals, respectively. 

 
5 POST PROCESSING OF ADV DATA 

Instantaneous three-dimensional velocity data were collected using 16 MHz ADV along flume centerline 
with sampling frequency of 40 Hz in 4 min of time. Post processing of corresponding measurements was 
carried out and described below. 
 
5.1 Plotting the power spectral density 

The procedure for plotting the spectral density is mentioned in Section 3.2. Spectral analysis of 
horizontal, transverse and vertical velocity–time series, corresponding plots with five ensembles of computed 
Power Spectral Density of respective velocity components are shown in Figures 8 and 9, respectively. 
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Figure 8. Power Spectral Densities of an unfiltered velocity-time series*. 

*Blue line indicates stream wise spectra, green line indicates cross-stream spectra and red line indicates wall-
normal spectra. 

 

 
Figure 9. Power Spectral Densities of a filtered velocity-time series*. 

*Blue line indicates stream wise spectra, green line indicates cross-stream spectra and red line indicates wall-
normal spectra. 

 
6 RESULTS AND DISCUSSIONS 

A total of four data sets were acquired using URS and velocity data at different points along depth of flow 
were measured using ADV. In case of URS data, the maximum and minimum spike counts were 30% and 2%, 
respectively as shown in Figure 4 (a) and (b). It is observed that by increasing the distance between blanking 
and maximum range, it reduces the spike count. The presence of spikes leads to inaccurate results. On the 
other hand, simply removing them will result in discontinuity in the series. More than 3000 data points were 
detected as spikes as shown in Figure 4 (b), which were then replaced using cubic interpolation technique and 
shown in Figure 6. To remove the noise in even series, low pass Butterworth filter was employed at cut off 
frequency, ௖݂ ൌ The filter effectively removed the noise below the Nyquist frequency, ௡݂ .ݖܪ	1.5 ൌ  The .ݖܪ	2.0
filtered and unfiltered plots of Maximum range readings are shown in Figure 7 (a and b).  
 The power spectra of the unfiltered and filtered data are shown in Figure 8 and 9, respectively for three 
dimensional velocities i.e., u, v and w. The filtered signals, between 6 to10 Hz, are followed by a -5/3 slope 
which indicates that the data in this range would be useful to utilize in the turbulence modelling.  
 
7 CONCLUSIONS 

I. The bed levels measured in a laboratory flume using 5 MHz URS at sampling frequency ( ௦݂ ൌ  ,ሻݖܪ	4
and, step wise procedure for post processing of data have been explained; 

II. The replacement of spikes has been carried out using cubic interpolation technique; 
III. Butterworth low pass filter has been employed to remove high frequency contents at Nyquist 

frequency, ሺ ௡݂ ൌ  ;ሻ. The filter effectively removes all noises below the Nyquist frequencyݖܪ2
IV. The three-dimensional velocities measured in laboratory flume using 16 MHz ADV at sampling 

frequency ( ௦݂ ൌ  ;ሻ, and step wise procedure for post processing have been explainedݖܪ40
V. Replacement of spikes and filtering of the noise in ADV data have been carried out similar to those 

done in bed levels; 
VI. The calculation of power spectral density of three dimensional velocities has been reported. The 

corresponding plots and the results show that the computed spectra for three dimensional velocities 
computed from ADV data is close to the theoretical spectra. 
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ABSTRACT  
 
During tsunami disaster, fire occurs because of outflow of fuel due to damage and drifting of fuel tank. Convolt Tank is the 
fuel tank which unified oil wall and storage tanks-proof. It is required to examine the stability of Convolt tank by using 
physical experiment and numerical experiment, and the safety of fuel tank against tsunami can be evaluated. We have 
generated three solitary waves and examined wave pressure based on the result in physical experiment. As a 
result, in physical experiment, tank slid in most cases. CADMAS-STR/3D (Arikawa et al., 2009) was used as 
the numerical simulators. This simulator is formed from fluid analysis and structure analysis. By using this 
coupling method, sliding phenomena was able to be reproduced, and pressure effect on sliding tank can be 
evaluated. 
 
Keywords: Convolt tank; CADMAS-STR/3D; sliding; fuel tank; tsunami. 
 
1 INTRODUCTION 

As a result of the tsunami whose scale was far beyond assumptions, generated by the March 11, 2011, 
Tohoku district Pacific Offing Earthquake, Japan suffered catastrophic damage. Fuel storage facilities were 
damaged by the tsunami and the earthquakes. Oil leaks from tanks due to the damage of the facilities, and it 
was the factor of fire that occurred in the city area. It may be said that the earthquake and the tsunami 
resistance of the fuel tank are needed to reduce damage of tsunami. Convolt type ground tank that is not the 
general type but the Oil-proof tsunami integrated type is suggested. Figure 1 shows a snap shot of Convolt 
Tank. In this study, I assumed the tsunami of the Nankai-trough earthquake scale and performed the 
experiment about the safe evaluation for the tank against tsunami. Furthermore, using calculation system 
CADMAS-STR/3D which enabled coupling analysis of the fluid and structure, I performed the reproducible 
examination of the slide phenomenon of tank at the time of tsunami action. 

 

 
Figure 1. Snap shot of Convolt tank. 

 
2 METHOD OF PHYSICAL EXPERIMENT  
 The experiment used a section water tank. The water tank is 0.30m in width, 0.50m in height, and 
18.35m in total length. Experiment summary is shown in Figure 2. The tank model of 1/25 scale was installed 
in the position of 0.10m from a slope. Filling rate of oil in tank was reproduced by changing the weight in tank 
model, with 0.78kg as empty model, and 2.22kg as full model.  
 

 
Figure 2. Experiment setup. 
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Figure 3 shows the positions of pressure gauges. Pressure gauges were set up with two in the front side, 
and three on the base. Three solitary waves were triggered and tested in case01~06 shown in Table 1. In 
case01~03, the contents were reproduced in an empty state and in case04~06, the contents were reproduced 
in a filled-up state and all the cases were tested. 
 

 
Figure 3. Position of pressure gauges at tank. 

 
Table 1. Slide in each experiment case. 

case Wave Height[cm] Condition of Tank Slide 

1 5 empty ○ 

2 7.5 empty ○ 

3 10 empty ○ 

4 5 full × 

5 7.5 full ○ 

6 10 full ○ 

 
3 METHOD OF NUMERICAL EXPERIMENT 

 
3.1 CADMAS-SURF/3D 
 CADMAS-SURF/3D is a three-dimensional wave tank model under development, which has recently 
been applied to some studies of wave-structure interaction. The basic equation uses consecutive expressions 
and exercise equations and uses the VOF method by the limited volume method as free surface processing. 
 
3.1.1 Basic equation 
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[5] 
 

 
3.1.2 Free surface analysis model 

Volume of Fluid method which could analyze a complicated surface shape is adapted as a free surface 
analysis model 
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We made the disintegration of the advection equation mentioned above by the donor lye septa method 

which increases improvement. With the VOF method which increases improvement for free surface analysis; 
using the studio guard mesh spatial; break up, and become disintegration by technique.  

I performed wave-making by matrix data about wave-making of the soliton and it is shown as follows 
 

ሺ௫,௧ሻߟ௩ߛ  ൌ ݔଶሼ݇ሺ݄ܿ݁ݏܪ െ  ሻሽݐܥ
 

[7] 
   

Velocity in each point in time and quantity of water level change were calculated and velocity provided on 
an analysis domain boundary surface was given based on the wave-making water level change quantity. 
 
3.2 CADMAS-STR/3D 
 CADMAS-STR3D (Arikawa et al., 20109 is the structure-fluid calculation system which enables coupling 
with Femap which is CADMAS-SURF3D and the structural calculation system. It calculates displacement 
caused by pressure calculated in the CADMAS side, as shown in Figure 4, and enables structural calculation 
and coupling analysis of the fluid calculation by data changing of both sides. 
 

 
Figure 4. Scheme of coupling analysis for 

CADMAS-STR/3D. 
 

The fluid side expresses that the obstacle not to completely bury a cell in although we use a structure 
lattice by porosity. The porosity changes in terms of time. A continuous exercise equation is just as we 
showed it by a summary of CADMAS-SURF/3D. When assuming acceleration of gravity, u displacement in 
stress tensor, ρ in σ in density of the structure, g, the exercise equation in the structure is 

 
׏  ∙ σ ൅ ρg ൌ ρݑሷ  

 

[8] 
 

 Effective stress level σ` in the ground is 
 
ሶߪ  ൌ σ ൅ pI

 

[9] 
   
 Structure analyzes these double equations as a rule equation. 
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3.3 Contact analysis 
 Figure 5 shows the image of the contact analysis in CADMAS-STR/3D. 
 

 
Figure 5. Image of the contact analysis in 

CADMAS-STR/3D. 
 

CADMAS-STR/3D has a contact analysis function. I repeated it about the position of the node point of 
contact that each structure expenses were sober and indicated master slave relations, penetrated from a 
supposition of surface, calculated it and judged contact. The MPC condition that a master should meet, for 
example, in the case of a triangular aspect about a MPC condition of the plane maintenance is 

 
 ௌܷ ∙ ݊ ൌ ଵܮ ଵܷ ∙ ݊ ൅ ଶܮ ଶܷ ∙ ݊ ൅ ଷܷଷܮ ∙ ݊ [10] 
 
where 
 
 

൜
:௜ܮ ݁ݒ݈ܽݏ	݂݋	ܽ݁ݎܣ ݐ݊݅݋݌ ܵ ݁ݐܽ݊݅݀ݎ݋݋ܿ ݅݊ ݈݁݃݊ܽ݅ݎݐ 123

݈ܽ݉ݎ݋ܰ:݊ ݎ݋ݐܿ݁ݒ ݂݋ ݈݁݃݊ܽ݅ݎݐ 123  
[11] 

 
 
3.4 Analysis condition 
 Figure 6 shows the analysis model of Convolt tank. Mesh divisions are 1.0cm in each section. Contact 
surface is defined at the bottom of structure colored in Figure 6. 
 

  
Figure 6. Analysis model of Convolt tank. 

 
 Table 2 shows the material property in this study. Density was defined in two ways, 2246 for full and 746 
for empty model. Coefficient of static friction and dynamic friction coefficient were decided by physical 
experiment. 
 

Table 2. Material property. 
Material Property 

density[kg/m3] 

empty full Young’s Modulus Poisson Ratio 

746 2200 3.00E+10 0.33 

Coefficient of static friction Dynamic friction coefficient 

0.2 0.4
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4 COMPARISON OF WAVE PRESSURE IN THE STATE OF NOT SLIDING 
 Figure 7 shows the comparison of wave profiles at WG1 in the calculation and the experiment in Case 4. 
The peak of the wave height and the wave profiles are in good agreement, and the calculated value accords 
with experimental value about WG1. 

 

 
Figure 7. Comparison of wave profiles at WG1 in the calculation and the experiment in Case 4. 

 
 Figure 8 shows the comparison of wave pressure at PG2 in the calculation and the experiment in Case 4. 
The peak of the wave pressure is in accord between calculation and experiment results. Wave profiles after 
the peak are almost different. However, the wave profiles as a whole are almost in accord between the 
calculation and the experiment results, and the calculated value accords with experimental value about PG2. 
 

 
Figure 8. Comparison of wave pressure at PG2 in the calculation and the experiment in Case 4. 
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Figure 9 shows the comparison of wave pressure at PG3 in the calculation and the experiment in Case 4. 
Wave profiles and the peak are in accord between calculation and experiment results. Peak time is different 
between calculation and experiment. In case 4, calculation and experiment results are in good agreement in 
PG2 and PG3. It may be able to confirm reproducibility of not sliding phenomenon by CADMAS-STR/3D. 

 

 
Figure 9. Comparison of wave pressure at PG3 in the calculation and the experiment in Case 4. 

 
5 COMPARISON OF WAVE PRESSURE IN THE STATE OF SLIDING 
 Figure 10 shows the comparison of wave profiles at WG1 in the calculation and the experiment in Case 
6. Maximum wave height is in accord between calculation and experiment results. Wave profiles after the 
peak are almost different. However, the wave profiles as a whole are almost in accord between the calculation 
and the experiment results, and the calculated value accords with experimental value about WG1. 
 

 
Figure 10. Comparison of wave profiles at WG1 in the calculation and the experiment in Case 6. 
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Figure 11 shows the comparison of wave pressure at PG2 in the calculation and the experiment in Case 
6. The time of leading edge of wave pressures are in good agreement between calculation and experiment 
results. However, each peak of pressures is almost different from each other. 
 

 
Figure 11. Comparison of wave pressure at PG2 in the calculation and the experiment in Case 6. 

 
Figure 12 shows the comparison of wave pressure at PG3 in calculation and experiment in Case 6. The 

time of leading edge of wave pressures are in good agreement between calculation and experiment results. 
However, each peak of pressures is almost different from each other. 

 

 
Figure 12. Comparison of wave pressure at PG3 in the calculation and the experiment in Case 6. 
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Figure 13 shows the comparison of snap shots at physical experiment and calculation in case 6. It is a 
comparison of the points in time when a wave leader arrived at the tank, but the spatial distributions almost 
accords with each other. 

 

 
Figure 13. Comparison of snap shot of at physical experiment and calculation. 

 

 
Figure 14. Contour figures of surface pressure that is affected by tsunami STEP 60 TIME 5.10[s]   STEP 170 

TIME 5.60[s]. 
 

Figure 15 shows the comparison of snap shots of total pressure, pressure gauge2, and pressure gauge3. 
Sliding may occur when a peak appears in wave pressure. 
 

 
Figure 15. Comparison of snap shot of total pressure, pressure gauge2 and pressure gauge3. 
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Figure 16 shows the contour figures of wave height around tank. The slide is understood as a result of the 
shock wave pressure, the drifting occurred because of the flow. The tank did slide by the horizontal power of 
the flow of the water without considering the buoyancy that acts on the tank base foot part, and drifting 
produced it. 

 

 
Figure 16. Contour figures of wave height around tank TIME 5.60[s]. 

 
6 CONCLUSIONS 
 I could put it in CADMAS-STR/3D which enables coupling analysis with fluid analysis and the structure 
analysis and performed tank slide analysis. I performed the comparison with the calculation result in 
CADMAS-STR/3D in case6 which case4 and the slide that slide did not produce in the model experiment in 
the section waterway produced. 
 Incident wave height, maximum wave height, wave profile are in good agreement, and, the calculated 
values accord with experimental values. 
About the comparison between laboratory finding and numerical computation result in Case4, the calculated 
value accords with the laboratory finding about wave height well, and the calculated value agrees with the 
laboratory finding on wave pressure observation at point PG2 installed in the front part of tank model in terms 
of maximum wave pressure and wave patterns. 
 About the comparison between laboratory finding and numerical computation result in Case6, the 
calculated value accords with the laboratory finding about wave height well. However, about the wave 
pressures, observation at point PG2 installed in the front part of tank, do not accord between the laboratory 
finding and the calculated value, wave pattern almost agrees on the wave pressure maximum.  
 Since a laboratory finding caused slide at the time of the initial biggest wave pressure action, as for the 
back-water pressure, it was thought as action wave pressure at the time of the drifting after the slide.  
 It may occur by two reasons. Firstly, the difference of buoyancy under the tank between physical 
experiment and numerical experiment has problem. In CADMAS-STR/3D, buoyancy only occur in the surface 
of structure. It will not occur in the contact surface. Under the influence of Convolt type of tank, the buoyancy 
may occur in case fluid get into the bottom of tank. However, buoyancy will not occur in contact surface in 
calculation. So, it is supposed that this result cannot reproduce Yang pressure to occur by fluid analysis. 
Figure 17 shows the image of buoyancy of CADMAS-STR/3D. 

 

 
Figure 17. Image of buoyancy of CADMAS-STR/3D. 

 
 Secondly, structural features of tank model have problem. In real scale, tank is filled with fuel of liquid. It 
may cause inertial force due to the vibration of fuel inside the tank. In physical experiment, weight as fuel are 
moving when tsunami attacked. Weight are moved to the back of the tank by tsunami, vertical force is 
increased there. So, the tank will be risen instead of sliding. Therefore, wave pressure may increase by long 
sliding time. 
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 As a feature problem, we must measure the time of sliding in physical experiment. The mechanism of 
sliding may be clarified by comparing numerical experiment. 
 CADMAS-STR/3D was able to confirm what dynamic wave pressure to produce when a structure moved 
could reproduce. 
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ABSTRACT  
 
This paper describes a project combining field studies and analyses directed at providing an assessment 
of the accuracy of remotely sensed methods for determining river characteristics such as velocity and 
discharge. In particular, we describe a remote sensing method for surface velocities using mid-wave 
thermal camera videography combined with image analysis. One of the critical problems in this work is 
determining a method for relating remotely measured water-surface velocities to vertically averaged 
velocities through a velocity index. We explore three similarity profiles that allow a relationship between 
surface and vertically averaged velocity to be found either using empirical results or simple roughness-to-
depth ratios. To test the approaches, we compare them in a situation where vertical structure is known 
over most of the flow depth through ADCP measurements. By determining best-fit profiles through the 
ADCP profiles, average values of the velocity index are found for the cross-sections where measurements 
are made. By comparing these to the predicted velocity indices from the three similarity profiles, we find 
that, although the differences between the various similarity profiles are substantial, they are smaller than 
those differences associated with local nonuniformity and nonhydrostatic flow. Nevertheless, the velocity 
indices are accurate to about +/-5%, meaning that remotely sensed vertically averaged velocities can be 
computed to well within the current accuracy standard for such values when used for river gauging. 
 
Keywords: Rivers; remote sensing; discharge, floods; geomorphology. 
 
 
1 INTRODUCTION 

As part of an ongoing U.S. Geological Survey effort to complement conventional river gauging methods 
with remotely sensed measurement techniques, during 2016 we measured a variety of remotely sensed data 
sets at sites on seven U.S. rivers including the Deschutes River, the Niobrara River, the Knik River, the 
Matenuska River, Montana Creek, the Chena River, and the Kenai River. At each of the seven sites, both 
remote sensing data collection and conventional ground-based techniques were applied to evaluate the 
applicability and accuracy of remote-sensing methods, particularly as they relate to water-surface velocity, 
depth and discharge measurements. Thus, the primary goal of the measurement program was to test 
measurement and analysis methods for obtaining river depth and water-surface velocity measurements from 
remotely sensed information by comparing them to the same quantities measured using conventional 
methods.  

Much of this comparison is complete. Kinzel et al. (2017, this volume) compared water-surface velocities 
collected with radar and infrared videography to Acoustic Doppler Current Profiler (ADCP) velocity data 
extrapolated to the water surface for a subset of the field sites. Legleiter et al. (submitted) used the ADCP 
extrapolation to determine vertically averaged velocities from the water-surface velocity estimates from 
infrared imagery; they then combined those with depth estimates found through correlation of depth with 
hyperspectral information using the method described by Legleiter (2009). Using the estimated vertically 
averaged velocity with the estimated depth provides a straightforward computation of discharge which 
compares well to conventionally measured values. The results of these comparisons are encouraging where 
remotely sensed velocities agree well with extrapolated ADCP measurements, and depths can be inferred 
accurately from hyperspectral data provided the river is relatively clear and a calibration data set is available. 
However, our ultimate goal is to provide discharge estimates without on-the-ground calibration information 
through ADCP or depth measurements. With this in mind, use of ADCP data to determine ratios between 
vertically averaged and surface flows or use of measured depth to calibrate hyperspectral information is not 
entirely satisfactory. 

To deal with the depth estimation issue for situations where calibration data are unavailable or the water 
column is too deep or turbid to permit optical returns for bathymetric LiDAR or multi/hyperspectral scans, 
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various investigators have explored methods to extract depth only from surface-based information. For 
example, Johnson and Cowen (2016) estimated water depths by correlating them with length scales 
determined from water-surface turbulence. Nonlinear data assimilation techniques incorporating three-
dimensional fluid flow models can be used to infer depths such that errors between measured and predicted 
surface velocities (or other data) are minimized by the computed depth distribution. Nelson et al. (2012) used 
a simplified form of the vertically averaged equations of motion to develop a mathematical relationship 
between local depth and detailed fields of measured water-surface velocity and elevation. While these 
methods are still in development, it may be possible to determine depths from water-surface information, 
possibly using a hybrid method that incorporates all the above ideas. 

Unfortunately, the determination of ratios between local surface velocity and vertically averaged velocities 
is not well treated by any these methods with the possible exception of doing inversions with a fully 
nonhydrostatic three-dimensional flow model. Even using the best available three-dimensional computational 
models suitable for use on rivers where nonhydrostatic effects are locally important yield results for this ratio 
that are at least somewhat dependent on the choice of turbulence closures and methods for addressing free-
surface dynamics. Given the potential roles of turbulence-driven secondary flows in altering local vertical 
structure, especially near banks, even most common turbulence closures used in river flow calculations (such 
as k-Ɛ turbulence closures) cannot be expected to work well, as such flows cannot be generated in models 
with isotropic diffusivities. Using turbulence-resolving models is appealing, but impractical in riverine flows. 
Thus, it appears that this part of the problem must still be dealt with in some semi-empirical manner, such as 
assuming a single value of the vertically averaged to surface velocity ratio for all conditions (e.g., 0.85, Muste 
et al., 2008) or using well-developed velocity profiles from steady, uniform flows to provide information about 
the ratio of vertically averaged to surface velocities. 

In this short paper, we specifically focus on this problem in the context of two Alaskan rivers, the Chena 
and the Knik. We begin by briefly describing the method used to collect surface velocity with examples, and 
then use that data along with three well-known vertical structure functions for velocity in order relate surface 
velocities to vertically averaged ones using simple relations. We then examine the vertical structure functions 
and the results they predict in the context of measured vertical velocity profiles measured using ADCP 
methods. This leads to conclusions about the applicability of using similarity vertical structure functions to 
relate surface velocities to vertically averaged velocities and helps to clarify where these relations can produce 
bias or other errors in discharge estimates. 
 
2 MEASUREMENT METHODS 

We visited seven field sites: one in Nebraska on the Niobrara, one in Oregon on the Deschutes, and 5 
locations in Alaska on the Chena, Knik, Matanuska, Salcha Rivers and Montana Creek. At each site, a variety 
of ground data and remote sensing data were collected; the sites were also chosen for their proximity to active 
USGS gauges. In all cases, water-surface velocities were measured using non-contact thermal infrared 
videography methods (described in more detail below). On the Niobrara and Deschutes, these surface 
velocities were measured using manned aircraft, while on the Alaska rivers, the surface velocities were 
measured using a stationary infrared camera and radar from a transect of bridge locations. For the purposes 
of this paper, which concentrates on the problem of determining discharge with only measurements of surface 
velocity, data analysis suggested that the dwell time (period of data collection at a specific location on the 
water surface) for the aerial data sets was too short (typically under 10s) for accurate discharge computation, 
so data from the Niobrara and Deschutes, while valuable for ongoing modeling calculation, are excluded from 
the analysis presented here. For the Alaska rivers where surface velocities were detected remotely from 
stationary bridge locations, collecting longer time series was straightforward. For information on the location 
and characteristics of the study reaches, the reader is referred to Figure 1 and Table 1 in Kinzel et al. (2017, 
this volume). In addition to the remotely sensed measurements of surface velocity at these sites, discharge, 
bed elevation, water column velocities and water temperature were measured with an ADCP. 

To measure water-surface velocity fields remotely, both radar and infrared videography techniques were 
employed. The radar measurements were straightforward, but the lack of simple directional resolution and 
poor data returns from regions of relatively low velocities (and smooth water surfaces) were problematic. The 
infrared video technique was tested both from stationary viewpoints (bridges) and aircraft; in both cases, good 
directional resolution of the water-surface velocity field was straightforward and a single video could yield 
large areas of surface velocity highly resolved in both a temporal and spatial sense. This paper concentrates 
on the infrared camera surface velocities although much of the reasoning on relating local surface velocities to 
vertically averaged velocities apply directly to radar measurements of surface velocity. Kinzel et al. (2017, this 
volume) compares the radar and infrared video surface velocity measurements in more detail  

The method of using thermal infrared videography to measure surface velocities is described by Dugan 
et al. (2012). In general terms, a thermal infrared camera yields imagery of the water surface that has thermal 
structures differentiated by small temperature differences that can be tracked using simple particle-image 
velocimetry or other correlation techniques. The variability and structure in these images, which essentially 
show temperature on a very thin boundary layer at the water surface, is dependent on the flow Reynolds 
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number and the water-air temperature difference. Figure 1a shows a single frame of a video series of imagery 
of a water-surface in a flume with a Reynolds number of about 104 with a field of view 0.3m wide; Figure 1b 
shows the same thermal imagery for a short reach of the South Platte River near Denver with a Reynolds 
number of about 106 and a field of view of about 10m. In both cases (and in cases shown below for the 
Alaskan rivers), a Flir SC8340 cooled mid-wavelength (3 to 5 micron) camera was employed with a sensitivity 
of 25 milliKelvins and a resolution of 1280 x 720 pixels.  

As shown in Figure 2, the camera was mounted on a conventional camera stand base with a cantilevered 
mounting arm that allowed extension of the camera beyond the bridge railing, typically by 50cm or so 
depending on the details of the bridge structure. We also tilted the camera normal to the cross-section slightly 
(77 degrees from the vertical) to look further away from the bridge itself than allowed by a vertical view. 
Infrared video was collected at a number of stations across the bridges in order to provide 10-20 
measurement locations. Generally, these were evenly spaced, but in situations where piers intruded in the 
field of view or the bridge superstructure would not allow a certain camera placement, the location was 
adjusted and recorded. Videos were collected for 60s at 10 frames/sec. Although the maximum camera speed 
is 47 frame/sec for a full field of view, we believe that 10 frames/sec provided adequate temporal resolution, 
while maintaining reasonable file sizes for processing. Depending on the size of the river (height of the bridge 
above the river), the field of view varied over a wide range (about 2 to 10m) but in all cases, most of the 
surface was recorded, although not contemporaneously as is typical using aerial platforms at high elevation, 
where the field of view encompasses the entire river width. 

a. 

b. 
Figure 1. Mid-wavelength thermal imagery of (a) laboratory flume flow with Re~104 and (b) river flow with 

Re~106. 
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 In addition to measuring surface velocities, we used ADCP measurements to measure velocity and depth 
at a cross-section coincident with that used for the infrared video measurements. The idea behind this was to 
both compare the ADCP and remotely sensed velocity measurements (see Kinzel et al., 2017, this volume) 
and to compare discharges using different measurement methodologies (Legleiter et al., submitted). Given 
that ADCPs have a significant unmeasured region both near the water surface and near the river bed; part of 
both of these objectives was related to determining appropriate relations between surface and either vertically 
averaged or otherwise below-surface velocities, the subject of this short paper. All of the field measurements 
described here and discussed in more detail below can be found on the USGS Science Base (Legleiter et al., 
2017a; 2017b).  
 

Figure 2. Picture of the deployment apparatus and the cooled, mid-wavelength infrared camera as deployed 
on the Matenuska River. All the Alaskan sites used the same arrangement for stationary measurements. 

 
3 FIELD DATA AND PROCESSING 
 
3.1 Remotely sensed water-surface velocities from infrared video 

For the purposes of this paper, the basic field data are the infrared video and the ADCP velocity 
measurements along with stationing information. The infrared video was processed using standard particle 
image velocimetry (PIV) techniques, primarily using the PIVview software package (PivTec, 2015). We also 
checked all results by verifying results using the public-domain software PIVLab (PIVlab.blogspot.com) and 
found essentially the same results for the cases we compared. A typical example showing results from a 
single 60s video is shown in Figure 3. As can be seen in the figure, processing windows and areas were 
chosen to exclude overlap at the frame edges. We also focused on a single cross-sectional transect, as our 
interest here is comparison to the ADCP and computation of discharge, rather than a full field of vector 
velocity values; this also greatly speeds the computational PIV process. The image shows pixel displacements 
averaged over a full 60s video; these displacements are turned into surface velocities using measured camera 
heights and lens characteristics (also measured carefully, rather than assumed from lens specifications) along 
with known frame rates. By performing this same computation at each location along the transect determined 
by the bridge locations, it was possible to create velocity maps such as the one shown in Figure 4, which 
shows a single imagery picture and the 60s velocity averages for each measurement location along the bridge 
on the Chena River. This profile shows relatively smooth variation in velocities along the transect, but careful 
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inspection shows some mismatch in the velocity vectors across adjacent panels, suggesting that the 60s 
averaging time probably should have been somewhat longer, an observation that supports our own concerns 
based on known time variability. However, given the additional processing and data storage requirements of 
collecting substantially longer time series, we believe the choice of 60s was acceptable. This highlights the 
issue that arises in obtaining sufficient dwell time from fixed-wing aircraft, as mentioned above, where aircraft 
motion and high minimum speeds make obtaining long time series difficult without specialized active camera 
mounts. Clearly, the other way to deal with this issue is to use drones or helicopters with hovering capability. 
 

 
Figure 3. Single frame of thermal imagery from the Chena River overlain by time-averaged pixel displacement 

vectors determined from PIV analysis of 60s of similar imagery. 

 
Figure 4. Montage of single infrared video frames and 60s-time averaged velocity fields across the Chena 

River. 
 
3.2 Acoustic doppler current profiler data 

The raw ADCP data were processed using the WinRiver software (Kinzel et al., 2017, this volume). In 
addition to computing mean heading and rotating measured velocities into cross-transect and transect-parallel 
components, this software provides several options for estimating velocity in the unsampled zones near the 
bed and surface in order to compute discharge. For reasons that will become clearer below, we chose to 
extrapolate the measurements by fitting a power law velocity profile, which is a common technique for 
extrapolating the unsampled zones in ADCP data. In the default mode, WinRiver uses a 1/6 power for these 
fits, but allows the user to specify a different power if desired, as will be discussed in more detail below. 
 
4 ANALYSIS 

Relating the surface velocities to vertical averages or even relating the incomplete ADCP profiles to 
vertical averages requires some additional assumptions. As noted above, here we consider similarity profiles 
as a potential solution for this missing information, despite the fact that nonhydrostatic effects in the form of 
sharp bed-induced accelerations or decelerations or strong secondary flows can produce local changes in 
vertical structure. Nelson et al. (2016) explored a simple method for treating along streamline acceleration or 
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decelerations (with bedforms primarily in mind). For the rivers studied here, small scale bedforms are absent 
or minimal, so these data provides an opportunity to analyze how well similarity methods can work, where 
they may break down, and the errors associated with the assumption.  

There are a few common vertical structures used in the analysis of free surface turbulent flows. In the 
engineering literature, the most common choice is a power law profile, given by the following simple equation: 

 
( ) mu z Az  [1] 

 
where u is velocity, A is an empirical coefficient, and m is an exponent equal to 1/6 for consistency with 
Mannings roughness formulation, but may vary. For this simple profile, if the depth is denoted by h, the 
vertically average velocity is given by the equation below: 

 

  
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0

1
( )
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h
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u u z dz h
h m

 [2] 

 
 This expression can be used to develop a nondimensional velocity structure defined as follows: 
 

       
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m
u z z

m
u h

 [3] 

 
 The ratio of the vertically averaged velocity to the surface velocity, k, which can be found by evaluating 
Eq. [1] at the surface and dividing Eq. [2] by the result, is given by: 
 



1

1powerk
m

 [4] 

 
In this case, for the Manning’s power of 1/6, the value of k is 0.857, which is very close to the empirically 

determined value of 0.85 mentioned above.  
In the literature on geophysical boundary layers and turbulence in general, velocity structure for steady 

uniform flows generally proceed from dimensional arguments yielding turbulent diffusivity near a boundary. In 
a constant stress layer, these arguments yield an effective diffusivity due to turbulent fluctuations 

characterized by the distance from the boundary and the local shear velocity, *u , where *u is the square root 
of ratio of boundary shear stress to the fluid density. For depth-limited or ducted steady, uniform boundary 
layers, this can be generalized to a parabolic eddy viscosity as follows: 

 
 * (1 / )vK u z z h  [5] 

 
where κ is von Karman’s constant (≈ 0.4). Using this relation with the linear stress profile with zero surface 
stress in a simple boundary layer yields the well-known logarithmic velocity profile below: 
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u z

u z
z
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where z0 is the roughness length, which can be related to the physical roughness of the bed in terms of 
protrusion or grain size. Proceeding as in equation one and two, by integrating this equation over the depth 
(from z0 to h, since u goes to zero at z0), we find that the vertically averaged velocity is given as follows: 
 


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 Normalizing the velocity profile using the vertically averaged value yields the following nondimensional 
profile: 
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 Dividing Eq. [7] by Eq. [6] evaluated at the water surface, we can again compute the k value: 
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 0 0

log
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ln( / ) 1 /

ln( / )

h z z h
k

h z
 [9] 

 
For the logarithmic profile, the ratio of the vertically averaged to surface velocity depends only on the 

ratio of roughness length to the depth of the flow. Generally, the third term on the right-hand side of Eq. [9] is 
very small and is often ignored. Comparing Eq. [4] and [9], it is easy to show that an m of 1/6 corresponds to 
an h/z0of about 103. The final boundary layer profile to be considered here is the one described by Rattray and 
Mitsuda (1974). Considering measured profiles, they inferred that the best-fit eddy viscosity for a steady, 
uniform turbulent boundary layer was not Eq. [2] throughout the flow depth. They suggested that the following 
choice gave the best fit to measured data. 
 

    * (1 / )vK u z z h      for z/h<0.2 [10] 




 *
v

u h
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 The empirical constant β was determined to be 6.25. With this choice of eddy viscosity, the velocity 
profile has two parts, one of which is logarithmic and one of which is parabolic, as follows: 
 


 *

0

( ) ln
u z

u z
z

    for z/h< 0.2 [11] 


 

         
    

2

*

0

1 1 0.2
( ) ln 0.18

2

u z z h
u z

h h z
for z/h>0.2 [12] 

 
 Integrating Eq. [11] and [12] over the flow depth and using β=6.25 yield the vertically averaged velocity, 
as follows: 
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 This yields a two-part nondimensional profile as follows: 
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 Dividing Eq. [13] by Eq. [12] evaluated at the water surface yields k, as follows: 
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Eq. [4], [9], and [16] give the information required to turn measured surface velocities into vertically 

averaged velocities, but they do so subject to the assumption that effects that can change vertical structure 
are small and that a uniform boundary layer profile is close enough to reality to use as an approximation. The 
vertical structures described by the three profiles described above do not differ greatly, nor do the ratios in Eq. 
[9] and [16] depend strongly on the depth to roughness ratio. Figure 5 shows a plot of the three profiles for the 
case where m is given the standard value of 1/6 and the depth to roughness ratio in Eq. [9] and [16] are 
approximately adjusted to give the same k value (0.86). For Eq. [9], this corresponds to a depth to roughness 
of about 1000 and in Eq. [16] this corresponds to a depth to roughness ratio of about 2000. Note that the 
lower roughness required in Eq. [16] occurs because Eq. [12] always has no shear at the water surface, unlike 
the power law or logarithmic profiles, so a lower roughness is required to give the same relation between the 
vertically averaged and surface velocity. The three profiles differ by at most about 4% and typically much less. 
Figure 6 shows the variability of the three k values over a wide range of depth to roughness ratios. 
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Noting that WinRiver software defaults to a power law value of 1/6 and noting that the measured 
structure of ADCP profiles could be used to improve this value, Mueller (2013) developed a simple software 
program Extrap to fit normalized ADCP profiles to find the best fit value of m (and hence k, through Eq. [4]) for 
a given transect. However, this method cannot be used for determining k when ADCP data (or other profile 
data) is not available. Thus, estimate of k must be made using only depth to roughness estimates, which is at 
most what is likely to be available when estimating k for discharge estimates using remotely sensed data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Normalized velocity structure versus normalized depth for the three similarity profiles discussed in 
the text. 

 
 
 
 
  
 
 
 
 
 
 
 
 
 

 
Figure 6. Values of k, the ratio between vertically averaged and surface velocities for m=1/6 for the power law 

profile, and a range of h/z0 ratios for the logarithmic and logarithmic-parabolic profiles. 
 
To evaluate the best choice for k when using surface velocities determined from remote sensing, the 

most feasible method is to estimate roughness and depth. Since k only depends on this ratio in a logarithmic 
fashion, even crude estimates should be suitable. To evaluate this, we estimated z0 and average depth using 
grain size observations and the cross-sectional data. Unfortunately, it was difficult or impossible to do synoptic 
grain size data collection at most of these sites. All the reaches were mixed coarse sand and fine to medium 
gravel on observed bar surfaces. We estimated the 84th percentile grain size for the reaches to be 1cm. Using 
the relation of 0.1D84 (Whiting and Dietrich, 1990) for the roughness length, we used 0.001m for the 
roughness length at all reaches. In addition, we used Extrap (Mueller, 2013) to find the best fit power law to 
the measured ADCP data, and then inserted that value into WinRiver to determine the best possible ADCP-
derived estimate of discharge. Finally, we estimated the k values from the three simple profiles described 
above, using 1/6 for the standard power law profile (yielding k=0.86). This information is presented in Table 1.  

For the three profile choices, the k value for the logarithmic result was the closest to the best fit value at 
two of the sites (Knik and Matenuska), while the logarithmic-parabolic k was best at the other three. The 
power law gave a very good mean, but was not the closest to the best-fit k at any site. In order to understand 
why the value was very poorly predicted at some sites, we looked at the detailed velocity structure at those 
sites. The worst-case fit was for the Knik, where even the best value of k from the log profile was low by about 
5%. Figure 7 shows the cross-sectional ADCP data. 
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Table 1. Table showing best-fit discharge, the k from those best fits, average depth, estimated roughness 

length, and k values for the three simple profiles. 

. 

 
Figure 7. Cross-section of the ADCP velocity data at the Knik River site. 

 
In Figure 7, the velocity maximum occurred below the surface near the left bank (distance of 6m in Figure 

7). Figure 8 shows laterally averaged vertical profiles in this region and three others (as marked in Figure 7). 
In this case, the local k value may be greater than one, so it is not surprising that there is a large discrepancy 
for all of the three profile methods. This effect is associated with nonhydrostatic flow because of the nearly 
direct impact of the high-velocity core with an angled wing wall which directs flow into the narrowed bridge 
opening immediately downstream. This explains why the best-fit k value (0.927) was higher than that 
predicted with any of the three methodologies. The same sort of effect can be seen around a cross-stream 
distance of 79m, while profiles number 2 and 4 showed more “normal” behavior. Depression of the high-
velocity region below the surface of the flow is common near steep banks, steeper lateral slopes, or as a 
result of secondary flows. None of the similarity vertical profiles can capture this effect, as they have velocity 
increasing toward the surface. This effect can be treated in discharge estimates only by using measured 
vertical profiles or a complete hydrodynamic modeling treatment. 

 
5 DISCUSSIONS AND CONCLUSIONS  

In this paper, we explore methods for extrapolating surface velocities to estimate vertically averaged 
velocities for discharge measurements. Although further corroboration should be carried out, it appears that 
using logarithmic or logarithmic-parabolic profiles generally gives the best relations in this regard, but still has 
substantial errors in estimating vertically averaged velocities relative to those developed using best fits to 
vertical velocity structure. Nevertheless, even for the worst-case scenarios, the errors incurred for local 
vertically averaged velocities are about 5% or less, with a clear central tendency. Notably, issues arising 
because of nonhydrostatic flows dwarf the differences found between using different similarity profiles. This 
suggests that mean velocities can be measured using remote sensing (and infrared videography in particular) 
with accuracy comparable to conventional velocity measurements for discharge measurement. To improve 
this technology, a more spatially complete view of the problem needs to be developed, so that both the depth 
and discharge can be computed from remotely sensed information in a manner that allows inclusion of spatial 
accelerations and nonhydrostatic effects. 

 

            Chena R.     Knik R. Matanuska R. Montana Cr.    Salcha R. 

ADCP Q (m3/s)  94.9 345 177 17.6 86.3 

k, best fit ADCP profiles  0.819 0.927 0.890 0.837 0.833 

Avg. Depth (m) 1.9 2.8 1.5 0.8 1.3 
Z0(m) 0.001 0.001 0.001 0.001 0.001 

k (Power Law) 0.857 0.857 0.857 0.857 0.857 

k (Logarithmic) 0.867 0.874 0.864 0.851 0.861 
k(Log-Parabolic) 0.855 0.861 0.851 0.837 0.848 
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Figure 8. Vertical profiles of streamwise velocity at the 4 locations shown in Figure 7. 

 
6 DISCLAIMER 

Any use of trade, firm or product name is for descriptive purposes only and does not imply endorsement 
by the United States Government. 
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ABSTRACT 
 
With the increasing social, political and natural pressures being placed on earthen embankments, such as 
levees and dams, an accurate characterization of the erodibility of fine-grained, cohesive soils is critical. 
Besides, eroding upland and stream bank soils in agricultural and urban environments are the primary 
sources of elevated fine-grain sediment concentration in U.S. stream systems. U.S. government agencies are 
increasingly using jet erosion test devices to measure the typical soil erodibility parameters, namely critical 
shear stress and soil detachment coefficient, for management and risk assessment of earthen resources. 
Recent experimental findings showed that the equations used to analyze the jet erosion test measurement 
can introduce errors up to 300%. However, assumptions made to analyze the experimental results are 
debatable. This paper summarizes the current state of knowledge on jet erosion tests, identifies gaps in 
knowledge to be addressed, and introduces the effort of the Agricultural Research Service of the U.S. 
Department of Agriculture to improve the equations used in the jet erosion test analysis through a numerical 
assessment. 

 
Keywords: Erosion; Cohesive materials; Jet erosion test; Computer modeling. 

 
 

1 INTRODUCTION 
 Fine-grained, suspended sediments are leading pollutants of water bodies (streams, lakes, reservoirs, 

etc.) in the United States of America (U.S. Environmental Protection Agency, 2014). Farmland and stream 
banks are the main sources of the fine-grained sediments. Hence, the U.S. Department of Agriculture (USDA) 
has recently emphasized the development of physically- and process-based prediction technology to improve 
the assessment of sheet and rill, gully, and stream bank erosion processes, and the impact of best 
management practices to control these types of erosion. 

 The erosion rate of fine-grained sediments is typically calculated using an excess-shear stress equation 
(e.g., Ariathurai and Arulanandan, 1978): 
 
 EൌKdሺτ‐τcሻ [1] 
 
where E is erosion rate (typically volumetric or mass based), τc is critical shear stress that needs to be 
exceeded for erosion to commence, and Kd is detachment coefficient (volumetric or mass based) that 
indicates the rate at which particles or aggregates are entrained. The critical shear stress and detachment 
coefficient will be hereafter referred to as the soil erodibility parameters. Unfortunately, unlike soil erosion 
prediction technology such as RUSLE (Renard et al., 1991), no national database exists that tabulates the 
critical shear stress and detachment coefficient for each soil series. Moreover, it may not be feasible to 
develop such a database as these parameters can greatly vary for a given soil with, among others, soil water 
content, land management practices, application of soil amendments, and are therefore strongly site- and 
time-specific. 

 Specialized, standardized submerged jet erosion test (JET) devices were developed by USDA to 
determine critical shear stress and detachment coefficient in the field or in the laboratory (Al-Madhhachi et al., 
2013; Hanson and Cook, 2004; 1997; Hanson, 1990).  JET testers are portable, cost effective and time 
efficient, and are therefore widely used both inside and outside the United States and by USDA to develop 
databases of soil erodibility parameters (e.g., Simon et al., 2010) and simulations of land and river 
management practices (e.g., Langendoen et al., 2009), and assess the risk of failure of levees and earthen 
dams (e.g., (Robbins and Wibowo, 2012; Courivaud et al., 2009).  

 The USDA-developed JET testers have a submergence tank with a diameter of either 0.3 m (12 in) or 
0.1 m (4 in). The JET test device with a 0.3 m-diameter submergence tank is known as the ‘standard’ JET test 
device, whereas that with the 0.1 m-diameter submergence tank is known as the ‘mini’ JET test device. The 
nozzle diameters are respectively 6.4 mm (0.25 in) for the standard JET tester and 3.2 mm (0.125 in) for the 
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mini JET tester. Note that the ASTM standard for the standard JET test device (ASTM International, 2007) 
was withdrawn in 2016.  

 The derivation of the soil erodibility parameters using the JET test device is based on the theory of 
unconfined impinging jets (Beltaos and Rajaratnam, 1974).  However, recent experimental studies have 
indicated that the shear stresses acting on the impinged surface for confined submerged jets, which is the 
case for the JET test device, could be much larger (>300%) than those under unconfined conditions 
(Ghaneeizad et al., 2014). Likewise, the location of the maximum boundary shear stress was found to be 
much closer to the stagnation point. This could have significant implications on erosion estimates and the 
design of soil and water conservation measures. In the experiments of (Ghaneeizad et al., 2014), the 
submergence tank was a box with a square plan-view area of 0.67 x 0.67 m2.  It is worth noting that these 
observed ‘increased’ shear stresses were based on indirect measurements. They were estimated from 
measured turbulent kinetic energy because it is difficult to directly measure the shear stresses acting on the 
impinged surface. Haehnel and Dade (2008) showed that there does not exist a direct relationship between 
turbulent kinetic energy and mean-flow-based boundary shear stress. Moreover, Al-Madhhachi et al. (2013) 
showed that the soil erodibility parameters derived using standard and mini JET testers were different, which 
could be related to the different size of the JET tester submergence tanks, i.e. different magnitudes of jet 
confinement. 

 Weidner (2012) performed numerical simulations using the ANSYS FLUENT 13.0 computer model 
(Ansys, 2011) of a submerged impinging jet on both a flat plat and a series of scour holes within a cylindrical 
0.3 m-diameter submergence tank (standard JET test device). Weidner's simulations showed that, in contrast 
to the observations of Ghaneeizad et al. (2014), the simulated boundary shear stresses and wall-jet velocity 
distributions were very similar to those measured by Beltaos and Rajaratnam (1974). 

 Given the uncertainty in soil erodibility parameters measured with JET devices and the increasing use of 
these devices for management and risk assessment of natural resources and protection measures, a 
thorough analysis of impinging jet hydrodynamics on an erodible soil surface is needed. This paper 
summarizes the current state of knowledge on jet erosion tests, identifies gaps in knowledge to be addressed, 
and introduces the effort of the Agricultural Research Service of the U.S. Department of Agriculture to improve 
the equations used in the JET analysis through a numerical assessment. 

 
2 IMPINGING JET HYDRODYNAMICS 

 Hanson and Cook (1997) developed the methodology to derive the soil erodibility parameters using a 
submerged JET test device.  The methodology is based on determining the maximum shear stress exerted by 
a submerged impinging circular jet on an erodible soil surface and measuring the time evolution of the depth 
of the scour hole formed by the impinging jet.  The JET operation produces a series of paired E and τ values, 
which are used to derive τc and Kd using various procedures (e.g., Cossette et al., 2012; Simon et al., 2010; 
Hanson and Cook, 2004). The procedure relies on observations from experimental studies of the 
hydrodynamics of both non-submerged and submerged impinging circular jets. 

 A schematic of an impinging jet is shown in Figure 1. Typically, three regions are identified (Poreh and 
Cermak, 1959): a free jet region comprised of a zone with flow establishment (containing the potential core) 
and a zone of established flow, an impingement region, and a wall jet region.  When the impingement height H 
exceeds the length of the potential core Hp, the centerline velocity in the established zone of the free jet is 
given as: 
 
 U

U0
ൌCd

d
y
 

[2] 

 
where U is the centerline velocity of the free jet, U0 is the centerline velocity at the nozzle, Cd is the diffusion 
coefficient, d is nozzle diameter, and y is the distance to the nozzle. Hanson and Cook (1997) relate the 
maximum shear stress (τm) in the impingement region to the maximum velocity (Um) in this region as: 
 
 τmൌρCfUm2  [3] 
 
where Cf is a friction coefficient and ρ is fluid density. Combining Eq. (2) and (3) yields: 
 
 

τmൌρCf ൬
CdU0d
H

൰
2

 
[4] 

 
 Hanson et al. (1990) used a flush mounted hot-film anemometer to measure the shear stress along the 

bottom of a 0.61 m cylindrical plexiglass tank impinged by a submerged circular jet of different strengths (d = 
0.13 mm, H = 0.215 m, and U0 varied between 1.8 and 6.5 m/s). They determined Cd = 6.3 and Cf = 0.00416, 
yielding CfCd

2  = 0.165, which is similar to the value (0.16) found by Beltaos and Rajaratnam (1974) using a 
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Preston tube for a study of an unconfined impinging air jet (d = 6.4 and 23.4 mm, H varied between 0.4 and 
0.5 m, and U0 varied between 46.6 and 89.3 m/s). 

 Beltaos and Rajaratnam (1974) found this maximum to occur in the impingement region at a distance 
λൌ r H⁄  = 0.14 from the stagnation point. A similar distance was also found by Haehnel and Dade (2008) using 
a Preston tube for an unconfined air jet (d = 7.7 mm, H = 1.19 m, and U0 varied between 140 and 150 m/s). 
However, for submerged conditions, Hanson et al. (1990) found the maximum shear stress to occur at λ ≈ 
0.07. Using particle image velocimetry (PIV), Ghaneeizad et al. (2014) were unable to adequately resolve 
Reynolds stresses near the boundary (for experimental details see Section 4), and therefore, resorted to 
derive boundary shear stress from the turbulent kinetic energy at the boundary (k) as τ = 0.2k, which peaked 
at λ = 0.06. Using this approach, they found the coefficient in the maximum shear stress relation (4) CfCd

2 = 
0.38, which is 240% larger than that found by Hanson and Cook (1997). 

 The approach of relating boundary shear stress to turbulent kinetic energy in the wall jet region of an 
impinging jet was proposed by Haehnel and Dade (2008), who, like Ghaneeizad et al. (2014), found that k 
peaked in the region λ = 0.06 to 0.07. The objective of the Haehnel and Dade (2008) experiment was to study 
the physics of particle entrainment from a packed bed due to an impinging turbulent jet. Interestingly, they 
found that the peak in particle entrainment occurred at the same location as the peak in k. Haehnel and Dade 
(2008) further concluded that the entrainment rate did not correlate well with the surface shear stress 
computed from the average flow, but did correlate well to a surface shear stress based on the turbulent 
fluctuations in the flow. 

 The more recent observations challenge the basis of the approach developed by Hanson and Cook 
(1997) to derive the soil erodibility parameters. A numerical model of submerged impinging jet dynamics could 
therefore assist in exploring these challenges. 
 

 
 
 
 
 
 
 
 
 
 

Figure 1. Schematic of a jet impinging on a flat plate, where	d is nozzle diameter, U0 is the flow velocity at the 
nozzle, Hp is potential core length, H is impingement height, and r is radial distance from the stagnation point. 

 
3 NUMERICAL MODELING OF IMPINGING JETS 

 Zuckerman and Lior (2006) describe the physics of an impinging turbulent jet that need to be simulated 
by a computational fluid dynamics (CFD) model, and compare the performance of various turbulence models. 
Practically, the hydrodynamics of impinging jets can be studied using: (1) Large Eddy Simulation (LES) 
models that resolve temporally the turbulent fluid motions down to a length scale given by the grid spacing; or 
(2)  Reynolds-Averaged Navier Stokes (RANS) models that simulate the time-averaged turbulent fluid 
motions. Of the three regions with distinct flow physics (see Figure 1), the impingement region exhibits the 
greatest complexity because of strong pressure strain stresses, unsteadiness, and strong curvatures. Such 
physics are difficult to capture with wall functions that are typically used in the simpler turbulence models. 
 

Table 1. CFD turbulence model performance for simulating the hydrodynamics of impinging jets (adapted 
from Zuckerman and Lior, 2006). 

Turbulence model 
Computational 

cost 
Ability 

k‐ϵ Low Poor 
k‐ω Low to moderate Fair 

Reynolds stress model Moderate to high Fair 
Shear stress transport Low to moderate Fair to good 

vത2‐f Moderate Excellent 
Large eddy simulation High Good to excellent 

 
 Zuckerman and Lior (2006) recommended using the vത2‐f and Shear Stress Transport (SST) turbulence 

models in case of RANS models, see Table 1.  The SST model combines the k‐ω model near the wall and the 
k‐ϵ model away from the wall (Menter, 1993), which improves predictions of turbulence in adverse pressure 
gradients. The normal velocity relaxation, or vത2‐f, model is an extension of the k‐ϵ model that includes the 
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effects of near-wall anisotropy and non-local pressure strains (Durbin, 1991). The vത2‐f model uses two 
additional equations for the variables vത2 (wall-normal Reynolds stress) and f (representing the redistribution of 
turbulent energy from the streamwise component to the wall-normal component by pressure strain). However, 
these two RANS models provide time-averaged turbulence metrics (e.g., Reynolds shear stresses and 
turbulent kinetic energy); they cannot simulate the large temporal fluctuations in these metrics. To simulate the 
complete range of boundary shear stresses, an LES model is required. 
 
4 JET TEST SIMULATION 

 We will assess the submerged impinging jet hydrodynamics of both standard and mini JET testers using 
vത2‐f and LES turbulence models. The selected models will be rigorously validated against readily available 
experimental data, for example: (1) European Research Community On Flow, Turbulence And Combustion 
(ERCOFTAC) Test Case 25 “Normally-Impinging Jet from a Circular Nozzle” (ERCOFTAC, 1993) of 
unconfined jets; and (2) the submerged, confined impinging jet study of Ghaneeizad et al. (2014). 

 Herein, we present some very early results of a numerical simulation of the flow field in an impinging jet 
using the three-dimensional and non-hydrostatic CFD model FLOW-3D (Flow3d, 2015). FLOW-3D solves the 
transient Navier-Stokes equations and uses different turbulence closure models such as k‐ϵ and LES. The 
model was used in different hydrodynamic applications: 1) flow over bedforms and submerged bodies (Catano 
et al., 2013), 2) flow around instream structures (Abad et al., 2008), and 3) flow around submerged acoustic 
instruments (Muller et al., 2007). Herein, since we are interested on solving the instantaneous flow structure of 
the impinging jet, an LES model was used in combination with a Smagorinsky sub-grid scale model for 
unresolved eddies.  

 Ghaneeizad et al. (2014) performed an experimental study of confined submerged jet hydrodynamics 
using a box-shaped, plexiglas submergence tank of size 0.67 x 0.67 x 0.4 m (or 4.24H x 4.24H x 2.53H, where 
the impingement height H = 0.158 m). The nozzle diameter used was the same as that for the standard JET 
device, namely 6.4 mm. Two experimental runs were conducted with differing heads: 0.735 m and 1.487 m.  
The corresponding water velocity U0 at the nozzle was 3.67 and $5.27 m/s, respectively. Here, results are 
presented corresponding to U0 = 3.67 m/s. 

 A particle image velocimetry (PIV) system was used to measure the two-dimensional velocity field 
focusing on the plane passing the jet centerline (Fig. 1), and was measured in five separate zones: (1) the 
near-field of the free jet region, (2) the far-field of the free jet region, (3) the impingement region, (4) the near-
field of the wall jet region, and (5) the far-field of the wall jet region. 

 Using FLOW-3D, four blocks of 5,066,141 cells (block 1, 2,153,628 cells; block 2, 2,275,008 cells; block 
3, 472,305 cells; and block 4, 165,200 cells) with different resolutions (with a finer mesh of 1 x 1 mm along the 
free and wall jet regions) were used to represent the experimental tank. The boundary conditions were: solid 
impermeable wall that represents the edges of the tank, a symmetry condition at the free surface, and a 
nozzle discharge of 104x10-6 m3/s. Figure 2 shows a plot of the instantaneous velocity vector field. As can be 
observed, the ambient water is entrained into the jet's high velocity region, thereby dissipating the jet's energy 
and mean centerline velocity (cf. Eq. (2)). Figure 3 presents a plot of the instantaneous flow field in and 
around the impingement region near the bottom of the tank showing various vortical structures and strong flow 
curvature. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Vector plot of instantaneous flow field of the impinging jet study of Ghaneeizad et al. (2014). Vectors 
are colored according to the normalized velocity magnitude (using the flow velocity at the nozzle). 
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Figure 3. Vector plot of the instantaneous flow field in and around the impingement region of Figure 2, 
showing vortical structures and strong flow curvature. 

 
5 SUMMARY 

 JET devices are increasingly being used by U.S. government agencies to characterize the erodibility of 
fine-grained, cohesive soils in order to assess, among others, the integrity of levees and earthen 
embankments, and sediment loadings into stream systems. The peer-reviewed literature on JET devices and 
impinging jet hydrodynamics show not only deficiencies in the basic concepts of the JET data analysis, but 
also in the experimental methods used to investigate these deficiencies. A rigorous numerical assessment of 
the hydrodynamics of submerged impinging jets has been initiated to evaluate the performance of the 
standard and mini JET devices developed by the USDA. 
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ABSTRACT 
 
Recent research has shown a practical interest in the dynamics of water surfaces (Fujita et al., 2011; Nichols, 
2013; Horoshenkov et al., 2013). However, the ability to robustly measure the three-dimensional shape or 
water surfaces, particularly in the field, is still challenging. One technology that shows promise is the Microsoft 
Kinect sensor. An examination of low-cost 3D flow surface measurements was presented by Nichols and 
Rubinato (2016), who showed the potential for the sensors to measure opaque flow surfaces, with some 
limited examination of clear water flows. However, many flows involve clear water without an opaque surface, 
and the ability of Kinect sensors to measure in these conditions is unknown. This paper presents an initial 
study into the potential for Kinect sensors to be used for mapping clear water surfaces. 

 
Keywords: Water surface fluctuation; Kinect sensor; Open-channel flow; Free-surface dynamics; Clear water. 

 

1 INTRODUCTION 
 In shallow flows, the dynamic fluctuations in free surface elevations are of practical importance in fields 

such as sound propagation, gas evasion, and flow monitoring (Horoshenkov et al., 2013). Several techniques 
exist for measuring water surface position (Boon and Brubaker, 2008; Tsubaki et al., 2005; Takamasa et al., 
2000; Nichols, 2013; Lommer and Levinsen, 2002; Rubinato, 2013), but these techniques are limited in their 
spatial resolution, and generally only measure in one or two dimensions. 

 Nichols and Rubinato (2016) presented an initial examination of low-cost 3D flow surface measurements 
using a Microsoft Kinect sensor (Figure 1, right). Until then, Kinect sensors had never been used to measure 
turbulence-generated water surface roughness, and never for measuring clear, un-seeded water surfaces. 
Nichols and Rubinato (2016) showed that the Kinect is able to measure gravity waves in opaque flow, and 
may have potential in clear water flows via the principle of refraction. The application to clear water is of 
practical importance since many flows do not exhibit the opaque surface generally required for optical 
mapping. This paper presents an examination of the Kinect water surface sensing approach for clear water 
flows. 

 
2 METHODOLOGY 

 Testing was undertaken in a flume within the University of Sheffield ‘Diamond’ fluids laboratory. The 
flume (Figure 1) has an experimental length of 12.5 m, a width of 0.309 m and a maximum depth of 0.450 m. 
For this set of tests, the slope was fixed at 0.001 with the measurement section 3.50-4.00 m from the 
upstream end of the flume. The flume was instrumented with a Microsoft Kinect V1 sensor and a 
conductance-based wave monitor. A range of free-surface conditions were established via a reciprocal wave 
generator and by flow turbulence. 
 

 
 
 
 
 
 
 
 
 

Figure 1. Experimental flume. 
 
2.1 Free-surface conditions 

Initial tests involved a set of 45 gravity wave conditions imposed on still water at depths of 30, 66, 105, 
123 and 141 mm (Figure 2). For each depth, nine gravity wave conditions were established using a reciprocal 
wave generator, using three different frequencies (0, 1, 1.5 Hz) and three wave generator stroke lengths (70 
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mm, 135 mm and 200 mm). A scaled beach was used at the opposite end of the flume to avoid the reflection 
of waves from the wall (Figure 3, left). 

 Five steady uniform flows were then established over a smooth boundary to generate different free-
surface patterns via the inherent flow turbulence. The flow depths matched those used for gravity waves, and 
as a result, the mean flow velocity varied from 0.32 to 0.64 m/s. Bulk flow conditions are given in Table 1, and 
images of the five flows are shown in Figure 2. It can be seen that the turbulence generated surface pattern is 
very subtle. 
 

Table 1. Flow conditions. 
Water depth 

(m) 
Velocity 

(m/s) 
Flow rate 

(l/s)
Reynolds 
number

Froude 
number

Weber 
number 

      
0.030 0.32 2.94 9600 0.59 42 
0.066 0.48 9.83 31600 0.60 208 
0.105 0.60 19.60 62900 0.59 519 
0.123 0.63 23.83 77300 0.57 670 
0.141 0.64 28.00 90100 0.54 793 

      
 

    

Figure 2. Steady flow conditions. 
 

2.2 Wave Probe Data 
 In order to validate the Kinect data, a conductance-based wave probe (Figure 3-Right) was installed to 

measure depth data at a small area. The probe was placed in the middle of the flume (150 mm from the side 
edge of the flume) and 50mm within the downstream edge of the measurement area. This ensured any 
secondary patterns (wake effect) generated by the wave probe did not affect the free-surface in the 
measurement area. 
 

Figure 3. (Left) – Beached bed, (Centre) – Kinect mounted above flume, (Right) – Conductance wave probe. 
 
2.3 Kinect Data 

 A chequered board grid was used to characterize the spatial lens distortion, and to derive a 
transformation that would convert pixel coordinates into spatial coordinates. Details of this process can be 
found in (Nichols & Rubinato, 2016). The Kinect data were pre-processed to remove obviously anomalous 
data points and any slight trends. To achieve this, data was detrended over time, and a median filter was then 
applied to each frame, with a window size of 29 x 29 mm. 

 Using the known position of the wave probe, windows of data were extracted from each frame of 
collected Kinect data, covering a small patch (26 mm x 26 mm) around the position of the wave probe. These 
windows were then averaged to produce a single depth reading for each recorded time frame. The resulting 
time series vector was then compared against the wave probe data collected at the same location.  
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3 RESULTS & DISCUSSION 
 
3.1 Time series comparison 

Figure 4 shows the time averaged depth recorded by Kinect compared with that recorded by the 
conductance wave probe. The mean depth is underestimated by the Kinect sensor, due to a refractive effect, 
but shows a clear linear relationship with the true depth. Based on this, a linear recalibration function was 
determined, to transform the water depth observed by the Kinect sensor into a true water depth. This function 
was then applied across all the data prior to further analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Mean depth recorded by Kinect vs mean depth from wave probe. 

 
 Figure 5 (left) shows an example of the resulting signal recorded by the Kinect sensor for an arbitrary 

gravity wave, and the corresponding measurement from the wave probe at the location of the wave probe. A 
phase difference is expected since the data recordings from the two systems were only synchronized to within 
1 s. It can be seen that in general a wave pattern is detected, though with significant distortions and 
differences from the wave probe data.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 (Left) – Kinect signal at 1.5Hz, 200mm stroke, 141mm depth. 
 
 For the flowing water conditions, time series data from the wave probe is compared against data from the 

Kinect in Figure 6. Four observations can be drawn from this: 
(i)  The difference in mean depth seems to be captured by the Kinect sensor; 
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(ii)  The wave height generally seems to increase with increasing flow depth, for both the wave probe and 
Kinect data; 

(iii)  There is perhaps a similarity in the frequency content of the recorded signals; 
(iv)  The signals of wave probe and Kinect sensor do not, otherwise, appear very similar. 

 
 These observations are examined further in the following sections through an examination of the 

statistical and spectral properties of the time series captured by the two measurement methods.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Flow depth measured by Kinect vs wave probe. 
 
3.2 Statistical Comparison 

 In order to determine whether the Kinect sensor could be used to infer free-surface properties, and 
specifically what properties it may be sensitive to, a statistical approach is used here. Figure 7 shows the 
measured recalibrated depth (right) and root-mean-square wave height (left) recorded by the Kinect sensor 
and by the wave probe; for both gravity waves and turbulence-generated waves. The results show that the 
Kinect data consistently overestimates the wave amplitude, most probably due to ambiguity in the way the 
infra-red light is refracted, which will depend on the complex distribution of local surface gradient over time. A 
subset of points appears to lie close to the 1:1 line, and further study is needed to determine the conditions 
under which more precise amplitude measurement can be achieved. In contrast, the mean depth detected by 
the Kinect is now very close to the detected value from the wave probe. This is true for both the gravity waves 
and turbulence generated waves. 
 

Figure 7. (Left) - Wave amplitude detected by Kinect vs wave probe, (Right) – Mean flow depth detected by 
Kinect vs wave probe. 

 
3.3 Spectral Comparison 

 Figure 8 shows the dominant frequency component of the Kinect signal versus that of the wave probe 
signal for gravity waves. These were determined from the maximum amplitude in the Fourier spectrum of the 
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signals. Overall, most of the Kinect frequency readings appear to be similar to the wave probe, with the rest 
outliers. These may be due to noise in the frequency spectrum as has previously been noted for opaque 
flows. Ignoring outliers, the frequency relation with the wave probe is almost 1:1, suggesting that the Kinect 
sensor accurately detects the wave frequency for the majority of cases.  
 

 
Figure 8. Maximum frequency response detected by Kinect vs wave probe. 

 
A Fourier transform was used to investigate the frequency spectra of the Kinect and wave probe data for 

the five steady turbulent flow conditions. These spectra were calculated after normalising the wave heights, 
and are shown in Figure 9. Three observations are of note: 
 (i) Both devices show a decay in wave amplitude as the frequency component increases, consistent with a 
traditional turbulent energy cascade, and a similar spectral gradient; 
 (ii) Both devices show a general increase in spectral content as the flow depth is increased, consistent 
with larger waves formed by more energetic flows; 
 (iii) Generally, the spectra match better for higher flow depths and hence larger surface features, and 
particularly for low frequency components versus the higher frequency components. 

Figure 10 shows the autocorrelation of the Kinect and wave probe data on the same axes. The 
autocorrelation identifies dominant length scales in the data, assuming the variables are a stochastic process 
with a random probability function which can be predicted statistically. It can be seen that the wave probe is 
more sensitive at lower depths with higher sensitivity to minor fluctuations. However, for most depths, the 
Kinect and wave probe autocorrelations show a similar trend, particularly for larger length scales.  

The spectra and autocorrelation data suggest that the Kinect sensor could be detecting the dominant 
large length scale features on the free-surface, (even if they do not correlate directly in the time domain), but 
struggles with smaller, higher-frequency components of the surface roughness.  
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Figure 9. Fourier transform of steady flows. 
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Figure 10. Autocorrelation of steady flows. 

 
4 CONCLUSIONS 

 The data recorded from the Kinect shows potential and suggests that the sensor is able to accurately 
detect average flow depth in both clear gravity wave and clear flow conditions, after applying a suitable 
calibration. The wave amplitudes from the Kinect V1 appear to be ambiguous, perhaps due to complex 
refractive effects, so cannot accurately be used. The spectral content and dominant length scales within the 
Kinect data are shown to be similar to those within the wave probe data, and display similar trends, 
suggesting that the Kinect 3D free-surface sensing approach has potential for characterising large, dominant 
length scales. A newer, second generation sensor is now available and is able to measure depth more 
accurately. The next step in testing is to examine the applicability of Kinect V2 sensors for detecting small 
features in free-surface patterns, with clear or opaque water surfaces. 

 The results of this study and related ongoing work could provide a new method for characterising rough 
water surfaces, giving new insights to the fields of 3D sound scattering, greenhouse gas evasion, and remote 
flow monitoring. 
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ABSTRACT  
 
Thermal cameras with high sensitivity to medium and long wavelengths can resolve features at the surface of 
flowing water arising from turbulent mixing. Images acquired by these cameras can be processed with particle 
image velocimetry (PIV) to compute surface velocities based on the displacement of thermal features as they 
advect with the flow. We conducted a series of field measurements to test this methodology for remote 
sensing of surface velocities in rivers. We positioned an infrared video camera at multiple stations across 
bridges that spanned five rivers in Alaska. Simultaneous non-contact measurements of surface velocity were 
collected with a radar gun. In situ velocity profiles were collected with Acoustic Doppler Current Profilers 
(ADCP). Infrared image time series were collected at a frequency of 10Hz for a one-minute duration at a 
number of stations spaced across each bridge. Commercial PIV software used a cross-correlation algorithm to 
calculate pixel displacements between successive frames, which were then scaled to produce surface 
velocities. A blanking distance below the ADCP prevents a direct measurement of the surface velocity. 
However, we estimated surface velocity from the ADCP measurements using a program that normalizes each 
ADCP transect and combines those normalized transects to compute a mean measurement profile. The 
program can fit a power law to the profile and in so doing provides a velocity index, the ratio between the 
depth-averaged and surface velocity. For the rivers in this study, the velocity index ranged from 0.82 – 0.92. 
Average radar and extrapolated ADCP surface velocities were in good agreement with average infrared PIV 
calculations.  
 
Keywords: Infrared imaging; particle image velocimetry; remote sensing; river discharge; surface water hydraulics. 
 
 
1 INTRODUCTION   

 The development of innovative techniques to measure river discharge has been an active area of 
research for the U.S. Geological Survey (USGS) which currently operates over 8,000 continuous streamgages 
in the United States. In 1996, the USGS-sponsored Hydro 21 committee was formed to investigate and 
identify non-contact technologies that could be incorporated into the USGS hydrologic data network. The effort 
resulted in a number of publications focused on the application of radar technology to measure surface 
velocity, cross-sectional channel area, and compute discharge (Spicer et al., 1997; Costa et al., 2000; Melcher 
et al., 2002). Passive optical methods such as Large-Scale Particle Image Velocimetry (LSPIV) also have 
been used to measure surface velocity and estimate discharge (Fujita and Komura, 1994; Creutin et al., 2003; 
Muste et al., 2008; Sun et al., 2010). LSPIV typically uses time series of images from conventional cameras to 
track the motion of artificial or natural tracers (e.g. foam, debris, surface texture). An alternative approach 
involves using infrared cameras to detect the advection of thermal features at the surface of laboratory, 
coastal, and riverine flows (Helmle, 2005; Chickadel et al., 2009; Kinzel et al., 2012; Puleo et al., 2012; Dugan 
et al., 2014; Nelson et al. 2016a; 2106b). However, for any surface velocity measurement to be used for 
discharge computation it must: (1) rely on the use of an empirical or theoretical relationship to transform the 
surface velocity to a depth-averaged velocity; and (2) have either some a priori knowledge of the channel 
bathymetry, or employ an alternative, or preferably companion, means to obtain depth information for 
calculating cross-sectional area. The focus of this paper is not to describe a complete technique for gaging 
rivers but rather to describe the approach, equipment, and processing we used to compute surface velocity 
from infrared image sequences collected from bridges spanning five Alaskan rivers and compare the resulting 
velocities to those measured using both non-contact and in situ techniques. 

 Alaska is the largest state in the United States with an area of 1,718,000 km2. The Alaska Department of 
Fish and Game (2017) states that Alaska has more than 40% of the surface water resources in the United 
States including 3 million lakes and approximately 12,000 rivers. Of the 20 largest rivers in the United States, 
ranked by average discharge at the mouth, seven are located in Alaska (Kammerer, 1990). The USGS 
presently operates 102 streamgaging stations that are distributed throughout the state (USGS, 2017). To put 
this number of gages in perspective, there is an average of approximately one USGS streamgage per 17,000 
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km2 in Alaska compared to an average of about one USGS streamgage per 1,000 km2 in the conterminous 
United States (http://dx.doi.org/10.5066/F7P55KJN). As many of the gaging stations in Alaska are remote, 
considerable effort is necessary to collect periodic measurements and maintain the stations. Thus, developing 
remote sensing methods for measuring surface velocity and ultimately streamflow in this vast geographic area 
is valuable for a number of reasons. Such a capacity could potentially augment and economize the current 
USGS Alaskan hydrologic network, reduce or eliminate the risk to personnel during extreme events, and 
provide a better understanding of water fluxes in currently ungaged watersheds.                                                                  
 
2 STUDY SITES   

We visited five study sites located between Anchorage and Fairbanks, Alaska: the Chena, Knik, 
Matanuska, and Salcha Rivers and Montana Creek, (Figure 1). Each site was spanned by a bridge in close 
proximity to a USGS streamgage. These sites were selected to encompass a range of widths, depths, and 
discharges (Table 1). Discharge, width, average depth, and water temperature were measured with an ADCP.  

We collected velocity measurements at the study sites between September 18 and 20, 2016. The mean 
daily air temperature was approximately 10° C. The days were relatively calm so we do not believe wind 
substantially affected our surface-velocity measurements. With the exception of the Salcha River, we collected 
measurements from pedestrian bridges or former bridge sites to avoid vehicular traffic and optimize safety. 
 

 
Figure 1.Map showing the location of study sites. 

 
Table 1. Site characteristics at the time of infrared video collection. 

            CHENA R.     KNIK R. MATANUSKA R. MONTANA CR.    SALCHA R. 

Q (cms) 96 338 175 17 87 
Width (m) 54 123 92 24 90 

Avg. Depth (m) 1.9 2.8 1.5 0.8 1.3 
Water Temperature (°C) 5.6 3.7 6.1 10.4 6.3 

      

 
3 FIELD METHODS 
 
3.1 Infrared Video Collection 

 Time series of infrared images were collected with a FLIR SC8340 medium wavelength infrared camera. 
The camera has an Indium Antimonide (InSb) detector sensitive in the 3 to 5 micron wavelength, a resolution 
of 1280 x 720 pixels, a sensitivity or Noise Equivalent Temperature Difference (NETD) of < 25 milli-Kelvin, and 
can capture up to 47 frames per second. The camera was operated from a laptop computer using FLIR’s 
ResearchIRTM software, which allowed us to specify the dimensions of the captured image, frame rate, and 
duration of acquisition. The software also provides the user real-time output from the camera through a 
Gigabit Ethernet connection. We modified the appearance of the imagery in the ResearchIRTM software by 
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adjusting the range of temperatures displayed to ensure that the imagery was captured with adequate 
sensitivity to identify signal and that the thermal signal of interest could be distinguished from background and 
instrumental noise. For our application, we did not require the accurate absolute water temperature but rather 
only sufficient contrast in the amount of radiation emitted from the water surface to detect the motion of 
thermal features. 

 The camera was positioned over the bridge railings with a jib crane, tripod, and dolly (Figure 2). Counter 
weights on the jib crane balanced the weight of the camera and improved the stability of the assembly. 
Additionally, we attached safety straps from the camera and dolly to the bridge railing. We generally moved 
the camera in fixed increments across each bridge to collect data from a number of equally spaced measuring 
stations. However, in some cases obstructions along the rail forced us to alter the positioning. The camera 
was inclined at approximately 77° to prevent portions of the bridge from appearing in the images and to 
reduce the amount of near-field thermal energy reflected into the detector, which we had observed to produce 
artifacts when acquiring imagery in the laboratory. A 25-mm focal length lens mounted to the camera body 
provided a field of view of 41.2° x 24.8°. To measure the distance from the camera lens to the water surface at 
each station we lowered a weight attached to the end of a graduated fiberglass tape. We used these distance 
measurements to compute the horizontal and vertical dimensions of the field of view for that station. Imagery 
was collected at 10 frames per second for one minute at each station and saved to the laptop computer in 
FLIR’s ats file format. 
 

            
Figure 2.Photograph showing infrared camera positioned on a bridge over the Salcha River. 

 
3.2 ADCP and Radar Data Collection 

At each site we made coincident measurements of river discharge, velocity, temperature, and bathymetry 
using ADCPs (Turnipseed and Sauer, 2010). For the Knik River and Montana Creek a remote controlled 
ADCP boat with GPS was used. At the Matanuska River, a crane and winch was used to lower an ADCP 
trimaran at each station. For the Chena and Salcha Rivers, the ADCP was towed behind a kayak. In addition, 
a Stalker Pro II SVRTM handheld radar gun was used to measure surface velocity parallel to the streamlines at 
each station across each bridge. The radar gun operates in the 34.7 GHz (Ka band) range, has a beam width 
of 12° +/- 1°, and can measure between 0.2 m/s and 18 m/s with an accuracy of +/- 0.1 m/s. The radar gun 
automatically compensates for tilt of the sensor when collecting a velocity measurement. 
 
4 VELOCITY COMPUTATIONS  
 
4.1 Image Processing 

The raw FLIR ats video file collected for each station was exported from ResearchIRTM as a time series of 
images. Each image was de-trended in MATLABTM (Mathworks, 2016) by subtracting the time-averaged mean 
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of the image time series. The images were smoothed with a Wiener filter and a uniform contrast stretch 
applied. The resulting images were scaled between 0 and 1 and exported from MATLABTM as *.jpg files. This 
process removed vertical and horizontal lines present in the images that spanned a relatively small range of 
temperatures, 2-3 degrees Celsius. 
 
4.2   Particle Image Velocimetry 

Particle Image Velocimetry (PIV) has been used for decades to compute the displacement of individual 
particles or tracers in both laboratory and field studies. For a comprehensive discussion and treatment of the 
technique, the reader is referred to Raffel et al. (2007). In our application, the thermal features are not 
particles per say, but cross-correlation algorithms used in PIV software can detect the advection of these 
features from one frame to the next and thus compute their displacement. We selected a commercial PIV 
software, PIVviewTM (PivTech GmbH, 2015), to measure the movement of thermal features in the processed 
image sequences. As a check of our PIVview computations, a freely available PIV software, PIVlab, was used 
and produced similar results (Thielicke and Stamhuis, 2014). Selection of the interrogation window in PIV is 
important because this parameter sets the spatial dimensions over which the cross correlation is computed. 
Since the images were 1280 by 720 pixels, we selected a window size of 512 by 512 pixels. For the bridge 
heights in this study, this window size was large enough to capture the surface features we observed. The 
step size parameter defines the spatial dimensions of the sampling. In other words, the step values produce 
the mesh size or resolution of the velocity vectors resulting from the PIV calculations. We selected a step size 
of one half the window size in the vertical, 256 pixels, to produce a single vector in the stream-wise direction 
and a step size of 16 pixels in the horizontal to produce 49 pixel displacement vectors in the cross-stream 
direction (Figure 3). Once the displacement in pixels between successive frames was calculated for all 599 
image pairs in the sequence, the result time was averaged to provide a mean displacement. To convert pixel 
displacements to velocity we used the frame rate and the pixel dimensions determined from the field of view of 
the camera lens and the distance to the water surface at each station. Although the camera was slightly 
inclined from vertical, we verified in the laboratory that this small difference produced a small effect on the 
scaling at these distances. Therefore, the results reported herein do not account for perspective distortion. 
The velocities for each station were averaged across the bridge to provide a single mean surface-velocity 
measurement for each river (Table 2).  
 
4.3   ADCP Processing 

In cases where a GPS was integrated with the ADCP (Knik River and Montana Creek), we were able to 
average multiple passes and determine a depth-averaged velocity that corresponded with the location of our 
infrared video and radar collection stations. For the Matanuska River, the ADCP was lowered by a crane at 
each station and a velocity profile was sampled explicitly. The ADCP used on the Chena and Salcha Rivers 
was towed behind a kayak and we had to use the bottom track feature of the ADCP to average passes and 
calculate a depth-averaged velocity for each station. However, since ADCPs do not sample at the water 
surface, in order to compare these measurements with infrared PIV, we had to use a method to compute 
surface velocity from the ADCP ensembles. We used the USGS program extrap (Mueller, 2013) developed for 
moving-boat ADCP measurements that processes multiple passes to determine a normalized profile and 
automatically selects an appropriate extrapolation method. The output permits the user to visualize the 
computed fit and adjust it if necessary. In this study, we used extrap to fit a power function to the normalized 
ADCP profile to relate depth-averaged velocity and the surface velocity (Figure 4). The ratio of depth-
averaged velocity (Ud) to the surface velocity (Us) is the velocity index (k) (Table 2). 
 

Table 2. Mean velocity for each measurement type and velocity index (k). 

 Chena R. Knik R. Matanuska R. 
Montana 

Creek 
Salcha R. 

PIVsurface (m/s) 0.96   1.04 1.42 0.97 0.79 

Radarsurface (m/s) 0.92   0.98 1.3 0.98 0.85 

ADCP surface (m/s) 0.95   1.15 1.49 0.98 0.81 
ADCPdepth avg. (m/s) 0.78   1.06 1.33 0.82 0.67 

Velocity Index 0.82   0.92 0.89 0.84 0.83 
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Figure 3.   Infrared image overlain with vectors showing the magnitude and direction of pixel displacement at 

the Chena River station 4 meters from the right bank. For emphasis, the vector length is exaggerated by a 
factor of 20. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  Screen capture of the extrap program output applied to Chena River ADCP velocity measurements. 

Gray dots are the cell values and the black line is the automatic fit generated by the program. The fit is a 
power law with an exponent of 0.22. 
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5 DISCUSSION 
Non-contact methods to measure surface velocity with an active sensor (radar) and a passive sensor 

(infrared PIV) yielded similar values when comparing individual stations across the channel (Figure 5) and 
averaged velocities (Table 2). However, at stations near the river banks the radar gun reported slightly higher 
velocities whereas those in the center of the channel tended to be lower than the corresponding PIV velocity. 
These differences may be due to calibration of the instrument and/ or its inherently limited accuracy (+/- 0.1 
m/s). A closer examination of stations near the river banks revealed that gradients in surface velocity can be 
resolved with the infrared PIV methodology (Figure 3). These gradients arise from shear along the banks. 
These locations may not have been sampled effectively by the radar due to its narrow beam width. 
Alternatively, the near bank velocities might have been below the radar gun’s lower limit of detection (0.2 m/s).  

ADCPs have become an established and pervasive technology for streamflow measurement by the 
USGS, with established protocols for field deployment, quality control, data processing, and reporting. The 
versatility of ADCPs is demonstrated in this study, as we collected data from a variety of floating or motorized 
platforms and from bridges where necessary. For comparison to infrared PIV one could argue that a 
preferable in situ instrument would be an electromagnetic current meter as used by Puleo et al. (2012), or a 
series of acoustic Doppler velocimeter (ADV) point measurements. For this proof of concept experiment, we 
used ADCPs as they are a common instrument for streamgaging in Alaska. It would also have been 
considerably more challenging to collect point measurements either from bridge decks or boats. Although 
beyond the scope of this paper, ADCPs provided a measurement of channel bathymetry and thus cross-
sectional area that could be incorporated with the infrared PIV-derived surface velocity and velocity index to 
estimate river discharge.  

As mentioned previously, ADCPs cannot measure the surface velocity directly and also have difficulties 
measuring near the river bottom because of side-lobe interference. Additionally, shallow depths prevent valid 
measurements at the banks. Thus, the contribution of the top and bottom portions of the velocity profile to the 
flow, in addition of that near the banks, must be accounted for in the ADCP software. Typically, the distance 
from the ADCP to the bank is measured and the discharge in those cells is computed by selecting an 
appropriate method. To compute the top and bottom contributions to the total discharge, a variety of methods 
can be used. For the purposes of this paper, we will focus on the top contribution to the velocity profile and 
discharge. The flow disturbance from the instrument and a time delay between when the ADCP transducer 
generates an acoustic signal and when that signal can be received results in a blanking distance. To account 
for the flow in this region the velocity profile can be extrapolated in ADCP software using a constant, power, or 
3-point slope method (Teledyne RDI Instruments, 2015).  

The extrap program offers an automatic procedure to determine, based on the data, an appropriate 
method for this kind of extrapolation. For the Chena River ADCP measurements, the extrap best fit was 
determined to be a power law with an exponent of 0.221. The normalized plot shown in Figure 4 represents 
the normalized velocity profile fit with a power law. The surface velocity (Us) is 1.22 times the depth-averaged 
velocity (Ud). This provides a velocity index of k =Ud/Us =1/1.22= 0.82. Figure 6 compares the infrared PIV 
surface velocity to the surface velocity extrapolated from the depth-averaged velocity measured by the ADCP. 
In the center of the channel, the ADCP velocity index exceeds the infrared PIV measurements. These results 
may indicate that a power law may not provide the best method to extrapolate the surface velocity. While one 
velocity index was used across all stations herein, alternatively velocity profiles collected at each station to 
produce a station specific velocity index may provide better agreement across a section.             

A velocity index of 0.85 is often used for open channels (Costa et al., 2000; Creutin et al., 2003; Muste et 
al., 2008) but bed and bank roughness can influence the velocity profile. Wind shear at the water surface also 
can affect the shape of the profile near the surface (Mueller, 2013). The extrap power law velocity profile fits 
computed velocity index values that ranged from 0.82 to 0.92. The lowest index was found on the Chena 
River, 0.82. Both the Salcha River and Montana Creek were best fit with a standard 1/6 power law. The Knik 
River produced the highest velocity index (0.92). While this would not seem surprising considering both the 
thermal PIV surface velocity and the depth-averaged velocity were nearly identical, this site does represent 
the most deviation from the accepted 0.85 value of k. Velocity indexes of this magnitude (0.9 to 1.05) were 
determined for in-channel flows on the Blackwater River, however, this is a small (5.75-m width, 0.75-m depth) 
sinuous river (Sun et al., 2010). To investigate if this measurement was an anomaly, we used extrap to 
process the last 5 water years of direct discharge measurements from the Knik River streamgage collected 
between 5/1/12 and 10/3/16 (Figure 7). These 30 measurements had a mean velocity index of 0.88, a 
minimum of 0.84, and a maximum of 0.95. They were collected at discharges ranging from 66 to 1500 m3/s. 
The velocity index showed a very weak positive correlation with discharge and little statistical significance, 
0.47 correlation coefficient. 
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Figure 5.   Comparison of surface velocity measured at stations across the Chena Bridge with PIV and Radar. 
 

    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.   Comparison of surface velocity measured at stations across the Chena Bridge with PIV and 
surface velocity from an ADCP using automatic extrapolation from the extrap program and k = 0.82. 
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Figure 7.   ADCP discharge measurements and associated k values computed with the extrap program for 
the Knik River collected between 5/1/12 and 10/3/16. 

 
6 CONCLUSIONS 

In this paper we describe a methodology used to collect thermal imagery and compute remote 
measurements of surface velocity using PIV for five rivers in Alaska. In all the rivers, the average radar 
surface velocity was similar to the value determined with PIV (within 10%). The extrap software program was 
used to automatically extrapolate a normalized ADCP velocity profile to a surface velocity. We found these 
surface-velocity extrapolations also to be within 10% of surface velocities measured with thermal PIV. The 
velocity index determined from ADCP measurements varied among sites (0.82 - 0.92). As a first attempt to 
quantify the variation of velocity indices at a single streamgage, we extrapolated a time series of 30 ADCP 
measurements collected at the Knik River and obtained velocity indices ranging from 0.84 to 0.95. An analysis 
of this type could provide a statistical justification for selecting a particular velocity index and also quantify 
potential error bounds. Further research to determine the best method for determining the velocity index is 
warranted, as k is a critical parameter for transforming a surface velocity collected either from radar, LSPIV, or 
infrared PIV to a depth-averaged value necessary for computing an accurate discharge.  

When used in conjunction with PIV, infrared imaging provides a detailed depiction of surface velocity and 
has the advantage of being able to be collected during the day or night without the need for tracers. Moreover, 
infrared PIV might provide a mean to compute turbulent length scales and infer bottom structure. If deployed 
on a larger scale, infrared PIV could also be used to identify lateral separation zones in rivers that can 
influence sediment storage and aquatic habitat. If accurately calibrated, thermal images can quantify surface 
temperature which might be of ecological importance or used to identify locations of riparian seeps. The field 
effort described herein was performed as a proof of concept and a first step toward deploying the 
methodology from manned and unmanned aerial platforms. This proof-of-concept experiment also 
demonstrated a potential component of a complete methodology for computing river discharge using only 
remote sensing methods. 
 
7 DISCLAIMER 

Any use of trade, firm or product name is for descriptive purposes only and does not imply endorsement 
by the United States Government. 
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ABSTRACT 
 
In the study of cavitation bubble and the judgment of whether cavitation occurs on the solid boundary, relative 
distance that bubbles away from the boundary (compared to the radius) matters. It also has an important role 
to play when the research is related to two-bubble system. Sparked-induced cavitation bubble is one of the 
most widely used methods to generate cavitation bubble. However, so far the size of bubble produced by 
electric spark is undecided and uncontrolled. Therefore, it is of great significance to try to find a way to control 
the size of cavitation bubble. First and foremost, it is imperative to find the factors that affect its size. This 
paper investigates the relation between the breakdown voltage of capacitance and the size of cavitation 
bubble via high-speed photography. We changed breakdown voltage by adjusting the air-spherical gap. The 
biggest radius of spark-induced cavitation bubble (RC) was used to clarify the size of the bubble. The results 
shows linear functional relation between the breakdown voltage of capacitance and maximum radius of the 
bubble to a certain extent and beyond a certain voltage value, the relation no longer follows the function we 
just concluded. 
 
Keywords: Cavitation bubble; spark-induced; maximum radius; breakdown voltage. 
 
 
1 INTRODUCTION 
 The research into the collapse behavior of cavitation bubbles is of great importance. It can be employed 
to analyze a lot of industrial areas like erosion, vibration and noise in turbo machineries and hydraulic systems 
as undesirable influences, while the upside of cavitation bubbles is mainly in cilinical areas like surface 
cleaning, droplet ejector, clinical therapy and drug/gene delivery.  About 100 years ago, Lord Rayleigh started 
the theoretical research in bubble dynamics. Later, Rayleigh-Plesset equation is put forward to estimate the 
dynamics of a single cavitation bubble. Due to the limitation of technology, it is difficult to observe the details 
of bubble collapsed. With the appearance of high-speed camera, we are able to observe more details of 
bubble dynamics.  

One of the most significant discovery is a liquid jet towards the surface caused by a single oscillating 
bubble near a rigid surface. Further studies on more complex systems have been carried out, such as two-
bubble system, bubble-air bubble-boundary system and so on. Fong et al. did some research on the 
interaction of two similarly sized bubbles in a free field. However, considering to describe the interaction 
between two differently sized bubbles in a free field, it was Chew et al. who investigated it. Bai et al. studied 
the influence of air bubble and the influence of boundary combined.  In all of these research, the size of 
bubble or relative distance plays an important part. Therefore, it is of great significance to find a way to control 
the size of bubbles. And it is useful and valuable to investigate the factors affecting bubble size. In this article, 
we discuss the correlation between cavitation bubble size and breakdown voltage of capacitance. 
 
2 STUDY METHODS 
 The laboratory experiments have been conducted at the State Key Laboratory of Hydraulics and 
Mountain River Engineering in Sichuan University (China). As shown in Figure 1, the experimental device is 
composed of electric spark cavitation bubble generation system, illumination system, voltage collection 
system and high-speed camera recording system.  
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Figure 1. Sketch of experimental apparatus consisting of electric spark cavitation bubble generation system, 
illumination system, voltage collection system and high-speed camera recording system. 

 
Among them, the electric spark cavitation bubble system used is a device invented by State Key 

Laboratory of Hydraulics and Mountain River Engineering in Sichuan University: An Experiment Device 
Generating Electric Spark (application number: 201610310914.7). Its circuit principle is shown in Figure 2, 
and the parameter of electric components is labeled. The basic principle to conduct cavitation bubble is 
instant short circuit and capacitance discharge simultaneously.   
 

Figure 2. Electric circuit of An Experiment Device Generating Electric Spark. 
 

Water tank filled with deionized water (400mm×200mm×80mm) is where cavitation bubbles occur and 
are observed. Because of the short exposure time and high speed in taking photographs, a high-intensity LED 
lamp is needed to provide light when taking photographs. The voltage collection system is a collector 
(USB3202) provided by art-control, whose main parameter is listed in Table1. In this experiment, we only use 
two channels to collect the voltages across the capacitance to get the breakdown voltage and voltage after 
discharging. A software in the computer was provided to display the voltage data and waveform collected. The 
collector was used at 50,000sps, the total number of samples was 100,000, and the range of the voltage was 
±5V. Last but not least, the high-speed camera recording system consists of a high-speed camera (Photron 
FASTCAM SA-Z) and a micro-lens (Nikkor Lens 17-35mm f/2.8D IF-ED). The record rate and shutter speed of 
high-speed camera were set at 100000fps and 1/119149s, respectively.  
 

Table1. Main parameters of collector. 
Model of collector USB3202 

Maximum sampling frequency 250Ksps 
AD accuracy 16-bit  

Input Channels  8 channels (RSE, NRSE) 4 channels (DIFF) 
AD Cache           4K point FIFO 
AD range ± 10V, ± 5V, 0 ~ 10V, 0 ~ 5V 

 
Since the collecting time of both high-speed camera and collectors are extremely short, it is significant to 

make sure that the collection process and generating spark-induced cavitation bubble process happens 
almost simulataneously. To avoid capacitance charging incompletely before discharging, generating on 
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bubble once is necessary. During the experiment, the change of breakdown voltage follows the change of air 
spherical gap. And we repeated the experiment five times before adjusting the gap. Air spherical gap was 
changed by turning adjusting nut every quarter of a circle each turn. As its pitch is 1mm, the air spherical gap 
reduces 0.25mm each time. Our experiment focused on the correlation between breakdown voltage and the 
maximum radius of cavitation bubble. Therefore, the accurate length of the gap is irrelevant. Room 
temperature was maintained at 298.15K±2K under atmospheric pressure of p=101.5kPa, while doing 
experiments. The magnification factor and focal length were stable while doing experiments. Consequently, 
the unit length of each picture were unchanged, too. After setting all the parameters, we took a picture with a 
transparent ruler putting on the flat surface while taking the photographs afterwards. So, we can calculate 
using the length that each pixel represented and get all other lengths through the number of pixels.  
 
3 CORRELATION BETWEEN BREAKDOWN VOLTAGE AND MAXIMUM RADIUS OF CAVITATION 

BUBBLE 
 
3.1 Determination of the maximum radius 

 Cavitation bubbles generated under different breakdown voltage are presented in Fig.3. Under each 
voltage, we pick up only some photos among all the photos being taken in the whole process to see the 
process of generating cavitation bubble and its collapse. The very photo used as the maximum radius is not 
deliberately shown in the photos. The three cavitation bubbles were generated under the breakdown voltage 
of 21.83988kV, 17.50366kV, 9.755kV, and their maximum radius are 5.528356×10-2m, 4.944463×10-2m, 
3.391553×10-2m, respectively.  

The way to get maximum radius is to choose the biggest bubble from the picture and to use the average 
diameter of major axes and minor axes as final maximum diameter in case that not all bubbles are perfectly 
round(Fig.3). Maximum radius is easily obtained. 
 

                                  
2cDRc                                                           [1] 

 
 (a) 

 
(b) 

 
(c) 

 
0.10ms    0.15ms    0.20ms   0.25ms   0.30ms    0.40s       0.50ms   0.60ms  0.70ms   0.80ms 

Figure3. The process of bubbles evolving under different voltage((a), (b), (c) are bubbles generated 
respectively under the breakdown voltage of 21.83988kV, 17.50366kV, 9.755kV; their maximum radius are 

5.528356×10-2m, 4.944463×10-2m, 3.391553×10-2m). 
 
3.2 Determination of breakdown voltage 

As depicted in Figure 4, the discharging process of capacitance is extremely short, but the time range of 
charging process varies. Moreover, the data collected by collectors is inevitably affected by electromagnetic 
noise causing apparent fluctuation. To unify the criterion and avoid the influence of electromagnetic noise, we 
choose the right voltage  before the radius approaches zero and is approximate to the former ones as the 
start point(suppose it is No.j statistical point), and averages the former 20 statistic as the final breakdown 
voltage.  
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(a) 

 
(b) 

 
(c) 

Figure 4. The waveform of capacitance charging and discharging under different voltage((a), (b), (c) are 
discharging respectively under the breakdown voltage of 21.83988kV, 17.50366kV, 9.755kV; the original 

waveform is too long to be performed in paper, the X-axis shrinks 100 times laterally in the picture). 
 
4 RESULTS AND DISCUSSIONS  
 

 
Figure 5. The bubble radius-breakdown voltage relation (Rc represent the maximum radius of cavitation 

bubble, U represent the breakdown voltage of capacitance.). 
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As shown in Fig.5 above, below 17kV, the relationship between breakdown voltage and the maximum 

radius is approximately linear, and the linear fitting function is 
                              

                    y=5.5799x－11.164                                                      [3] 
 

From the function, it is apparent that Rc rises as U increases. We may also deduct that coefficient of 
primary term(λ) reflect how sensible Rc is as U changes. However, there are more influences that could affect 
the coefficient, like the parameter of electric components. And the x-axis interception of the linear fitting 
function(β) might lead to the conjecture that there is a minimum size of cavitation bubble, which is the limit of 
bubble size. Of course there is no way that breakdown voltage can get to zero, but there is still a chance that 
can make it small enough to see the trend.  

However, when breakdown voltage went beyond 17kV(we may call it limited voltage), the radius 
oscillates as breakdown voltage increases. The linear functional regulation no longer applies when the 
relationship of breakdown voltage and maximum radius becomes unstable and erratic. At that time, 
breakdown voltage is no longer in the domain of bubble size. Possibly, the limit of radius is limited by other 
factors, for example the needle gap.  

Further research could focus on studying other factors that I have mentioned. And it would be wonderful if 
the spark-induced bubble size is under control in the future.  
 
5 CONCLUSIONS 
 The relation between breakdown voltage of capacitance and maximum radius of cavitation bubble was 
investigated using high-speed camera. Here are the conclusions, that were discovered: 

i. Breakdown voltage is a factor of the size of cavitation voltage. Normally, maximum radius increases 
as  breakdown voltage increases, but it does not increase uninhibitedly.  

ii. In certain circumstances being set in this experiment, when breakdown voltage is smaller than 
17kV(limited voltage), the relation between breakdown voltage and maximum size of cavitation 
bubble is approximately linear, the linear fitting function is y=5.5799x－11.164. When the breakdown 
voltage is more than 17kV(limited voltage), the relationship is unstable and erratic.  
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ABSTRACT 
 
Rainfall simulator (RS) is a specially made device that aims to replicate natural rainfall dynamics. It has been 
widely used in the investigation of processes associated with rainfall events, from soil erosion, soil infiltration, 
to recently urban wet weather processes involving nonpoint source pollution. There are few commercial 
suppliers of rainfall simulators, which are often too expensive. So, most researchers often fabricate their own 
in line with their research objectives. An RS is intended to investigate the influence of rainfall runoff in a wet-
weather nonpoint source pollution on impervious urban surfaces was developed, and calibrated to ensure 
spatial and temporal variation of rain intensity, kinetic energy, and variation of drop size diameter, capable of 
replicating storms found in the tropics as closely as possible. The RS consisted of four interrelated 
components, the RS frame, the water system, the robotic system, and the plot. 783 measurements were 
carried out to evaluate the performance of the RS. The RS can remarkably achieve rain uniformity of 89%, 
2.51±0.13 mm median raindrop diameter of the natural event, over 80% terminal velocity, and up to 87% 
kinetic energy.  

 
Keywords: Nonpoint Source Pollution (NPS); Rain Uniformity; Raindrop Diameter; Simulator; Terminal Velocity. 
 
 
1 INTRODUCTION 

 The success of RS lies in its ability to replicate natural rainfall as closely as possible. There is currently a 
dearth of comprehensive literature on temporal and spatial characteristics of simulated rainfall. Some 
researchers reported with the assumption that their RS was spatially and temporally uniform (e .g. Vahabi and 
Nikkami, 2008; Kim et al., 2010; Dunkerley, 2012; Wildhaber et al., 2012), others did not mentioned the 
intensity at which they operated their RS ( e.g. Blanquies et al., 2003; Kim et al., 2006) or the nozzle operated 
pressure (Wildhaber et al., 2012) while others are silent on the RS Kinetic energy (KE) (e.g. Blanquies et al., 
2003; Vahabi and Nikkami, 2008; Kim et al., 2010; Sangüesa et al., 2010; Dunkerley, 2012) and very few 
reported how they calculated the KE ( e.g. Júnior and Siqueira, 2011; Wildhaber et al., 2012; Feng et al., 
2013).  This lack of comprehensive reporting has an underpinning implication of limiting knowledge in RS 
development. The objective of this study is to disclose a comprehensive calibration report of RS, which was 
conceived based on a typical tropical region’s rainfall parameters. 

The outstanding advantages of using RS as a research tool are the control of rainfall variables, which are 
innate in nature and the elimination of the need to wait for natural rainfall. Thus, it makes data collection faster 
and easier. RS was employed since 1930s in the study of geomorphological and pedological processes (e.g. 
Guevara-Escobar et al., 2007; Resso et al., 2007; Scherrer et al., 2007; Aksoy et al., 2012). However, the 
employment of RSs to investigate the effect of a hydrological process as they interrelate with nonpoint source 
(NPS) pollution on an impervious surface is only gaining attention in recent times. Among the few conducted 
studies that focused in the study of urban NPS on impervious surfaces were Tiefenthaler and Schiff (2003), 
Egodawatta et al. (2007), Brodie and Dunn (2010),  Kim et al. (2010), and Júnior and Siqueira (2011). All 
these RSs were operated at constant intensities, and were not designed to model the sporadic fluctuation of 
drop size diameter within a rain intensity. Sporadic fluctuation of intensity with the drop diameter is one of the 
inherent characteristics of natural rainfall. And any successful rain simulation should take this into 
consideration. This study took further steps to widen the drop size distribution within particular rain intensity.  
 Operated pressure is the most important feature of pressure type RS. The pumping pressure, the type of 
nozzle, and the spatiality of the nozzles influence the simulated raindrop diameter, the drop size distribution, 
the intensity, and the KE of the RS (Corona et al., 2013). However, there are inconsistencies in the variation 
of pressure with other rain parameters in the literature. While others stipulate rain intensity increases with 
pressure (Pall et al., 1983; Júnior and Siqueira, 2011), others posit that it decreases with increase pressure 
(Cerdà et al., 1997; Pérez-Latorre et al., 2010). In another instance, Cerdà et al. (1997), Esteves et al. (2000), 
and Sangüesa et al. (2010) posit that D50 of the simulated rain increases with increasing pressure while others 
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postulate otherwise (Júnior and Siqueira, 2011; Aksoy et al., 2012). These inconsistencies were mainly due to 
privation of RS comprehensive calibration reporting.  
  
2 METHODOLOGY 

 
2.1 Construction 

 The RS was intended to investigate the influence of rainfall runoff in a wet weather NPS pollution on 
impervious urban surfaces. It was designed to ensure spatial and temporal variation of rain intensity, KE and 
variation of drop size diameter. It is also capable to replicate storms found in the tropical regions based on the 
authors of this study’s detailed characterisation of the rainfall dynamics of Skudai, Johor, Malaysia  (Yakubu et 
al. 2014a; Yakubu et al. 2014b). 

 The RS consisted of four parts, the structural frame, water reticulation, the plot, and the robotic systems. 
Fig. 1 shows the illustration of the RS. The structural frame ensures the stability of the RS as a whole, the 
catch trays were made as an expandable unit both horizontally and vertically to match the rain spray line. The 
catch trays can recycle about half of the applied water in the system, thereby making the simulator efficient in 
water consumption. The reticulation system consisted of 32 mm diameter suction pipe and 25 mm diameter 
outlet pipe connected to a regulated flow meter. The flow meter measured the amount of water through the 
water system at any given pressure.  The RS consisted of two Veejet 80100 nozzles spaced 1.0 m apart on 
an oscillating boom attached to robotic arm powered from a DC power source and regulated by a 
microcontroller. The flow and pressure can be regulated from a flow meter while a fast close-off valve could be 
used to initialise or terminates water flow in the system. 
 

 
Figure 1. Illustration of the Rainfall Simulator. 

 
To establish the influence of pressure, three pressure gauges were installed. The suction pressure was 

monitored using a pressure gauge (PG1) as shown in Fig 1. The nozzle pressure was monitored using 
pressure gauge (PG3), and the third pressure gauge (PG2) was installed halfway between the two pressure 
gauges at a height of 1.5 m above ground level. The frame of the simulator covered 3m2 (1.5 x 2.0 m), and 
the stands were made from light weight circular steel tubes with differentl diameters such that can 
conveniently be collapsed and secured. A pedal was provided to firmly secure the whole structure to the 
ground to avoid accidental sway of the RS.  The structural frame, except the top frame that houses the 
nozzles, can be dismantled and coupled easily. 
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2.2 Measurement 

The flour pellet method was used in this study to measure the drop diameter of the RS. The 
measurement of the drop diameter, its evaluation, and the mathematical steps followed to calculate the D50, 
and the KEmm were consistent with the natural drop diameter’s measurement and was reported elsewhere 
(Yakubu et al., 2014a). The number and weights of each particle class were obtained and converted into the 
corresponding diameter based on the Hudson (1963) calibration curve. Volumetric D50 were obtained from the 
plot of percent cumulative volume of the drop diameters for different pressures. 

Using cups arranged on a grid was the most widely used method to calibrate RS intensity and its 
uniformity over the plot area (de Lima and Singh, 2003; Clarke and Walsh, 2007). The measurements were 
done similar to Esteves et al. (2000), and Fister et al. (2012) but using ninety cylindrical-like shaped 
containers and exposed to a continuous simulated rain for five minutes at different pressures. The spatial 
distribution of the rain depth is shown in Fig. 2. The rainfall intensity for each simulation run was calculated by 
converting the rain depth in each container into a rain intensity. 

 

 
Figure 2. The contour for the chosen combination of nozzles (scale X 1:20cm; Y 1:16cm). 

 
The spatiality of the rainfall was measured using the similarity of the intensity divergence formula (Eq.[1]) 

introduced by the Christiansen (1942). 
 

ݑܥ ൌ ቀ1 െ
∑ |௫೔|
೙
೔సభ

௡௫	ഥ
ቁ  [1] 100ݔ

 ௜ is the deviation of the intensity value from the mean, and ݊ is theݔ ,is the mean value of the intensity ݔ̅
number of intensity measured.  
 
3 RESULT AND DISCUSSIONS 
 
3.1 Construction 

RS are designed to mimic rain parameters of their  rain characteristics study (Dimoyiannis et al. 2001, 
Clark et al. 2007). The RS in this study was designed to replicate the rainfall characteristics of the study area 
as closely as possible, but flexible to be adopted to other studies. 

The nozzle pressure can be selected with a high degree of accuracy from the monitoring of either P2, or 
the FV. The contradictory reporting of the effect of pressure on the intensity in the literature could be due to 
the lack of precise reporting of the referral pressure reading, the suction, or the pumping pressure. In addition 
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to the P2, P3 and FV readings, the suction pressure (P1) was also monitored to establish their relationships.  
From Fig. 3, the intensity, which is a function of the flow rate in this case, increases with increasing pumping 
pressure (P2), while it increases with the decline suction pressure (P1). This could mean those researchers 
that inferred rain intensity decreases with increasing pressure (e.g. Cerdà et al., 1997; Pérez-Latorre et al., 
2010) referred to the suction pressure. This brought to fore the need for comprehensive reporting of the RSs 
calibration, and the need to draw a standard calibration report for all RSs. 

 

 
Figure 3. Relationship between monitored pressures in the RS system. 

 
3.2 Rainfall intensity and rain uniformity 

The spatiality of the intensity was measured in the Cartesian planes of the RS. Measurements were 
carried out for the intensity and their corresponding averaged intensity, and uniformity. The results are 
tabulated in Table 1. 
 

Table 1: corresponding Intensity and uniformity of the RS. 
Pressure (kPa) Intensity Uniformity 
93 199 85 
60 162 87 
41 154 87 
18 146 83 
18-41 b 132 89 

 
The spatial distribution of the intensity was not the same all over the plot. The RS was found to have 
consistently recorded higher uniformity along the intersection zones, and lower along boom oscillation. This 
was expected, because of the V-shape nature of the nozzles. The result of the descriptive analysis on the 
uniformity on both axes and the average over the entire plot area from the measurements is presented in 
Table 2. 
 

Table 2: descriptive uniformity of the RS. 
 Mean S.D Variance Mode Median Min. Max. 

X-Cu 91 5.76 33.21 92 93 78 97 

Y-Cu 79 4.92 24.20 81 81 68 83 

Average Cu (%) 86 3.26 10.64 87 87 80 89 

                                                      
b Sporadic intensity. 
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On average, the RS achieved a uniformity of 91±5.76% along the X-grid, and 79±4.92% along the Y-grid. 

The overall average uniformity of the RS was found to be 86±3.26%. An RS uniformity greater than 80% is 
considered satisfactory for small plot, while 70% is acceptable for larger plot sizes (Esteves et al., 2000). 
Therefore, the uniformity of the RS was considered adequate for rain simulation. 

Result from Table 3 shows that the more frequent the nozzles were temporally oscillated the lower the 
rain intensity, but the lesser the uniformity of the rain. The RS gave an intensity up to 214 mm h-1 at 93 kPa 
when oscillated at 0.08 Hz, and a minimum of 87 mm h-1 at the same pressure setting, but at 0.2 Hz temporal 
frequency. Delaying the nozzle at the catch tray would give as low as 33 mm h-1 at 41kPa. 
 

Table 3: Intensity and uniformity at different frequency operated at 93kPa. 
Intensity (mm h-1) Uniformity (%) Temporal frequency (Hz) 

214 87 0.08 
210 88 0.10 
207 88 0.10 
197 86 0.12 
193 78 0.12 
188 79 0.18 
166 87 0.20 

 
3.3 Simulated raindrops 

The D50 values obtain for the RS is presented in Table 4, the drop diameter increases with decreasing 
pressure. The D50 at the vacillating intensity was not measured but was taken as an average of the D50 at 18 
and 41 kPa. 
 

Table 4: Median drop diameter at different operating pressure. 

Pressure (kPa) D50(mm) 

93 2.41 

60 2.38 

41 2.43 

18 2.64 

18-41 2.54 
 

For field investigation, the median drop diameters that corresponded to 18, 41, and 60 kPa were chosen 
for simulation. These diameters were simulated at the oscillation speed that corresponds to the frequency of 
0.18 Hz.  

The simulated D50 of the RS compared with the natural rainfall of the region was 2.51±0.13mm, and the 
ranges of drop diameters were from 0.73 to 6.53mm compared with the natural drop diameters of the study 
area of 1.2 to 7.0mm (Yakubu et al. 2014a). Both the drop diameter and its distributions of the RS were 
considered satisfactory to replicate the rain characteristics of the study area. 

Table 5 outlines the terminal velocities of the RS using the derived formulation in this studies Eq. [2], and 
was compared with the terminal velocity of the natural raindrops calculated from Uplinger (1981) exponential 
formula Eq. [3], which was a close approximation of Gunn and Kinzer (1949). 

 

୘ݒ ൌ 4.0325	√݀଴.଼଻଺଴ଷ [2]    

்ݒ ൌ ܦ	4.854 expሺെ0.195ܦሻ [3] 

 is the drop diameter (mm) ܦ
 

Table 5: Terminal velocities the RS using the derived formulation, and the terminal velocity of natural 
raindrop. 

 

Drop diameter ࢀ࢜ according to  Eq. [2] ࢀ࢜ according to   Eq. [3] ࢀ࢜ Similarity (%) 
2.64 6.17 7.66 80.54 
2.43 5.95 7.34 81.05 
2.38 5.90 7.26 81.21 
2.41 5.93 7.31 81.09 
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 The RS achieved a terminal velocity similarity with natural rainfall of over 80%; this is considered 
satisfactory to replicate the natural rainfall’s energy content. However, achieving terminal velocity in isolation 
with the fall height is not sufficient to make a conclusion of the RS’s terminal velocity. Blanquies et al. (2003); 
and also Lynch and Lommatsch (2011) reported that drop from natural rainfall reach the receiving surface at 
terminal velocity, and noted that there was linear correlation between fall distance and drop size distribution. 
For this reason, the RS was evaluated at a varying height, to determine the appropriate height at which the 
RS could be fixed to ensure the achievement of responsive terminal velocity as in natural rainfall.   
 Unlike natural rainfall where drops fall under the influences of gravity (with zero velocity), the raindrops in 
the RS have an exit velocity which needs to be countered by the drag forces as they approach the plot 
surface. The RS’s raindrops journey as they exited the nozzle towards the plot area was evaluated according 
to Eq. [4] and Eq. [5] proposed by Aksoy et al. (2012).  
 

	௘௫௜௧ݒ ൌ 19 െ
ହ଴

ଵଵ
 ହ଴ [4]ܦ

௙ܸሺ݄ሻ ൌ ට௚ିୣ୶୮ሺିଶ௞௛ሻሺ௚ି௞௩೐ೣ೔೟
మ ሻ

௞
  [5] 

 
where ݒ௘௫௜௧	 is the spraying velocity given in Eq. [3] as a function of median drop diameter. The fall velocity ௙ܸ 
at any given height ሺ݄ሻof the simulator is presented in Fig. 4. 
 

 
Figure 4. The velocity of fall at a given fall height for different simulated raindrop. 

 
From Fig. 4, the smaller drops ≤ 4.0 mm reached their terminal velocities at about 2.5 m. This represents 

the natural falling raindrop quite well, where the smaller raindrops attain terminal velocity at a faster rate than 
the larger drops because they encountered a lesser force (Valette et al. 2012). Raindrops between 0.6 mm 
and 2.0 mm reached their terminal velocities at about 3.5 m, while drops >2.0 mm exited the nozzles almost at 
their terminal velocities. Considering the range of drop diameters simulated by RS in this study (0.73 to a 
maximum of 6.53 mm) a 2.5 m was adjudged sufficient for 90% of the drops to have fall at terminal velocity. 
Generally, a height of at least 2.0 m would be adequate for the simulated raindrops to fall at terminal velocity. 
Most researchers involved with rainfall simulator operated their RS from an average nozzle height of 
2.34±0.30 (Cerdà et al., 1997; Blanquies et al., 2003; Herngren et al., 2004; Júnior and Siqueira, 2011; Aksoy 
et al., 2012; Iserloh et al., 2012). 
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3.4 Evaluation of kinetic energy 

Kinetic energy is the energy possessed by a moving body, and the kinetic energy of rainfall is the sum 
total of the individual kinetic energies of rain drops. The kinetic energy of the RS was calculated as half the 
product of the estimated terminal velocities and the raindrop masses. The calculated kinetic energy content of 
the simulated RS was done similar with the obtained natural rainfall’ KEmm of the study area and have been 
reported elsewhere (Yakubu et al. 2014a). The calculated KEmm (Eq. [6]) of the RS is presented in Table. 6, 
and compared with the KEmm of the region based on its natural appraisal according to Eq. [7]. 

 

 KEmm = 
ଷ଴଴గఘ஽య௩೅మ	

ோ௧஺ೞ
 [6] 

KEmm ൌ 50.94ሾ1 െ Exp	ሺെ0.05	ܫሻሿ [7] 

 
I is the rain intensity (mm h-1), duration of sampling (t in seconds), and sample surface area (ܣ௦	 in m2) 
 

Table. 6: Similarity of natural, and simulated KEmm. 
D50(mm) ࡵ (mm h-1) KEmm (simulated) KEmm (natural) KEmm Similarity (%) 

2.64 145 42.00 50.90 83 

2.43 154 33.28 50.92 65 

2.38 162 44.40 50.92 87 

2.41 217 69.81 50.94 73 

 
The simulated KEmm of the region satisfactorily compares with the natural KEmm. The highest similarity 

value between the simulated rain and the natural rainfall was 87% corresponding to 2.38 mm D50, while the 
lowest similarity was at 154 mm h-1 intensity. Overall, the RS can simulate KEmm satisfactorily similar with the 
natural rainfall by more than 75%. This was considered adequate for simulation of the rainfall events of similar 
characteristics. 
 
4 CONCLUSION 

The RS developed in this study was shown to satisfactorily replicate a natural rainfall event. The 
evaluation of the RS was consistently done from the first principle. The ability of the RS to replicate a natural 
rain event was adjudged from typical natural rainfall parameters. The RS can achieve a rain uniformity of 86%, 
between 2.41 and 2.64 mm median raindrop diameter of the natural event, over 80% terminal velocity, and up 
to 87% of kinetic energy. The RS can be conveniently used in the urban wet weather process involving 
impervious surfaces, and could easily be adopted in other processes 
that may need isolation of rainfall parameters. 
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ABSTRACT  
 
Orbal Biological System (OBS) has been designed to provide an optimized approach of the biological 
treatment process. The unique OBS aeration discs are claimed to provide high oxygen transfer and mixing 
efficiency. High power usage by aerators has commonly been a major issue for Extended Aeration (EA) 
biological system. In order to provide a better understanding of the OBS, as one type of a modified oxidation 
ditch, the research aims to develop a Computational Fluid Dynamics (CFD) model to visualize the water and 
air distribution throughout the oxidation ditch. The research aims to develop a model that can represent a full-
scale OBS that may contribute to a better understanding of the unit process by assessing the current 
operational performance which is related to aeration shafts of the OBS. A 3D multiphase and an open channel 
CFD-based model have been developed to simulate the hydrodynamics in an OBS. Open channel flow 
modelling which takes into consideration the influence of atmospheric air provides the data of the volume 
fractions of water and air. The developed 3D two phases CFD model has shown a good representation of the 
real OBS. Variations of volume fractions are supporting the reality of the occurrence of anoxic and aerobic 
conditions throughout the OBS. It can also be observed that due to the mixers, the air composition is extended 
to at least half (50%) of the tank’s depth. The volume fractions of the air are higher at the surface level 
compared to the bottom of OBS. This also demonstrates that the oxygen due to the mixing is facilitated by the 
mixers and they are effective in increasing the composition or volume fraction of oxygen throughout the ditch. 
These important findings are made possible due to the developed advanced CFD model which incorporating 
the open channel flow system. 

  
Keywords: Orbal biological system (OBS); computational fluid dynamics (CFD); oxidation ditch; aeration devices; 

biological treatment.  
 

1 INTRODUCTION   
The Orbal Biological System (OBS) is one of the modified oxidation ditches that apply a sequence of 

concentric channels inside a single biological reactor. Oxidation Ditch (OD) is better than other biological 
treatment system because of its unique mixing performance (Wu et al., 2012). OBS has been designed to 
provide an optimized approach of the biological treatment process. The most important feature of OBS is its 
aeration devices. The unique OBS aeration discs are claimed to provide high oxygen transfer and mixing 
efficiency. Making dissolved oxygen (DO) transfer from gas to liquid phase is a very energy intensive activity 
in the treatment plant, as well as crucial for the treatment results (Amand, 2011). The system is designed to 
provide an extensive operational flexibility especially in terms of the ability to manipulate oxygen transfer 
rates. There are many advantages of this system claimed by its manufacturer. However, WWTPs that are 
currently applying the system faced some significant problems related to its operational system. High power 
usage by aerators has commonly been a major issue for EA biological system such as Orbal and also other 
multichannel ditches. 

It is well known that full-scale bioreactors do not provide an entirely uniform environment. A system such 
as OBS, intense oxygen transfer occurs in one portion of the bioreactor, limited oxygen transfer occurs 
throughout the rest of the bioreactor and mixed liquor is recycled between the aerated and non-aerated zones 
(Daigger and Littleton, 2014). Anoxic and aerobic condition is developed and maintained in zones up-stream 
and downstream of the rotor. Due to the structural design of the OBS that has great potential to promote 
optimal treatment processes, it is very crucial to study its operating system. Due to this reason, the study was 
conducted to understand the complicated process of OBS. The research aims to develop a model that can 
represent a full-scale OBS that may contribute to a better understanding of the unit process by assessing the 
current operational performance which is related to aerations shafts of the OBS.  
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Currently, CFD application is well established not just among the researchers in the developed countries, 
but also in the developing countries. Many case studies from China (Xie et al., 2014; Lei and Ni, 2014; Guo et 
al., 2013; Xie et al., 2011; Yang et al., 2011; Yang et al., 2010; Luo et al., 2005) involve the application of CFD 
for the optimization of the biological treatment plant. These papers were established to stimulate the 
hydrodynamics and processes occurred in an OD. Although the CFD modelling of biological treatment 
systems has taken place for over 15 years now (Karpinska and Bridgeman, 2016), there are number of 
concerns which are still unresolved and which, if successfully be surmounted, would improve model reliability 
and stability. 
  
2 METHODOLOGY 

 A 3D multiphase and an open channel CFD-based model were developed to simulate the hydrodynamics 
in an Orbal Biological System. Five major steps of CFD simulation are shown in Figure 1.  
 

 
Figure 1. Five major steps of CFD simulation. 

 
In 3D CFD model, the boundary condition of the inlet was applied as a mass flow inlet. This type of 

boundary condition was applied because it allows the total pressure to differ in response to the interior 
solution. Aeration shafts were represented by fan model with the definition of the pressure drop values. The 
pressure drop values were calculated using the parameters of the power input, area of the disc, the density of 
the fluid and the average flow velocity throughout the ditch. The fan model is actually predicting the amount of 
flow through the fan. Side walls and bottom walls of OBS were defined as a non-slip wall. The effluent was 
defined as outflow since the exit flow velocity and pressure are not known due to the complexity of the flow 
inside the ditch. The penstocks between the channels were presented as interface. The interface was used to 
unite two faces of different volumes. The details of the geometrical layout and boundary condition of 3D model 
are given in Table 1 and Figure 2.  
 

Table 1. 3D model boundary condition. 
Name Type 
Influent Mass-flow-inlet (mass flow rate is 580 kg/s) 
Outer, middle and inner 
channel 

Fluid (water liquid, air) 

Aeration shafts Fan 
Penstocks between 
channels 

Interface 

Effluent Outflow 
 

Geometrical 
Model 

Development

Mesh 
Generation

Boundary 
Conditions 
Application 

Computational 
Analysis

Results 
Visualization
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Figure 2. Boundary conditions of 3D model. 

 
Solver settings of the 3D model simulation are summarized in Table 2. The segregated solver of Fluent 

15.1 was used with the default parameter settings applied. All simulations were performed using Intel Core 2 
Quad CPU2.5 GHz processor and 8 GB installed memory (RAM). Each run took more than 72 hr of CPU time 
to reach steady condition.  

The default values of standard k-epsilon turbulence model were used in the simulation. K-epsilon 
turbulence model is suitable for turbulent flows. Based on the Fluent’s user guide, k-epsilon turbulence model 
is considered as the simplest ‘complete model’, which allows the turbulent velocity and length, scales to be 
independently determined. Derivation of the standard k-epsilon are based on model transport equations for 
the turbulence kinetic energy (k) and its dissipation rate (ε).  

 
Table 2. 3D model case setup. 

Models 
Space  3D 
Time  Unsteady 
Viscous Standard k-epsilon turbulence model 
Wall Treatment Standard Wall Functions 
Coupled Dispersed Phase Enabled 

Solver settings 
Flow Equation Solved 
Volume Fraction Equation Solved 
Turbulence Equation Solved 

 
Sampling and water quality analyses were conducted for the purpose of calibrating and validating the 

models. Onsite sampling works were performed at Bayan Baru Wastewater Treatment Plant. Samples were 
collected for 20 days at six points (S1-S6 as described in Figure 3) which were identified within the channels 
to give an indication of the incoming (upstream) and outgoing (downstream) values for each channel. The 
sampling points were 1m from the channel walls (horizontally) and 0.4m below the water surface (vertically). 
During actual ditch operation, the water near the aeration disks is affected by a centrifugal force, causing the 
water surface to be uneven. However, this unevenness is negligible when compared to more than 4m water 
depth in the channel (Guo et al., 2013). For the pupose of the model validation, velocity values of same six 
points were obtained from the CFD results and compared to results of in situ measurements.  

Onsite measurements were performed in order to get the idea of the values of some parameters, which 
were considered significant to the research, either for the purpose of analyzing or for the purpose of 
monitoring. The velocity values were obtained using current meter. Other parameters such as dissolved 
oxygen (DO), temperature, pH, conductivity, salinity and total dissolved solid were used for monitoring 
purposes.  

Mass flow inlet 

Outflow

Fan 

Interfaces 

Interfaces

Fan
Wall

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5633



          

  

 

 
Figure Error! No text of specified style in document.. Plan view sketch (unit: m) of the OBS and sampling 

points at 4.4m depth of water level. 
 
3 RESULTS AND DISCUSSION  

Figure 4 and Figure 5 describe the distribution of two phases (air and water) involved in this study. The 
sectional contours obtained at the centre of the OBS show the distribution of air and its influence on the water 
due to the aeration discs. This was not possible using the simplified 2D model. The 3D model is able to 
provide more detailed information on the effects of the aeration devices as the mixers inside the OBS. 
Variation of volume fractions are in fact supporting the reality of the occurrence of anoxic and aerobic 
conditions throughout the OBS. The volume fractions have indicated the real conditions of OBS as an open 
channel system. 

Figure 4 describes the fraction of water in the OBS. The distribution is represented in the array of colors 
with blue representing less or zero volume of water and red indicating the maximum portion of the composition 
to be water. Thus, it can be inferred from this figure that water composition is maximum at the bottom of the 
tank as expected, whilst it is lowest on the top of the tank. This is because the top portion of the tank is 
exposed to atmospheric air on account of the open channel flow modelling. This was possible only with 3D 
CFD model. The 2D model would fail to account this fundamental notion of mixing of air which was the 
purpose which the oxidation ditch was built for. Most works found in literature assume a 3D channel without 
the open channel system. This renders the flow to be identical to that of the inside of a closed duct and 
therefore would not accurately capture the realistic flow assumption of OBS. 

Secondly, it can also be observed that due to the mixers, the air composition is extended to at least half 
of the tank’s depth as can be inferred from Figure 5.  Based on Figure 5, it can be seen that the volume 
fractions of the air are higher at the surface level compared to the bottom of OBS. This also demonstrates that 
the oxygen mixing is facilitated by the mixers and the mixers are effective in increasing the composition or 
volume fraction of oxygen throughout the ditch. The figure shows that oxygen penetration is almost negligible 
at the bottom of the OBS. These important findings are made possible due to the advanced CFD model 
developed incorporating the open channel flow system. 
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Figure 4. Contours of volume fraction of water. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Contours of volume fraction of air. 
 

4 CONCLUSIONS 
 The study shows that CFD application has the ability to provide a better look inside the OBS including the 

aspects of flow representation, flow distribution for different operating conditions and distribution of hydraulic 
residence time throughout the whole system. The developed 3D two phases CFD model has shown a good 
representation of the real OBS. The flow pattern given by this model indicates the right flow pattern and 
velocity distribution of the system. Velocity profiles given by 3D CFD model is well matched the velocity values 
obtained through in-situ measurements. The developed 3D model was able to provide more detailed 
information on the effects of the aeration devices as the mixers inside the OBS. 
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