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ABSTRACT 
  
This research presents a comprehensive method to investigate fish swimming behavior to hydrodynamic 
conditions through laboratory experiments and numerical simulations. Fish swimming behavior plays a 
significant role in its life history, but little work has been done to describe the fundamental rules quantitatively. 
In this research, fish behavior is studied from two different aspects, the experimental method and the 
simulation way. Myrocyprinus asianicus juvenile is selected as an experimental object, which is a national 
protected species in China. In the experiments, both traditional closed water forced swimming test and open 
volitional swimming test are conducted. According to the results, traditional experimental method has its 
advantage of short duration, easily controlling and a small number of tested fish are needed to get the 
meaningful data. However, compared with another experiments, the outcomes obtained from the previous 
way amplifies the fish swimming ability. Therefore, the waste of project construction would be inevitable so as 
the worse fish bypass effects. Finally, the relationship between fish swimming speed and its body length is 
refined into regression formulations. Based on the data from the lab experiments, an individual-based fish 
dynamic model is developed. The model is first calibrated and validated by the experimental data, and then 
applied in simulating the fish performance in fish bypass which depicts the Myrocyprinus asianicus juvenile 
swimming trajectories and compared with the result gained from the experimental measurements. The result 
demonstrates numerical simulation could reproduce the fish behavior under micro-scale. In conclusion, this 
research could provide feasible experimental method and numerical simulation, and offer support to set the 
design velocity of fish bypass as well. 

 
Keywords: Swimming ability; forced swimming test; volitional swimming test; numerical simulation; kinematic equation. 

 
1 INTRODUCTION 

Behaviors are essential measures for fish to accommodate changing environmental conditions (Railsback 
et al., 1999). However, investigation on fish behaviors in natural or laboratory systems is difficult because of 
multiple physiological and environmental processes and interactions, and difference between individuals. 
Thus, studies on fish swimming behavior, orientation of movements, flow cues for migration and swimming 
speeds in different environmental situations have attracted increasing interests (Coutant et al., 2000). Bailey 
(1983) examined predating behaviors by Aurelia aurita on early first-feeding stage larvae of the herring Clupea 
harengus in the laboratory. Webb (2002) conducted a series of experiments to investigate the posture, depth 
and swimming trajectories of various fishes under different flow perturbation and turbulence. Burrows (2001) 
and Gibson et al. (2002) studied juvenile plaice behaviors in relation to depth changes. These experiments 
mainly used regular flumes (Burrows, 2001; Bégout Anras et al., 2004) while ignored or simplified the complex 
flow in nature. No combination of these artificial flumes or tanks has been persuasively demonstrated to be 
effective enough in guiding fish movements to justify full-scale or major prototype testing in the field for 
application in hydroelectric projects (Coutant et al., 2000). In addition, the fish behaviors in these experiments 
were characterized under forced swimming. Recently, researches on fish behaviors under volitional swimming 
received more and more attention. Castro-Santos (2005) analyzed the volitional swimming behavior of 
migratory fishes when traversing velocity barriers. Li et al. (2011) studied the ethology of S. Hollandi by a 
laboratory physical model.  

Meanwhile, the advancement of computer technology and spatial data collection (Chen et al., 2010) 
facilitated a variety of numerical models for fish dynamics simulation (Rose et al., 1996) including budget 
models of energy flows among ecosystem compartments, coupled single-species models that simulate 
populations through time and holistic models that incorporate features of both. These models applied an 
aggregated approach that use population abundances or biomass as state variables and treat individual 
interactions by a relatively few, lumped parameters. Limitations inherent from these aggregated models are 
obvious. They use the average sample to represent each individual (Crowder et al., 1992). Some of them may 
have biological meanings but not realistic in the nature. 
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 Population-level behaviors of fish are usually difficult to obtain, while most species are well studied at 
individual level (Reed, 1983). Hence, individual-based approach could theoretically provide an alternative. 
Individual-based models emphasize the difference between individuals, thus they have the potential to directly 
overcome several limitations of the traditional aggregated models (DeAngelis et al., 1992). Although, 
numerical models of fish behaviors are rapidly developing (Humston et al., 2004; Li et al., 2010), problems of 
quantifying model performance remain difficult (DeAngelis et al., 1992). Therefore, there is a great demand to 
combine fish ethology study into individual-based models.  
 This paper presents an innovative approach to investigate fish behaviors through volitional swimming 
experiments in laboratory scaled model and individual-based numerical simulations. The numerical model 
tracked fish movements, and preferred flow conditions of individuals. Myrocyprinus asianicus, which is an 
important fish in China, was selected in the study. Once calibrated, the model was applied in simulating the 
fish performance in fish bypass, depicted fish swimming trajectories and compared with the result gained from 
the experimental measurements. 

 
2 LABORATORY EXPERIMENTS 
 Fish preferential velocities are essential for ethology and simulation. Therefore, laboratory experiments 
on fish preferential velocities were carefully designed and conducted, using the large D-ended, flat-bottomed, 
fiberglass holding tank (Figure 1). In order to create a velocity gradient under laboratory conditions, an artificial 
baffle was attached at the bottom of the tank which had a direction of 5° against the inside wall. Thus, section 
areas were changed gradually and different velocities would appear in different positions in the tank. Section 
areas were set from 0.3 m2 to 3 m2. Therefore, when the water quantity was controlled around 1.4 m3/s, 
velocities in this tank could have the range of 0.45 m/s to 4.5 m/s. 

 
Figure 1. Layout of the experimental flume  

 
 Before experiments, all the fish were randomly divided into three groups, with 30 individuals each. During 
the experiments, water temperature was controlled around 21°C, pH was from 6.9 to 7.2 and the dissolved 
oxygen was from 5.5 mg/L to 6.5 mg/L, similar to the water quality in the river where fish lived. Fish behaviors 
were observed and recorded by underwater IR monitors, cameras and short-range telescopes to avoid 
unexpected disturbance. Velocity gradient was created by the baffle. Inflow was slightly directed against the 
tank wall to reduce acoustic noises.  
 Fish residence ratio was calculated to obtain velocity preference of Myrocyprinus Asianicus. Analyses on 
the experimental data showed that Myrocyprinus Asianicus preferred staying in a velocity ranging from 0.3 
m/s to 0.6 m/s (Figure 2). When velocities were higher than 0.7 m/s, fish residence declined rapidly. Normally, 
the upmost velocity for young Myrocyprinus Asianicus to stay was 1.5 m/s, and very few could exceed this 
velocity barrier. Therefore, the preferential velocities range of Myrocyprinus Asianicus was from 0.3 m/s to 0.6 
m/s (PKW<0.05). 

 

Figure 2. Relationship between residence ratio and velocity 
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3 NUMERICAL SIMULATIONS  
 

3.1 Model overview  
 The need to develop more “fish-friendly” systems for hydropower facilities (Brookshier et al., 1995) 
motivate the studies on fish behavior. Mathematical methods linking fish trajectories to hydrodynamic patterns 
in terms of fish behavioral elements remain a challenge (Steel et al., 2001). In this study, a fish dynamic model 
using individual-based approach (DeAngelis et al., 1990) was developed, describing fish swimming behaviors 
and vector-based movement rules. The movement rules and larval mortality rates of the model were 
calibrated until species persisted at reasonable biomass, with realistic mean lengths at age by life stage. The 
model was integrated with a two-dimensional flow module, thus it mapped fish behaviors and flow factors. 
 
3.2 Flow model 
 The flow field was simulated by SELFE, an open-source code available for computational fluid dynamics 
(CFD) use, solving shallow-water equations, with hydrostatic and Boussinesq approximations (Zhang et al., 
2008). SELFE solves differential equation system with finite-element method. Semi-implicit schemes were 
applied to all equations, and the continuity and momentum equations were solved simultaneously.  
 
3.3 Fish model 
 The movements of fish determine their spatial distribution in the river. Therefore, the movement rules are 
critical to accurate model simulations (Steven et al., 1999). Movement can be classified by whether 
incremental movement length (speed) and direction are interdependent or independent (Wu et al., 2000; 
Marsh et al., 1988). Before simulation, some reasonable assumptions were made that an individual fish was 
considered to be a particle, the vertical flow changes were averaged, and fish moved positively against the 
flow with no particular orientation. 
 The behavior rules in the individual-based model produced a volitional swimming vector in which speed 
and direction were determined interdependently for each fish at every time increment. The swimming speed 
was obtained through experiments and depended on its life stage (Coombs, 1999). And the direction was set 
against the surrounding flow. The volitional fish swimming vector (Figure 3) was first decomposed into 
Cartesian vector components. Then, the flow vector at present fish location was also decomposed at the 
same way. Finally, the fish’s location at time t was updated from the previous position after time increment 
( t): 
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 The flow at any place that fish might move to was interpolated from the surrounding computation points. 
 

 
Figure 3. Sketch of fish orientation and movement 

 
 The implementation of fish movement took three-steps. First, fish was ready to move depending on its 
situation and flow stimuli, and then it executed a movement as a response to flow condition (Bian, 2003), and 
finally, it selected a place to spend the next time increment according to its flow preference obtained from the 
aforementioned experiments. Thus, the fish locations were determined by the current fish distribution, the flow 
conditions and the hydro-environmental preference. 
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4 MODEL APPLICATIONS  
 The model was applied to simulate fish swimming behavior in an experimental flume (vertical slot 
fishway, the flow field in fishway was simulated by the flow model and presented in Figure 4). The model 
parameters are listed in Table 1. 
 
 
 
 
 

Figure 4. The simulated flow field in vertical slot fishway in laboratory 
 

Table 1. Parameters in fish model 
Parameters Value

Life Histroy Juvenile 
Time Step 1 second 

Fish Swimming Speed 0-2.93 Body Length/s 
Suitable Velocity Range 0.3-0.6 m/s 

  
Figure 5 shows the simulated result of fish swimming process. Although the movement rules for individual 

fish is not very obvious, with the increasing number of simulated fish, the swimming rules of fish group 
become apparently. We can easily reproduce the experimental result from the numerical simulation. 

 

 
Figure 5. The distribution of swimming fish in different time (upper: T=10 s, down T=15 s, Q=20 L/s) 
 

 
5 DISCUSSIONS 

The heterogeneous morphology in the scaled physical model created diverse flow conditions and these 
could not easily be achieved by flume experiments. However, a possible change in fish behaviors with flow 
acceleration or turbulence in nature is a concern that may make evidence of fish behaviors in normal flow 
conditions a moot point. Further research will be needed to discover the relationship between flow turbulence 
and fish behaviors. 

Fish movement is critical to realistic simulation of how individuals respond to changes of hydraulic 
regimes (Railsback et al., 1999). Models at a purely behavioral level can be hard to relate to known facts 
(Ekeberg, 1993), while vector-based movement rules were relatively straightforward to implement in the 
individual-based approach. 

For further study, it is recommended to include turbulence intensity in the description of fish response to 
complex flow conditions. The fish movement behaviors could be classified into different patterns, obeying the 
fundamental vector-based rules while being characterized by the swimming trajectories. 

The development of numerical model provides a robust interpretation from a laboratory scale to a natural 
world. The model could accommodate algorithms from lab observations and elaborate equations with 
experiment data, and then served to quantitatively explore the fish behaviors in real flows. 
 
6 CONCLUSIONS 

This research took an effort to investigate fish behaviors under volitional swimming by using a laboratory 
scaled model. The experimental results showed that young Myrocyprinus Asianicus preferred a cobble stone 
bed, turbulent water and a velocity ranging from 0.3 m/s to 0.6 m/s. Basing on the experimental results, 
numerical model at individual-level was developed and then was applied to the vertical slot fishway. The 
model results were later verified by real experiment which proved that this model can be used in a small-scale 
fish movement simulation. 
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ABSTRACT  
 
For the purpose of improving turbulent processes modelling for environmental flows, a large eddy simulation 
(LES) approach is being developed in TELEMAC-3D (Hervouet, 2007). Although it is still not widely used, LES 
is increasingly applied for this kind of flows, thanks to the growth of computation resources. RANS modelling, 
generally associated with k − ߝ model, remains favorable for numerical modelling of natural flows, and is by 
the way the most popular approach for turbulence modelling. Nevertheless, as this approach neglects the 
transient flow characteristics, it cannot be used to analyze the turbulence induced by complex seabed 
morphology (abrupt bathymetric variations, macro-structures, bed roughness etc.). The development step 
involves the implementation of several LES turbulence models, such as the dynamic Smagorinsky (Germano 
et al., 1991; Lilly, 1992), and several numerical tools needed for the implementation of a LES. For example, 
the turbulent inlet boundary condition is achieved by a Synthetic Eddy Method (Jarrin et al., 2006) which 
produces a fluctuating and periodic boundary condition in order to initiate the turbulent processes. Moreover, 
as TELEMAC-3D uses prismatic meshes that can be strongly anisotropic, the turbulence model has to be 
modified by introducing two length scale filters (instead of one). An important part of the developments has 
been achieved. The chosen validation case is a in an open channel (Handler et al., 1993). Although first 
results are encouraging, they revealed lots of issues related to this kind of models (scheme order, mesh 
quality, mesh anisotropy, CPU time, boundary conditions, periodicity etc.). At this step, several issues have 
been fixed (boundary conditions, periodicity, mesh anisotropy). However, the remaining issues which can 
explain major gaps between numerical an experimental results (mainly scheme order and numerical diffusion) 
are ongoing works. Preliminary attempts show promising improvements and will be detailed in future 
publications.  
 
Keywords: Turbulence; numerical modelling; large eddy simulation; free surface flows; Telemac. 
 
 
1 INTRODUCTION  

In environmental flows over complex bottom morphology, understanding turbulence is essential for 
studying processes such as sediment transport or heat transfer. A Reynolds Averaged Navier-Stokes (RANS) 
treatment can be used in TELEMAC-3D (Hervouet, 2007) to model an averaged turbulent flow by using for 
example the famous k − ߳ model. Although this kind of modelling is mostly used for natural flows, it is 
sometimes not accurate enough for providing specific information. The improvement of computation resources 
nowadays permits using Large-Eddy-Simulation (LES) for modelling environmental flows. This approach 
enables simulating the random aspect of turbulence, which plays an important role in transport phenomena. 
The method consists in introducing a sub grid model to mimic the smallest motion scales and in simulating the 
other scales by directly resolving the Navier-Stokes equations. The implementation of LES requires additional 
processing, particularly for the boundary conditions treatment. For example, contrary to RANS model, some 
velocity fluctuations have to be introduced in the computation domain. Moreover, near solid boundaries, wall 
models are required to avoid a considerable mesh refinement. 

In this paper, several developments already done or being done in TELEMAC-3D are described. They are 
tested using a validation test case (Handler et al., 1993) representing an open channel flow at a low Reynolds 
number. 
 
2 TELEMAC-3D 

TELEMAC-3D is a CFD code developed by EDF R&D (Hervouet, 2007), based on a P1 finite element 
method on 3D extruded prismatic elements. It is mainly used to simulate environmental flows since it is able to 
model free surface flows and to simulate many natural phenomena, such as rain or sedimentation transport. It 
solves the tri-dimensional Navier-Stokes equations and for an incompressible fluid and without hydrostatic 
assumption, the equations are  
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where ሺݑ, ,ݒ ,ݔሻ are respectively the velocities in the directions ሺݓ ,ݕ  the kinematic ߥ ,the pressure  ,ሻݖ
viscosity, ߩ the density and ܨ the forcing source terms. For the sake of briefness, equations of free surface 
and source terms (bottom frictions, wave forcing etc.) are not presented here. Interested people can refer to 
Hervouet (2007). 

The resolution algorithm consists of three fractional steps: 
(a)  The first step is the advection step, which considers only the advection part of the Navier-Stokes 

equations. The obtained results are written	݂. 
(b) Then the diffusion step uses as input the quantities from the last step and solves the diffusion term, 

to get	݂ௗ. 
(c) At least, the pressure-continuity step gives the final quantities. It includes the resolution of the 

continuity equation, and updates the free surface elevation. 
Each step is resolved one after the other, and the time derivative is written as: 

 
డ

డ௧
ൌ శభିାିାି

௧
   [2] 

 
3 LES METHODS 

The concept of Large Eddy Simulation (LES) is to divide the energy spectrum of the flow in two parts by 
using a numerical filter to separate the smallest length scales from the others. As the smallest structures have 
a universal behavior and are hardly independent on the initial conditions, they can be modelled. In contrast, 
the biggest scales are directly solved by the motion equations. Mathematically, this method consists in filtering 
the Navier-Stokes equations and in introducing a new unknown called sub grid tensor. Thus, LES aims to 
simulate the filtered quantities noted ሚ݂	and to evaluate this new tensor that describes the interactions between 
the two categories of turbulent scales. 

Moreover, some appropriate boundary conditions have to be prescribed at each boundary of the domain. 
To prevent a too expensive computation time, some fluctuations can be introduced at the inlet in order to 
quickly obtain a fully developed turbulent flow. Moreover, wall laws can avoid an important mesh refinement 
near the solid walls.  
 
3.1  Sub grid modelling 

In order to model the sub grid tensor, the main approach is named functional modelling (Sagaut, 2006). It 
aims to model the action of this tensor by assuming that its effect is simply an energetic process. Most of the 
sub grid models are based on a sub grid viscosity	ߥ௧ that links directly the subgrid tensor ߬	to the filtered 
velocity gradients ̃ݏ with a Boussinesq assumption-like formulation: 
 

߬ ൌ
2
3
߬ߜ െ ௧ߥ2 ሚܵ 

 
The development of the LES approach in TELEMAC-3D involves three sub grid models intending to 

evaluate the additional viscosity	ߥ௧. They are the Smagorinsky model (Smagorinsky, 1963) with a damping 
function (Van Driest et al., 2003), the dynamic Lilly model (Germano et al., 1991; Lilly, 1992) and the WALE 
sub grid model (Nicoud et al., 1999). 
 
3.1.1 The Smagorinsky model 

The Smagorinsky model can be considered as the first sub grid model (Sagaut, 2006). It consists in 
evaluating simply the sub grid viscosity with the formulation: 
 

௧ߥ ൌ ሺܥ௦Δ෩ሻଶ| ሚܵ| 
 
where Δ෩ is the filter with which, in practice, is directly linked to the grid size, | ሚܵ| is the norm of the velocity 
gradients tensor and ܥ௦ is the Smagorinsky constant. This formulation assumes a homogenous and isotropic 
turbulence that is obviously not relevant for complex flows. For example, the model is too dissipative near 
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solid walls. However, it can be improved by using a damping function such as the Van Driest function (Van 
Driest et al. 2003). The sub grid viscosity becomes: 
 

௧ߥ ൌ ሺܥ௦Δ෩ሺ1 െ ݁ି
௭శ
ଶሻሻଶ| ሚܵ| 

 
where ݖା is the dimensionless distance to the solid wall. 

Even if this model is suited to simulate many flows, it cannot achieve turbulent transitions. This limitation 
can be overcome by using a Smagorinsky constant which varies in space and in time. That’s the idea of 
dynamic models. 
 
3.1.2 The dynamic Lilly model 

It is an extension of the standard Smagorinsky model (Germano et al., 1991; Lilly, 1992) which uses a 
constant variable in space and in time. The latter is expressed by using additional powers of the filtered 
velocity gradients tensor and by involving a second filter, larger than the first one (indexed here by the 
accent	ሺሻ ). 
First let us write, the filtered Navier-Stokes equations: 
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where ߬ ൌ ఫ෦ݑపݑ െ  . is the subgrid tensorݑݑ

Then, by applying the second filter operator, it becomes: 
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where	 ܶ ൌ ఫ෦ݑపݑ െ ܮ . Then, the idea is to use the turbulent stress defined byݑݑ ൌ ܶ െ ߬̂ to build a 
Smagorinsky constant suitable for the instantaneous flow. So, by using the Smagorinsky model for the tensors 
߬ and ܶ, we get: 
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and ܮ can be written as: 
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3
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with 
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The Smagorinsky constant can be expressed using a least squares method and is written: 
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3.1.3 The WALE model 

The WALE model (Nicoud et al., 1999) is another Smagorinsky model designed to get a good asymptotic 
behavior near the solid walls where the sub grid viscosity varies linearly with	ݖଷ. The subgrid viscosity of this 
model is written as: 
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and ܥ௪ a constant evaluated to 0.325. 
 
3.2 Inlet boundary conditions 

The inflow has a strong influence on the flow characteristics in the calculation domain. Indeed, in 
hydraulics, flows are mainly dominated by the advection. So the prescribed values of the velocity have to be 
as realistic as possible. The most popular approach is to prescribe Dirichlet boundary conditions over the inlet 
area. It is achieved by introducing a mean quantity and a fluctuating part. This technique is possible when the 
velocity fluctuations are known. For flows over simple bottom morphology, a common approach is to use a 
periodicity between the outlet and the inlet. However, when the complex geometry of the flow does not allow 
using periodicity, an artificial turbulence needs to be introduced at the inlet. 
 
3.2.1 Recycling method 

The recycling method is also called pseudo-periodicity. It aims at prescribing, at the time  ݐ, at the inlet 
ݔ) ൌ ݔ) ) the velocity obtained at the outletݔ ൌ  ିଵ. For each component of the velocity, it isݐ ோ) at the timeݔ
written: 
 

,ݔሺݑ ,ݕ ,ݖ ሻݐ ൌ ,ோݔሺݑ ,ݕ ,ݖ  ିଵሻݐ
 

This method is different from the real periodicity because it is explicit. Both recycling and periodicity are 
widely used but they have the drawback of introducing a spurious periodicity in the streamwise direction which 
can trigger instabilities as shown in Spalart et al. (2006). For avoiding this, a spanwise shift can be introduced 
at the inlet (shift with respect to the outlet). 

Moreover, for channel flows, the recycling method has the disadvantage of neglecting the friction loss. 
Near solid walls, the thickness of the boundary layer should be bigger at the outlet ߜோ than at the inlet	ߜ. This 
overvaluation at the inlet can be compensated by imposing: 
 

,ݔሺݑ ,ݕ ,ݖ ሻݐ ൌ ,ோݔሺݑ ,ݕ ,ߜ/ோߜݖ  ିଵሻݐ
 

For free surface flows, a source term has to be added to the streamwise Navier-Stokes equations 
(Guillou et al., 2007) in order to consider the friction loss of the flow. This term is: 

௫ܨ ൌ െ
ఛଶݑ

݄
 

 
where ݑఛ	is the friction velocity and ݄ is the water depth. 
 
 
3.2.2 Synthetic Eddy Method (SEM) 

The Synthetic Eddy Method (Jarrin et al., 2006) consists in injecting an artificial turbulence in the 
computation domain. To do that, a virtual box around the inlet is introduced, where artificial eddies are 
created. The dimensions of the box in each dimension ݔ	are defined by: 
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where ܵ is the inlet surface and ߪ is a length scale for the virtual eddies, given by: 

ߪ ൌ max	ሺminሺ
݇
ଷ
ଶ

߳
, ,ሻߜߢ Δ෩ሻ 

 
with ݇ the turbulent kinetic energy, ߳ the turbulent dissipation rate,  ߢ the von Karman constant, ߜ the half of 
the water depth and Δ෩ the filter width. 

ܰ virtual turbulent structures are created in the box. Each one has a random position and a random 
orientation in the three dimensions of space, noted ߳

 ∈ ሼെ1,1ሽ. Then, the fluctuations at the inlet ݑ
ᇱ	at the 

position ࢞	are defined by using the data of all these eddies and a shape function	 ఙ݂, such as: 
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where ࢞ is the position of the ݇th eddy, ఙ݂ is the shape function that can be written as: 
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and ܿ

 ൌ ܽ ߳
 is the intensity of the ݇th eddy in the ݅th direction, depending on the ܽ that is the Cholesky 

decomposition of a prescribed Reynolds tensor	ܴ, expressed as: 
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At each time step, the eddies are transported by the mean flow in the virtual box. When an eddy leaves 

the box, it is introduced again at the inlet of the box with a new random span wise and vertical positions and 
new intensities. 
 
4 APPLICATIONS: FREE SURFACE CHANNEL FLOW 

The developments presented in the previous section are now used and validated considering a first 
considering a simple free surface channel flow. 
 
4.1 Presentation of the test case 

The developments are first compared with the reference of Handler et al. (1993). This case is a DNS of a 
fully developed turbulent channel flow. The Reynolds number based on the bulk velocity and the friction 
velocity are ܴ݁ ൌ 2340 and ܴ݁ఛ ൌ 134, respectively. The channel is rectangular; its dimensions are 

ሾ4ߜߨ,
ଷగఋ

ଶ
,  .ሿ (which is consistent with the experimental study of Komori et al. (1983)ߜ

The simulations performed with TELEMAC use several grids which settings are given in the table 1. The 
water depth is such that ߜ ൌ

ଵ

గ
	݉. A Nikuradse law is prescribed at the bottom with a value of ܰ ൌ 0.00273	݉ 

to characterize the friction. 
 

Table 1. Properties of meshes used with TELEMAC-3D. 
Grid Δݔ	ሺ݉ሻ Δݕ	ሺ݉ሻ Δݖ ሺ݉ሻ Δݔା Δݕା Δݖା 
  A 0.02 0.015 0.016 8.42 6.31 6.74 
  B 0.04 0.03 0.023 16.84 12.62 9.68 
 

The Synthetic Eddy Method (SEM) is parametrized via the Reynolds tensor and the averaged flow field at 
the inlet (which transports the virtual eddies through the SEM box). The latter is determined using a Reichardt 
law, with the formulation: 
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where ߢ is the von Karman constant and ݖା the dimensionless distance to the bottom of the channel. 

The prescribed Reynolds tensor is assumed to be diagonal and isotropic. It is written as: 
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where ݇ is the turbulent kinetic energy, defined here by the other Reichardt law: 
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with ܴ݁ఛ being the Reynolds number based on the friction velocity. 
 
 
 
4.2 Validation of the Synthetic Eddy Method 

The SEM is used for synthetizing velocity fluctuations at the inlet. Figure 1 shows the vertical profile of 
dimensionless turbulent kinetic energy for several grids. The comparison of the profiles to the experimental 
results of Komori et al. (1983) indicate that the setting of the SEM permits to introduce correct turbulence 
characteristics at the inlet. 
 

 
Figure 1. Vertical profile of turbulent kinetic energy at the centerline of the channel introduced with the SEM 

and results from experiments of Komori et al. (1983). 
 
4.3 Turbulence evolution 

Figures 2, 3, 4, and 5 illustrate the diagonal Reynolds stresses and the turbulent kinematic energy 
obtained in the middle of the channel (these quantities are nondimensionalized by ݇ or by the square of the 
friction velocity.). Those quantities are compared to the DNS results of Handler et al. (1993).  
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Figure 2. Vertical profile of streamwise Reynolds stress dimensionless with the turbulent kinetic energy and 

results from DNS of Handler et al., 1993. 

 
Figure 3. Vertical profile of spanwise Reynolds stress dimensionless with the turbulent kinetic energy and 

results from DNS of Handler et al., 1993. 
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Figure 4. Vertical profile of vertical Reynolds stress dimensionless with the turbulent kinetic energy and 

results from DNS of Handler et al., 1993.

 
Figure 5. Vertical profile of turbulent kinetic energy dimensionless with the square of friction velocity and 

results from experiments of Komori et al., 1983. 
 

Figure 1 shows that the theoretical expression of the turbulent kinetic energy compares well to the 
experiments of Komori et al., 1983. Indeed, the prescribed profile is consistent with the experimental reference 
curve. Even if the turbulence is assumed isotropic, the anisotropic behavior is recovered very quickly in the 
channel. As shown in Figures 2, 3 and 4, the global distribution of the fluctuations are well reproduced except 
near the bottom. Indeed, the streamwise and spanwise velocities show significant discrepancies with DNS 
results which should be imputed to the implementation of the friction. 
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Furthermore, in figure 5, the amplitude of the velocity fluctuations decreases sharply with the fluid 

progression, particularly for the coarse mesh. At this low Reynolds number, this loss of energy is quite 
overestimated, because the sub grid model should have a negligible effect in this case. 
  
 
5 CONCLUSIONS 

A Large-Eddy-Simulation approach is developed and implemented in TELEMAC-3D (Hervouet, 2007) for 
modelling free surface complex flows. After carrying out a state of the art of LES methods in hydraulics, three 
sub grid models are selected to be implemented. Since this kind of simulation requires specific boundary 
conditions, the Synthetic Eddy Method (SEM) (Jarrin et al., 2006)) is used at the inlet boundary for generating 
velocity fluctuations, and a wall model is being discussed. 
The first developments allow us to get preliminary results. The SEM is a good alternative to a precursor 
simulation since it permits to introduce realistic velocity fluctuations with a low computation cost. By defining a 
simple analytical turbulence kinetic energy profile, a fully developed turbulence flow can rapidly be obtained. 

The global behavior of the turbulence indicators are satisfactory but the first results show that the 
turbulent 

kinetic energy decreases faster than expected. Indeed, a great part of the turbulence intensity introduced 
by the SEM is lost at the beginning of the fluid progression. We foresee that it is due to the numerical 
schemes used in TELEMAC-3D which are too much dissipative. Yet, the recycling method cannot be used 
because the turbulent energy does not reach the outlet of the computation domain. 

The next step will consist in implementing high order numerical schemes, mainly for the advection term, 
and new wall models more appropriate for Large-Eddy-Simulation. 
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ABSTRACT 
 
The domains of inland waterway transport and water resource management are two issues requiring a joint 
study. On one side, transport logistic approaches integrate multimodal solutions where inland navigation has 
more and more importance. On other side, researches on water resource consist of increasing the knowledge 
on hydraulic phenomena, on the impacts of global change, and in improving water resource management 
strategies to accommodate the navigation. It consists of controlling hydraulic structures of inland waterways to 
allocate available water resource amongst the network and thus keeping water levels close to their objective. 
An adaptive allocation planning of water resource has been proposed firstly to optimize the water allocation 
over a given management horizon and secondly to determine the resilience of inland navigation networks 
against the increase of navigation demand, drought and flood events, i.e. their capacity to allow the 
navigation. The optimal water allocation techniques can be designed as CSP (Constraint Satisfaction 
Problems) or QOP (Quadratic Optimization Problems). CSP consist of finding values in a finite domain with 
respect to a finite set of constraints. As alternative, QOP are considered as continuous domain. Both 
approaches are based on a dynamic directed flow graph. The main objective of this paper is to present 
simulation architecture on Matlab/Simulink dedicated to the implementation and test of CSP and QSP 
approaches. A real sub-network of inland waterways in the north of France that would be subjected to climate 
hazards and increase of the navigation demand should be considered. The design and implemention step of 
both approaches are described. 

 
Keywords: Inland waterways; climate change; water management; constraint satisfaction problem; quadratic 

optimization. 
 
 
1 INTRODUCTION 
 Inland waterway transport requires an efficient water management particularly to face an expected 
increase of navigation demand in a global change context. Inland navigation profits of economic and 
environmental interests that should lead to its future development (Brand et al., 2012). Global change will 
impact waterways (Bates et al., 2008; Wanders & Wada, 2015). Several studies (EnviCom, 2008; IWAC, 
2009; Arkell & Darch, 2006) reached the conclusion that inland waterways will be impacted by climate hazard. 
In (Pant et al., 2015), a dynamic model is proposed for estimating the impact of disruptions in inland waterway 
networks by considering possible new multimodal transport infrastructures. It appears that new infrastructure 
policy is necessary to guaranty navigation conditions. This conclusion is more moderated in (Beuthe et al., 
2014) which a methodology based on the NODUS transport model is proposed to study the impacts of climate 
change and new infrastructures on transport on the Rhine and Danube corridors. According to these studies, 
no serious impact due to climate change is expected but more are expecting impact due to a new multimodal 
transport split. From 2013 to 2016, a French project GEPET-Eau1 aimed at contributing to the objectives of 
the French plan for adaptation to the global change by designing adaptive and predictive management 
strategies for inland navigation networks. In the framework of this project, multi-scale management 
architecture has proposed (Duviella et al., 2013) gathering tools that are designed for water level control 
(Horvàth et al., 2015; Rajaoarisoa et al., 2013), and water volume allocation (Nouasse et al., 2016a). The 
designed tools are used to control hydraulic structures of inland waterways to keep water levels close to their 
target level, and to allocate available water resource amongst the network. The methodology of adaptive 
allocation planning of water resource that is proposed (Nouasse et al., 2016a) consists firstly in determining 
the resilience of inland navigation networks against the increase of navigation demand, drought and flood 
events, i.e. their capacity to allow the navigation. Secondly, an optimal water allocation technique is designed 
to improve the water resource dispatching over a management horizon. And finally, if it is necessary, 
structural adaptations of the networks can be proposed to improve their resilience (Nouasse et al., 2016b). 
The optimal water allocation techniques are based on CSP (Constraint Satisfaction Problems) (Nouasse et al., 

                                                           
1 https://gepeteau.wordpress.com/enversion/ 
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2016a) or on QOP (Quadratic Optimization Problems) (Duviella et al., 2016). CSP consists of finding values in 
a finite domain with respect to a finite set of constraints. CSP is considered as a very powerful tool for 
modeling, especially thanks to the support of a wide range of constraints: logical, arithmetic, temporal, lexical. 
But CSP is restricted to discrete problems. As an alternative, QOP is dedicated to the continuous domain. 
However, they require powerful optimization algorithms. Both approaches were used to improve the 
management of water resource of inland navigation networks by determining the optimal water allocation 
planning over a future time horizon. Their implementation requires the proposal of an integrated dynamic 
model of inland waterways to inventory interactions between navigation reaches and natural rivers, and a 
dynamic directed flow graph to generate the constraints on the operating conditions of the controlled hydraulic 
structures. To facilitate the use of these proposed approaches for the study of the increase of navigation 
demand and the possible impacts of global change, a software was developed (Mayet et al., 2016). It is based 
on a web interface where users can describe every configuration of inland navigation networks, define several 
scenarios of operating conditions and test them. However, the current version of the software allows only the 
study of one day scenario. Thus, the main objective of this paper is to present a new simulation architecture 
that enables the use of a simulation tool as Matlab/Simulink. The aim is to reproduce the dynamics of inland 
waterways on several days. This simulation tool is linked to a QSP method of Matlab or to a CSP method 
based on the Open Source Java Choco (Jussien et al., 2008). These new developments allow the 
implementation and test of CSP and QSP approaches by considering real case-studies. A real sub-network of 
inland waterways that is located in the north of France is thus considered. Some scenarios based on the 
increase of the navigation demand or extreme climate events are designed and tested.  
 The content of this paper is structured as follows: Section 2 is dedicated to the description of the 
management objectives of inland waterways, the presentation of the integrated dynamic model and finally the 
dynamic directed flow graph. Section 3 presents algorithms that are designed for both optimal water resource 
allocation planning approaches (QOP and CSP). In Section 4, the developed software and the new simulation 
architecture are described. In Section 5, a real inland navigation network located in the north of France is 
introduced to illustrate the proposed simulation architecture by considering a scenario of operating conditions. 
Finally, conclusions about the performed work are drawn in Section 6. 
 
2 INLAND WATERWAYS MANAGEMENT STRATEGIES 
2.1 Inland waterways management objectives 
 An inland waterway network is composed of several navigations reaches (NR) that are interconnected by 
locks (see Figure 1). A NR is defined as a section of the network between at least two locks.  
 

 
Figure 1. Inland waterway network of the north of France that is composed with more than 50 reaches. 
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 The main management objective is to keep the water level of each NR around the Normal Navigation 
Level (NNL) and inside the navigation rectangle (see Figure 2). NR are equipped with gates and dams that 
are used to exchange water volumes between them. Locks are operated only for navigation, but they can be 
used without navigation demand in exceptional situations to exchange water between reaches. In addition, 
inland waterways are located inside watersheds and some exchanges with natural rivers can be controlled 
with gates. Others uncontrolled exchanges with natural rivers are often actively present. Statistical 
approaches can be used to determine their quantities.  
 

 
Figure 2. Navigation rectangle with the Normal Navigation Level (NNL). 

 
 Hence, the management of interconnected reaches consists in defining setpoint to the controlled gates in 
order to guaranty the NNL, by anticipating the navigation demand (the daily number of lock operations) and 
estimating the uncontrolled water exchanges.  
 During normal operating conditions, the water volume (directly linked to the water level) inside each NR is 
principally disturbed by lock operations (navigation demand) and uncontrolled water exchanges (natural 
rivers). During flood events, uncontrolled water exchanges have the biggest impact on NR because the water 
exchanges are higher. During drought events, uncontrolled water exchanges have low impact and it is less 
possible to supply the network with water from rivers thanks to controlled gates. Finally, if the navigation 
demand will increase, water exchanges due to lock operation will rise up, and it will be more difficult to supply 
the NR to compensate the water volume required for navigation.  
 To model inland waterways and determine all interactions between navigation reaches and natural rivers, 
an integrated dynamic model has been proposed in (Duviella et al., 2014). It is described in the following.  
 
2.2 Integrated dynamic model of inland waterways 
 The integrated dynamic model consists in considering a water volume inside each NR during a step time. 
Thus, the ith NR is modelled as a tank containing the volume ܸሺ݇ሻ at time k. This tank can be supplied and 
emptied by: 

 a set of controlled volumes that gather the water that is coming from controlled gates and from the 
lock operations: 
o controlled volumes from all the upstream NR that supply the NRi, denoted ܸ

௦, (s: supply, c: 
controlled), 

o controlled volumes from the NRi that empty it, denoted ܸ
, (e: empty), 

o controlled volumes from water intakes that can supply or empty the NRi, denoted ܸ
. These 

volumes are signed; positive if the NRi is supplied, negative otherwise.  
 a set of uncontrolled volumes that correspond to the withdrawals and supplies from water intakes 

located along the NRi, and also exchanges with groundwater when they are considered: 
o uncontrolled volumes from natural rivers, rainfall-runoff, Human uses, denoted ܸ

௨ (u: 
uncontrolled). These volumes are signed depending of their contribution, 

o uncontrolled volumes from exchanges with groundwater, denoted ܸ
,௨ (g: groundwater). These 

volumes are also signed. 
Based on these definitions, the dynamical model of the water volume ܸሺ݇ሻ in the NRi is expressed as: 

 
 	 ܸሺ݇ሻ ൌ ܸሺ݇ െ 1ሻ  ܸ

௦,ሺ݇ሻ െ ܸ
,ሺ݇ሻ  ܸ

ሺ݇ሻ  ܸ
௨ሺ݇ሻ  ܸ

,௨ሺ݇ሻ [1] 
 

with k the sample time.  
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 The management objective consisting in keeping the water level close to the NNL, an objective volume 
for each NR is defined as ܸ

ேே, and the navigation rectangle is taken into account by considering an interval 
around ܸሺ݇ሻ such as: 
 
 ܸ

ே  ܸሺ݇ሻ  ܸ
ுே  [2] 

 
 Controlled volumes that are defined above are also bounded according to the characteristics of hydraulic 
structures:  
 

 

ە
ۖ
۔

ۖ
ۓ ܸ

௦,  ܸ
௦,  ܸ

௦,

ܸ
,  ܸ

,  ܸ
,

ܸ
  ܸ

  ܸ


  [3] 

 

with ܸ  and ܸ  the inferior and superior bounds respectively.  

 
 Then, the configuration of inland navigation networks is modelled according to links between tanks (NR) 
by considering as elementary links: the linear link, a tributary and a distributary. As example, a network is 
depicted in Figure 3.a. It is composed of 5 NR from NRi-2 to NRi+2. The NRi is supplied by the water volumes 
coming from NRi-1 and NRi-2, and it supplies NRi+1 and NRi+2. The corresponding integrated model is depicted 
in Figure 3.b.  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. (a) Inland navigation network, (b) Integrated model. 
 
2.3 Dynamic directed flow graph 

 Based on the proposed integrated model, a dynamic directed flow graph is designed. It consists in 
modelling all the possible water volume exchanges between the NR taking into account the boundaries on the 
controlled volumes. Network flow models are dedicated to solve problems of transportation (Silver and de 
Weck, 2007; Jonkeren et al., 2011), optimization of drinking water networks (Grosso et al., 2014) and flood 
attenuation (Nouasse et al., 2013). A network flow model is defined as a connected directed graph G ൌ
ሺG୶, Gୟ, Cሻ, where G୶ is the set of nodes, Gୟ is the set of arcs and C a set of dynamical attributes of the graph 
such as capacities or transit times. Each NR is representing by a node. The number of the node corresponds 
to the index of the NRi, i	∈ G୶. Two additional nodes represent the source O and sink N, ሼO, Nሽ ∈ G୶. A directed 
arc between two nodes is defined as a couple a=(i, j) ∈ Gୟ, with i the node that is leaving and j the node that is 
entering. On every arc a ∈ Gୟ, it is associated a flow variable �a	 that can also be expressed by �ij. This flow 
has to respect capacities constraints	ሼlୟ, uୟሽ 	∈ C, with lୟ the lower and uୟ the upper bound capacities of the arc 
a. These capacities are determined according to the bounds on controlled volumes (see relation 3) and the 
estimated uncontrolled volumes. Finally, on every node, it is associated the current volume V୧ሺkሻ that has to 
respect the navigation constraints	ሼV୧

, V୧
ୌሽ 	∈ C. The nodes correspond to each NR, and the arcs are 

directed according to the configuration of the navigation network. The node O gathers all the volumes of water 
that supply the navigation network from upstream and natural rivers. The node N retrieves all the volumes of 
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water from the navigation network. The navigation network in Figure 3 is used to illustrate the design the 
directed flow graph that is shown in Figure 4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Directed flow graph. 
 

 The dynamic graph representing flow evolution over time is defined such as volume on node i at time k 
depends on volume on node i at time (k-1): 
 
 	 ܸሺ݇ሻ ൌ ܸሺ݇ െ 1ሻ  ߶ܽ െ ߶ܽെ [4] 
 
with ܽା the arcs leaving the node i and ܽି those entering. This modeling approach is then used to facilitate the 
design of resource allocation planning approaches.  

 
3 OPTIMAL WATER RESOURCE ALLOCATION PLANNING 
 The management objective is taken into account by associating a dynamical demand di(k) at each node 
of the directed flow graph. This demand is computed as: 
 
 	݀ሺ݇ሻ ൌ ܸሺ݇ሻ െ ܸ݅

 [5] ܮܰܰ
 
with ܸ

ேே െ ܸ
ுே  ݀ሺ݇ሻ  ܸ

ேே െ ܸ
ே, ݅ ∈ ௫ܩ െ ሼܱ,ܰሽ, to respect the navigation rectangle.  

 The demand di(k) has to be equal to 0 to keep the water level at the NNL. However, depending on ܸሺ݇ሻ, 
this demand can be positive or negative. When ݀ሺ݇ሻ is negative, the NRi is not enough fulfilled and this NR is 
in demand of water. In the opposite, NRi is too fulfilled and water volumes have to be withdrawn. Hence, the 
management objective consists in dispatching water volumes amongst the flow graph to keep a maximum 
number of di(k) equal to 0.  
 
3.1 Constraint satisfaction problem approach 
 The water resource allocation planning is defined as a constraint satisfaction problem (CSP), i.e. a set of 
variables taking their value in a finite domain and subject to a finite set of constraints. The objective is to keep 
all the di(k) the closest as possible to 0 by transferring water volumes thanks to the arcs (determining the flows 
�a). The flows take values in their domain which is consistent with all constraints, i.e. ሼ݈,  ሽ. An algorithm isݑ
proposed to show how constraint programming is integrated to calculate the optimal flow, using Choco Open 
Source Java library (Jussien et al., 2008).  
 

Table 1. Water resource allocation planning algorithm based on a CSP. 
Input: Integrated Model, ܩ for ∅a, a ∈  doܩ
Output: ∅.		d 
Local: CSP 
for ∅a, a ∈  doܩ
compute ݈ and ݑ; 
end 
݈௫= max

a
a

a G
l



 ;
max maxaa l l

l   ; 

declare ∅a as variable of the CSP, with [݈; ݑ] as domain; 
set d୧ሺkሻ ൌ ϕୟశ െ ϕୟష, i ∈ G୶ െ ሼO,Nሽ  as constraint of the CSP; 
set V୧

 െ V୧
ୌ  d୧ሺkሻ  V୧

 െ V୧
 as constraint of the CSP; 

end  
solve the CSP to obtain the value of the ∅a, a ∈  ;ܩ
return flow vector ∅ and demand vector d 

 
By considering a management horizon TM, this algorithm leads to the determination of all the discharge 

setpoint of each controlled gate. These values are contained in the flow vector �� (Nouasse et al., 2016a)� 
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3.2 Quadratic optimization problems approach 
 A weight function ܹሺ|݀ሺ݇ሻ|ሻ is defined to penalize the gap between each current demand ݀ሺ݇ሻ and its 
objective. Also, a weight wa is associated to each arc a with the aim to favor some of them. Managers can 
decide which of these arcs have the priority to supply or to empty the NR. An objective function is thus 
defined: 

ሺ݇ሻܬ ൌ ∑ ܹሺ|݀ሺ݇ሻ|ሻ
ఎ
ୀଵ  ∑ ߶ሺ݇ሻఈݓ

ୀଵ  [6] 
 

with ߟ the number of NR, ߙ the number of arcs.  
 
 The aim is now to minimize the objective function J(k) by verifying equality constraints according to the 
direct flow graph (see relation 4), and the constraints on each flow (see relation 3). This objective function is 
minimized using the convex minimization method fmincom2 in Matlab: 
 

min ሺ݇ሻܬ 	ݐ݄ܽݐ	݄ܿݑݏ	 ൜
ሺ݇ሻܮ  ሺ݇ሻݔ  ܷሺ݇ሻ

.ܣ ሺ݇ሻݔ ൌ ܾሺ݇ሻ
 [7] 

 
with x(k) is a vector composed by elements of ��(k) and d(k) (the flows and demands respectively), ܮሺ݇ሻ 
and ܷሺ݇ሻ are vectors composed by boundaries of ߶ሺ݇ሻ and ݀ሺ݇ሻ. The last condition allows considering the 
dynamic relation of each node following the equation 4, where the vector b(k) contains the values of ݀ሺ݇ െ 1ሻ 
of the previous period, and the matrix A is composed with 0 or 1 following the equation 4 and the structure of 
the directed flow graph. 
 The proposed quadratic optimization problems approach leads to the determination of the setpoint that 
will be assigned to the hydraulic structures of the inland waterways keeping the water levels close to their NNL 
(Duviella et al., 2016).  
 
4 OPTIMAL WATER RESOURCE ALLOCATION PLANNING SOFTWARE 
4.1 User’s web-interface  
 A user’s web-interface has been developed for the study of the resilience of waterways against the 
increase navigation demand and climate extreme events. This interface uses HTML 5, CSS and three 
frameworks Javascript: jointJS for the diagrams, JQuery for user’s events and Bootstrap for the graphical 
elements: buttons, edit text, etc. The user can model inland waterways whatever is their configuration. Each 
NR is modeled by a cyan rectangle (see Figure 5). Links between NR are represented with black arrows, by 
considering two more elements; the tributary and distributary elements.  
 

 
Figure 5. Screenshot of the web interface. 

 
 Once the configuration of the network is modeled, users have to specify the dimension of each NR 
(length, width and depth), limits that correspond to the navigation rectangle, the dimensions of the locks, i.e. 
the volume corresponding to one lock operation. They have also to indicate the controlled hydraulic structures 
like gates and dams and their operating range. These hydraulic structures can be located between NR or 
                                                           
2 http://fr.mathworks.com/help/optim/ug/fmincon.html?requestedDomain=www.mathworks.com 
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between NR and natural rivers. The operating ranges of hydraulic structures from rivers are in blue rectangles 
up to the NR cyan rectangles. The discharge values of the uncontrolled hydraulic structures are depicted in 
red rectangles. Finally, the number of lock operations between each NR is indicated thanks to green arcs.  
 This web interface allows simulating some scenarios by modifying the management step kM (in hours), 
increase or decrease the available water resource to simulate periods of drought or flood. When a scenario is 
defined, all the constraints are generated and the water resource allocation planning algorithm based on a 
CSP is used (see Table 1). When a solution is obtained, results are shown in discharges or in volumes on 
each arcs in pink rectangle (see Figure 6).  
  

 
Figure 6. Screenshot of the web interface with determined setpoint . 

 
 Several case studies were studied (Nouasse et al., 2016a; 2016b). This development allows studying 
resilience of inland waterways with a simple and faster way. However, at this time, only the CSP approach can 
be used and only one step time can be considered. It is not possible to consider a large management horizon 
of several management steps. Improvements are proposed to be able to use others optimization approaches 
and to simulate the behavior of inland waterways on larger management horizons.  
 
4.2 New simulation architecture  
 The objective is to propose a new simulation architecture allowing dynamical simulations of inland 
waterways, based on the developed user’s web-interface and a simulation tool. The chosen simulation tool is 
Matlab/Simulink that is dedicated to simulating dynamical systems. The simulation architecture has to let the 
user to select the optimal water resource allocation planning approach. The simulation architecture is depicted 
in Figure 7. From the user’s web-interface, the network, the constraints and the scenario are sent to the 
Matlab workspace (see 1 in Figure 7). A Simulink model is run at a discrete time kM corresponding to several 
hours, with kM=k.TM, with TM the management horizon. At each step k, the current states of the NR, i.e. di(k), 
and the forecasted navigation demand are sent to the CSP – Choco or QOP – Matlab approaches, depending 
of the user choice (see 2 in Figure 7). Whatever is the selected optimization approach, new computed setpoint 
that will be sent to the controlled hydraulic structures are sent to simulink and a new simulation step is run. 
When the management horizon TM is reached, all the results can be depicted or sent to the user’s interface.  
 

 
Figure 7. Simulation architecture. 

 
5 REAL CASE-STUDY 
 A part of the inland waterways in the north of France is considered to illustrate the proposed simulation 
architecture. Both optimization approaches are tested. Because the obtained results are very similar, only 
results from QOP are presented. This network is composed of 3 NR from the towns of Douai to Arques and 

Matlab/Simulink 

CSP - Choco 

QOP - Matlab 

1 

2

k 
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the north of Lille (see Figure 8). Characteristics of the NR, operating ranges of the hydraulic structures and the 
value of the uncontrolled discharges are given in Table 2.  
 

  
Figure 8. Part of the inland waterways in the north of France. 

 
Table 2. Characteristics of the sub-network of the inland waterways in the north of France. 

 
Length 

[km] 
Width 

[m] 
Depth 

[m] 
HNL(+) 

[m] 
LNL(-)

[m] 

Unc. 
Discharge

[m3/s] 

Cont. 
Input 
[m3/s] 

Up. lock 
sas 
[m3] 

Down 
lock sas 

[m3] 

Cont. gate 
up. 

[m3/s] 

Cont. gate 
Down 
[m3/s] 

NR1 56.724 41.8 3.7 0.1 0.05 6.56 [-1;-1] 6,709 - - - 

NR2 42.300 52 4.3 0.05 0.05 0.63 [0;0] 3,526 23,000 [0;6,4] - 

NR3 25.694 45.1 3.3 0.05 0.05 1.2 0 5,904 7,339 [0;30] [0;60] 
 
 The implementation of the system with the user’s interface is depicted in Figure 9.a. The direct flow graph 
that corresponds to this network is given in Figure 9.b. Characteristics of the system allows the computation of 
the constraints by considering the number of lock operations and two different periods kெ

 ൌ 10 hours for night 
period (without navigation) and kெ

ௗ ൌ 14 hours for daily period (with navigation). The average navigation 
demands are represented on the green arcs. Finally, a model of the network was implemented in 
Matlab/Simulink (see Figure 10). 
 

 
(a)      (b) 

Figure 9. (a) Studied network implemented with user’s web interface, (b) corresponding flow graph. 
 
 The proposed scenario consists of considering a management horizon TM = 8 days. The navigation 
demands vary around the average navigation demands with the exception of Sunday where no navigation is 
authorized. In Figure 11, water volumes in each NR are depicted. It is possible to see that whatever is the 
management period, volumes in NR1 and NR3 (see Figures 11.a and 11.c) are equal to the management 
objectives. It is not the case for NR2 (see Figures 11.b) that is supplied with uncontrolled water volume during 
night (discharge of 0.63 m3/s) without the possibility to withdraw this volume because this NR is not equipped 
with any controlled gate. Thus, the volume in NR2 is raised up during night. During daily period, this water 
volume in excess is withdrawn due to the lock operations downstream.  
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Figure 10. Simulink model of studied network. 
 
 There are only three controlled hydraulic structures (see Table 2); the gate between NR1 and NR2, the 
gate between NR1 and NR3, and the gate downstream NR3, that are denoted Gu2, Gu3 and Gd3 respectively (u: 
upstream, d: downstream). Set points that are sent to these gates to guarantee the management objectives 
are shown in Figure 12. Gates of NR3 are almost always controlled; that of NR2 only during daily period.  
 
 

 
Figure 11. Volumes in (a) NR1, (b) NR2, (c) NR3 (green line) with limits corresponding to navigation rectangle. 
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Figure 12. Controlled discharge in (a) Gu2, (b) Gu3, (c) Gd3 in [m3/s]. 

 
6 CONCLUSIONS 
 In this paper, new developments for a simulation architecture dedicated to inland waterways by 
considering their dynamics on management horizons of several days are proposed. These developments 
allow the use of Matlab/Simulink with the possibility to implement QOP or CSP optimization approaches. This 
architecture and associated tools are used to study the impacts of navigation demand increase and extreme 
events due to climate change by considering real case studies. In this paper, a real sub-network of inland 
waterways that is located in the north of France is presented. Future works will deal with the development of 
optimization approaches that takes into account uncertainties, such as large Markov decision processes. 
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ABSTRACT  
 
Many studies have been established for the prediction of waves using hybridization of artificial neural 
networks (ANN) and other techniques to provide effective modeling. In this study, a hybrid empirical 
orthogonal function analysis (EOF)-wavelet transform-ANN (EOFWLNN) model is introduced and employed to 
forecast significant wave height simultaneously at 8 locations (Gangneung, Wangdolcho, Genkainada, Tottori, 
Fukui, Sakata, Aomori, Rumoi) in the East Sea of Korea using 30-min interval wave height observed data and 
6 hourly meteorological data. Experiments have been conducted from October 2010 to February 2011 with 
training and test being conducted for 120 day period and 3 day period, respectively. The EOFWLNN model 
with 3 decomposition level is employed to make forecast for various lead times. The lead times are  fixed as 1, 
3, 12 and 24 hours. Model performance is evaluated using R, RMSE and Index of agreement. Most 
forecasting results show satisfactory performance except Aomori. R and ܫ in Aomori are lower than other 
stations, but for the values of RMSE, it seems to be quite satisfactory. Although the model efficiency 
decreases as lead-time increases, the model results show good predictions.      

 
Keywords: Forecasting; significant wave height; EOF; wavelet analysis; artificial neural networks. 
 

 
1 INTRODUCTION 
 Despite of considerable advances in computational techniques, the solutions obtained by numerically 
solving the equations of wave growth are neither exact nor uniformly applicable at all sites and at all times due 
to the complexity and uncertainty of the wave generation phenomenon (Deo at al., 2001). Therefore, many 
studies was established for the prediction of waves using soft computing tools such as artificial neural network 
(ANN). Deo et al. (2001) explored the possibility of employing neural networks for wave forecasting. They 
mentioned that neural network modeling was proper to predict waves since it was primarily aimed at 
recognition of a random pattern in a given set of input values and did not require the knowledge of the 
physical process as a precondition. Even though ANN has flexibility, it may not be able to cope with non-
stationary data without any preprocessing of the input and output data (Cannas et al., 2006). In the recent 
years, hybridization of ANN with other techniques was used in wave height forecasting to provide effective 
modeling (Deka and Prahlada, 2012; 2015; Dixit and Londhe, 2016; Shahabi et al., 2016). Deka and Prahlada 
(2012; 2015) used wavelet neural network (WLNN) for significant wave height forecasting up to 48 hour lead 
time using 3 hourly wave height observed data. Their results indicated good predictions at lower lead times 
but lower accuracies at higher lead times. Dixit & Londhe (2016) also used WLNN technique to predict 
extreme wave heights up to 36 hour lead time for five major hurricanes. Shahabi et al. (2016) developed 
genetic programming based wavelet transform to forecast significant wave height up to 48 hour lead time. 
Hybrid model results showed better prediction performance than single ANN model but their results slight 
deviation observed at higher lead times. There are limitations of the models: it is difficult to interpret the 
relationship between spatially distributed meteorological variables and waves and it is necessary to simulate 
the models for each location separately.  
 In this study, a hybrid empirical orthogonal function analysis (EOF) -wavelet transform- ANN (EOFWLNN) 
model is introduced and employed to forecast significant wave height simultaneously at 8 locations in the East 
Sea of Korea using 30-min interval wave height observed data and 6 hourly meteorological data. EOF 
analysis can separate spatial and temporal components in the data and it is a useful tool to interpret physical 
processes. Although EOF analysis has an assumption of stationarity, wavelet analysis can handle non-
stationary and transient signals as well as fractal-type structures (Murguia et al., 2006). The decomposed time 
series are used as inputs to ANN which can handle non-stationarity and non-linearity efficiently. 
   
2 DESCRIPTION OF DATA 
 Wave data were used at two different buoys (Gangneng and Wangdolcho) provided by Korea Institute of 
Ocean Science and Technology (KIOST) and at six different buoys (Genkainada, Tottori, Fukui, Sakata, 
Aomori, Rumoi) provided by Nationwide Ocean Wave Information network for Ports and Harbors 
(NOWPHAS).  Figure 1 shows the locations of wave measurement and Table 1 presents the information of 
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the stations.  The wave data of KIOST were obtained every 30 minutes, whereas the wave data of NOWPHAS 
were obtained every 20 minutes, which were converted into 30 minutes. 
 

 
 

 
Table 1. Information of wave measurement stations 

Station No. Location Waver depth (m) 

Gangneung 1 128° 55′ 43.2″ E, 37° 47′ 50.8″ N 15.0 

Wangdolcho 2 129° 43′ 52.9″ E, 36° 43′ 10.3″ N 15.3 

Genkainada 3 130° 28′ 05″ E, 33° 56′ 02″ N 39.5 

Tottori 4 134° 09′ 41″ E, 35° 33′ 16″ N 30.9 

Fukui 5 136° 04′ 30″ E, 36° 09′ 50″ N 36.7 

Sakata 6 139° 46′ 45″ E, 39° 00′ 31″ N 45.9 

Aomori 7 140° 44′ 21″ E, 40° 51′ 10″ N 24.9 

Rumoi 8 141° 28′ 07″ E, 43° 51′ 59″ N 49.8 

 
 Meteorological data used in this study were the National Centers for Environmental Prediction (NCEP) 
and National Center for Atmospheric Research (NCAR) reanalysis data provided by National Oceanic and 
Atmospheric Administration/Climate Diagnostics Center (NOAA/CDC). 10 m height wind speed u, v and sea 
level pressure were used for estimating the significant wave heights. The temporal resolution is 30-min 
interval by interpolation of 6 hour interval data and the spatial resolutions are 2.5 ° ൈ 2.5 ° grid for sea level 
pressure data and T62 Gaussian grid for wind speed data. Figure 2 shows the region of meteorological data, 
which is 127° ~ 142° E, 33° ~ 46° N.   
 

 
Figure 2. Region of meteorological data 

 

①
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Figure 1. Wave measurement locations 
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 Experiments were conducted for winter season from October to February. The period is 1 year period in 
2010 (Oct. 2010 ~ Feb. 2011).  
 
3 METHODOLOGY 

  
3.1 EOFWLNN model 
 Neural networks combine to EOF analysis and discrete wavelet transform to obtain a powerful nonlinear 
ability and forecast spatially distributed wave height series, which is called EOF-Wavelet-ANN (EOFWLNN) 
model in this paper. Figure. 3 is the schematic diagram of the EOFWLNN model. First, EOF analysis is 
conducted for wave data and meteorological data to separate spatial and temporal components for training 
period. Each variable is decomposed into several modes, which corresponded 99.9 % variance of the series. 
Second, wavelet analysis is applied to each PC time series of wave data and meteorological data. The 
decomposed wavelet signal at level n is consisted of sub signals of an approximation and n details. Next, 
training is conducted with the decomposed wavelet signals of wind speed, sea level pressure and wave height 
data as input data and each PC time series of wave height data for various lead times for target. Finally, the 
forecasted wave height PC time series and the loading vectors (LVs) obtained in the first step are 
reconstructed to calculate the wave height time series at multi-stations.  
 In this paper, Coiflet 5 (coif5) was chosen among the several types of wavelet families. Feed forward 
back propagation type of ANN was selected and the Conjugate Gradient Powell-Beale (CGB) scheme was 
used. The ANN model implementation was carried out using MATLAB toolbox. ANN ensembles were used in 
order to improve the generalization ability of ANN. The simplest way for creating various ensemble members 
was used, which is to train each network using randomly initialized weights. After averaging the whole 
ensemble members, root mean square error (RMSE) between ensemble average result and each ensemble 
member was calculated. Next, the 2 largest RMSE cases were removed, then the remained ensemble 
members were averaged. The iteration is 20 times and the networks training were stopped after maximum 
10,000 epochs. 
 

 
Figure 3. Schematic diagram of the EOFWLNN model 

 
3.2 Model formulations  
 As mentioned above the decomposed wavelet signals of wave data and meteorological data are used as 
inputs of ANN, which are those of all the decomposed PC time series of significant wave height and the 
approximations of 90 % PC time series of meteorological data. To consider the dominance of persistence in 
the wave height time series and time lag effect of meteorological data, significant wave data of the previous 2 
time steps (30 minute data ൈ 2 = 1 h) from the current point and forecasted meteorological data of the 
previous 6 time steps (30 minute data ൈ 6 = 3 h) were used as predictors. The scenario formed by predictor 
configuration to predict H(t+n) is H(t), H(t-1), H(t-2), wnd(t+n), wnd(t+n-1), wnd(t+n-6), slp(t+n), slp(t+n-1), 
slp(t+n-6). Where, H(t) is the current wave height, H(t-1), H(t-2) are previous time steps, H(t+n) is the future 
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significant wave data, wnd(t+n), slp(t+n) are the future meteorological data, wnd(t+n-1), wnd(t+n-6), slp(t+n-1), 
slp(t+n-6) are previous time steps from the forecasting point and ‘n’ denotes the lead time. The lead times 
were fixed as 1, 3, 12 and 24 hours. 
 Experiments were conducted for winter season from October to February. The period is 1 year period in 
2010 (Oct. 2010 ~ Feb. 2011). There are two models of forecasting real time significant wave heights. First 
model is for 1 and 3 hour lead times, and next is for 12 and 24 hour lead times. In case of first model, training 
was conducted for 120 days (1st Oct. 2010 00:00:00 ~ 28th Jan. 2011 23:30:00) and testing was conducted 
for 3 days (29th Jan. 2011 00:00:00 ~ 31th Jan. 2011 23:30:00) using the weights and bias obtained from the 
training period (1st Oct. 2010 00:00:00 ~ 28th Jan. 2011 23:30:00). While, in case of second model, training 
was conducted for 120 days before each forecasting point and testing was validated for 3 day period.  
 
4 RESULTS AND DISCUSSIONS 
 To evaluate the model performances, three different performance indices are employed, which are 
correlation coefficient (R), index of agreement(ܫ) and RMSE according to Eq. [1] to Eq. [3]. 
 

                                                                  
 
 

2

2
1

i ii

ii

x y
R

x x


 





                                                        [1] 

 

 
  

2

2
1

i ii
a

i ii

x y
I

y y x x


 

  




                                     [2] 

 

 2

i ii
x y

RMSE
n


 

                                               [3] 

where, ݔ, ݕ, ̅ݕ ,ݔത and n are observed wave height, forecasted wave height, mean of observed wave height, 
mean of forecasted wave height and the number of observations, respectively. 
 
 Table 2 presents the test results of EOFWLNN model at 8 stations for several lead times. Using R, RMSE 
and Index of agreement, the accuracy of the results was evaluated. Most forecasting results show satisfactory 
performance except Aomori. R and ܫ in Aomori are lower than other stations, but for the values of RMSE, it 
seems to be quite satisfactory. Since the waves in Aomori are very calm, RMSE is better error statistics for 
evaluation of model performance. Figure 4 shows the comparisons between the observed and forecasted 
wave heights in Sakata and Aomori for several lead times. Although the model efficiency decreases as lead-
time increases, the model results show good predictions. 
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( a) 

 
(b) 

 
(c) 

        
(d) 

Figure 4. Comparison of observed and estimated wave height series in Sakata and Aomori (a) for 1 hour, 
 (b) for 3 hour, (c) for 12 hour, (d) for 24 hour lead time forecasting 
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Table 2. Test results of EOFWLNN model for Hs at 8 stations for several lead times 
Lead time Station R RMSE ࢇࡵ 

1 hr 

Gangneung 0.97 0.067 0.99 
Wangdolcho 0.94 0.121 0.97 
Genkainada 0.95 0.123 0.98 

Tottori 0.94 0.163 0.97 
Fukui 0.96 0.207 0.98 

Sakata 0.97 0.189 0.99 
Aomori 0.88 0.031 0.94 
Rumoi 0.95 0.137 0.97 

3 hr 

Gangneung 0.95 0.103 0.97 
Wangdolcho 0.92 0.139 0.96 
Genkainada 0.95 0.150 0.96 

Tottori 0.94 0.181 0.96 
Fukui 0.96 0.222 0.98 

Sakata 0.97 0.215 0.98 
Aomori 0.74 0.050 0.83 
Rumoi 0.92 0.172 0.95 

12 hr 

Gangneung 0.94 0.111 0.96 
Wangdolcho 0.89 0.165 0.94 
Genkainada 0.91 0.170 0.95 

Tottori 0.91 0.202 0.95 
Fukui 0.93 0.279 0.96 

Sakata 0.90 0.355 0.94 
Aomori 0.69 0.048 0.81 
Rumoi 0.86 0.217 0.92 

24 hr 

Gangneung 0.90 0.145 0.94 
Wangdolcho 0.89 0.173 0.94 
Genkainada 0.92 0.158 0.96 

Tottori 0.89 0.232 0.94 
Fukui 0.93 0.297 0.96 

Sakata 0.92 0.320 0.95 
Aomori 0.62 0.056 0.77 
Rumoi 0.91 0.185 0.95 

 
 
5 CONCLUSIONS 
 In the present study, a new approach to significant wave height forecasting based on the combination of 
neural network, EOF analysis and wavelet analysis is introduced. Existing data-driven models should be 
simulated for each location separately and cannot interpret the relationship between spatially distributed 
meteorological variables and waves. To overcome the limitations, EOF analysis was employed. The EOF 
analysis helps to forecast significant wave height simultaneously at several stations and interpret spatially 
distributed physical patterns.  
 The application of EOFWLNN model was achieved at 8 stations in the East Sea of Korea. Although there 
are small deviations and phase shift at higher lead times, the results show good performance of prediction.  
According to Dixit & Londhe (2016), WLNN results at higher decomposition level show better performance at 
higher lead times. Therefore, in future work, the higher decomposition level will be employed to develop the 
accuracy of model. In conclusion, EOFWLNN model can be used as a promising tool in forecasting. 
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ABSTRACT  

  
In this study, a laser-positioning PIV system is developed for flow surface velocity measurement in the field. 
By using the laser-positioning technique, the traditional ground-based survey of ground control points can be 
avoided, hence, a large amount of labor and time can be saved. In addition, based on own-developed APPs, 
the image capturing, the image ortho-rectification and the image analysis for velocity estimation can all be 
done on an Android camera. This laser-positioning PIV system has been installed in the field to study its 
capability and applicability. The preliminary result shows that this system is easy to be set up in the field and 
has a great potential for long-term flow monitoring. 

 
Keywords: Laser; particle image velocimetry (PIV); android; velocity; measurement. 

 
 

1 INTRODUCTION  
 In the last few decades, the large-scale particle image velocimetry (LSPIV) method has been developed 

and widely used in many hydraulic applications (Fujita et al., 1997; Muste et al., 2004; Hauet et al., 2008; 
Muste et al., 2011; Tsubaki et al., 2011). The conventional LSPIV method mainly comprises three steps: (1) 
the image capturing; (2) the image ortho-rectification; and (3) the image analysis. However, for Step (2), it 
usually also needs ground control points (GCPs) measured on the scene, and the GCPs survey may be 
difficult and labor-consuming in the field. To overcome this difficulty, the present study proposes the laser-
positioning PIV (LPPIV) method for quick surface velocity measurement. This method mainly projects four 
laser points on the river flow in a parallel way, and these bright laser points on the flow surface can be treated 
as GCPs in the ortho-rectified process of images. Therefore, compared to the traditional survey of GCPs in 
the field, a large amount of labor and time can be saved by using the proposed LPPIV method. 

Furthermore, due to the fast development of smartphone technologies, more and more researches have 
utilized smartphones’ lens, sensors, wifi/4g and computation functions to facilitate the PIV measurement in the 
field (Yu et al., 2015; Tsubaki et al., 2015; Chang et al., 2016a; 2016b). In the present study, in order to 
increase the mobility and immediacy of the laser-positioning PIV system, the Android camera (Samsung GC-
100) is adopted for the image capturing and image processing in Steps (1) and (3). Based on the APPs 
developed, the main components of laser-positioning PIV measurement can be quickly accomplished and 
displayed in a single device. Then, via the wireless communication, the flow images and measured velocity 
data can be transmitted to a remote monitoring center for further applications. In this study, a Laser-
positioning PIV system is installed in the field to study its capability and applicability. In general, the 
preliminary result shows that this system can be easily and quickly installed in the field and measure the flow 
surface velocity with sufficient accuracy. 

 
2 LASER-POSITIONING PIV SYSTEM 

 
2.1 Laser-positioning technique 

 The framework of the laser-positioning PIV system is shown in Figure 1. An Android camera combined 
with a laser projector can be fixed on the bridge side for flow monitoring. Four laser points are projected in a 
parallel way to give GCPs on the flow surface, hence, the ground-based surveyed GCPs can be avoided. 
Then, the laser points on the captured flow images could be directly utilized for the image ortho-rectification to 
facilitate the PIV measurement in the field. 
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Figure 1. The framework of the Laser-positioning PIV system in the field. 

 
According to the projecting angles of the lasers, as shown in Figure 2, the ground coordinates of laser 

points on the flow surface can be calculated as follows: 
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where W and H are the width and height of the laser array, respectively;�� and � are the yaw angle and pitch 
angle of the laser projector, respectively.  

 

  
Figure 2. The ground coordinates of the laser points. 

 
Then, a GUI APP (as shown in Figure 6(b)) is developed and used to specify the exact locations of laser 

points A, B, C, D on the image step by step to give their image coordinates. Since the flow surface is usually 
assumed flat, the mapping relations between ground and image coordinates can be represented as follows 
(Muste et al., 2004; Chang et al., 2016):  
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where x  and y  are image coordinates; X  and Y  are ground coordinates; 81 ~ LL  are the mapping 

coefficients to be determined. Obviously, the four laser points can just serve as the four GCPs to solve the 
eight coefficients of Eq. [2] and to give the required mapping relations. Then, all the flow images can be ortho-
rectified by Eq. [2] for the following PIV calculation. 
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2.2 PIV method 

 After the image ortho-rectification, the laser-positioning PIV system is ready for velocity estimation. As 
done by the conventional PIV methods, a pair of flow images are needed for the image pattern recognition. 
The common cross-correlation algorithm is adopted in the present study, in which the cross-correlation 
coefficient is calculated as follows:  
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where ),( yxf   and ),( yxg   are the gray-level intensities of the image pixel at location ),( yx   at time t and t+

t , respectively; M and N are the sizes of interrogation area (IA) window; m and n are the movement index. 
By searching the first image’s IA window in the second image with different m and n, the obtained maximum 
value of )ˆ,ˆ( nmfg  at location )ˆ,ˆ( nm  gives the movement of surface flow particles from the location ),( yx   to 

the location )ˆ,ˆ( nymx   within t . Hence, as indicated in Eq. [4], the velocity vector can be obtained by 

dividing the movement distance )ˆ,ˆ( nm  with the t  for each IA.  

 
 )/ˆ,/ˆ(),( tntmvu                            [4] 

 
where u and v are the velocity components in x   and y   directions, respectively. In addition, in order to 

improve the measurement accuracy, the quadratic fitting is applied to the cross-correlation distribution to 
reach the subpixel accuracy. 

 
2.3 Android-based system 

Due to the fast development of smartphone technologies, performing the PIV measurement on a 
smartphone has become feasible (Chang et al., 2016a; 2016b). However, in order to further improve camera 
functions for PIV measurement in a long distance, the Android camera (Samsung GC-100) is adopted in this 
study. This camera has the lens with 21x optical zoom, therefore, it is more suitable for image capturing from 
a long distance in the field. For developing the laser-positioning PIV APP on an Android system, the Java 
programming language and OpenCV libraries (http:// http://opencv.org/) are used to develop the core image 
processing algorithms. Figure 3 shows the developed APP for the laser-positioning PIV measurement. On the 
screen, there are several buttons designed to control the camera functions, including zooming in & out, auto-
focusing, adjusting exposure rate and taking a picture for image ortho-rectification. In addition, the sub-menus 
can be used to input parameters, execute image ortho-rectification, and run the PIV measurement. Based on 
the Android system, the proposed laser-positioning PIV APP can be easily transferred to other Android 
devices.  

 

 
Figure 3. The laser-positioning PIV APP. 

 
3 FIELD EXPERIMENT  

In the present study, a prototype of the laser-positioning PIV system has been developed and installed at 
NiuDou Bridge in northern Taiwan, which is about 16m above the river. As can be seen in Figure 4, this 
device is quite simple; mainly consisting of an Android camera, four laser modules, a power converter and an 
aluminum shell for protection. Therefore, it is cheap and has a great potential for massive distribution. For our 
convenience, the free remote control software, AirDroid APP, was adopted and installed in the Android 
camera in advance. Therefore, one can easily connect to this device (Android camera) via the internet and 
manipulate this Android camera remotely. As can be seen in Figure 5, through AirDroid, one can easily start 
the LPPIV APP to have real-time flow images previewed on the screen. Then, by using the zoom-in button, 
the imaging area can be enlarged to any desired degree. Once the laser points on the flow surface can be 
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seen clearly, as shown in Figure 6(a), a picture can be taken for the next step, which is the image ortho-
rectification. In this step, a developed GUI APP is used to specify the locations of laser points on the image 
(as shown in Figure 6(b)) to give their image coordinates. Meanwhile, the ground coordinates of laser points 
can be calculated by Eq. [1], in which the projecting angles � and � are sensed by the accelerometer of the 
Android camera. Based on the ground and image coordinates of 4 laser points, the mapping relations, Eq. [2], 
could be established. Then, the flow images could be rectified as shown in Figure 6(c). After that, the system 
is ready for the velocity estimation. By pressing the submenu to start the PIV measurement, two consecutive 
images were captured into the system for the cross-correlation calculation, in which the time difference is 1/30 
seconds and the interrogation area, IA is 96 pixels.  As shown in Figure 6(d), the velocity vectors can be 
calculated and to be displayed in real-time on the screen.  Due to the shallowness of water, the water, in this 
case, was mainly flowing on the left hand side in the imaging area. Then, this record of images and data were 
transmitted to the remote FTP site for future applications. After that, the next two consecutive images were 
captured into the system for the cross-correlation calculation. The PIV measuring loop could continue until the 
enough velocity data were collected. Through this preliminary test, the good applicability of the proposed 
LPPIV system in the field can be demonstrated. A large amount of labor and time can be saved especially in 
field conditions. 

 

 
Figure 4. The laser-positioning PIV system in the field. 

 

 
Figure 5. The remote control of the laser-positioning PIV system. 
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Figure 6. (a)The captured flow images; (b) A GUI APP for acquiring image coordinates of laser points; (c) 

The ortho-transformed flow image; (d)  The measured velocity field by the LPPIV method. 
 
4 CONCLUSIONS 

In the present study, a laser-positioning PIV system has been installed in the field for flow surface 
velocity measurement. This system mainly integrates the laser-positioning technique together with using 
sensor and computation functions of an Android camera. Hence, it can solve the difficulties of surveying 
ground control points in the field for traditional PIV methods. Besides, based on the own-developed APPs, all 
the components of LPPIV measurement including the image capturing, image ortho-rectification and image 
analysis can be done on a single Android camera. Furthermore, all the manipulation of the LPPIV 
measurement can be remotely operated by a remote control software. Therefore, the labor for maintenance 
can be further saved. In this study, the field experiment has demonstrated the good capability and applicability 
of the proposed LPPIV system, which has a great potential for long-term flow of monitoring in the field. Thus, 
this new LPPIV method would have a great impact on hydraulic observation. 
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ABSTRACT  
 
The Streamflow and Flood Analysis System Using R (SFASUR-TEC) was developed as part of a research 
project focusing on hydrological modelling for operational hydropower planning and forecasting in tropical 
mountainous regions of Costa Rica. Since Costa Rica has an enormous hydropower potential and renewable 
energy markets that keep on growing, reliable estimation and assessment of river flows is imperative. 
SFASUR-TEC was developed to increase the understanding of natural and altered flow regimes linked to 
relevant physical processes with a particular interest in hydropower applications. Consequently, SFASUR-
TEC is a collection of methods to identify and quantify key components of flow regimes and assess their 
behaviour through time. The system was completely developed using the R programming language based on 
various criteria, including availability of specialized libraries, open-source implementation and cross-platform 
compatibility. To evaluate the performance of the system, SFASUR-TEC was applied to the upper Toro River 
catchment in Costa Rica using a 17-year streamflow data set (1994-2010). The catchment was selected 
based on its predominantly mountainous and rainy conditions, its relevance in the Costa Rican hydropower 
generation context and the availability of temporal and spatial information. Results from the Flood Frequency 
Analysis Block suggest a 60 m3/s peak flow for a 20-year return period (FFATr20) along with its 95% 
confidence intervals with values between 42 and 93 m3/s. Flow Duration Curves (FDCs) show that the dry 
season expands from February through April, with flow values as low as 1.5 m3/s, essentially sustained by 
baseflow. Baseflow Separation shows that baseflow is indeed a considerable contribution to total streamflow, 
with BFI values ranging from 0.12 to 0.40 between the months of May through December. Results from this 
study are intended to support strategic decision-making to improve the performance of the hydropower 
facilities currently installed in the upper Toro River catchment and elsewhere. 
 
Keywords: Analysis; Flood; R SFASUR-TEC; Streamflow.  
 
 
1 INTRODUCTION 

Costa Rica is among the world's leaders in renewable energy as nearly 93% of its electricity comes from 
renewable sources. This has been accomplished with considerable investment in developing and expanding 
renewable energy capacity, particularly hydropower (WEF, 2013). Hydropower is the predominant source of 
energy which accounts for over 78% of the country’s total generation, while geothermal represents 12%, wind 
2.1%, biomass 0.25% and only 7.19% comes from thermal sources (ICE, 2011). 

Many of the country’s leading hydropower facilities are located in catchments with tropical mountainous 
conditions, which are characterized by persistent immersion in clouds, an important source of precipitation all 
year-round (IMN, 2008). This precipitation provides streamflow for facilities that run by water stored in 
reservoirs or those that are run by streamflow directly. Therefore, a reliable assessment of flow regimes in 
these mountainous catchments is essential to improve inflow predictions and hydropower operation, along 
with the development of future potentials. 

Accordingly, the Streamflow and Flood Analysis System Using R (SFASUR-TEC) was developed to 
identify and quantify key components of flow regimes and assess their behaviour through time in mountainous 
tropical catchments. SFASUR-TEC was developed to increase the understanding of natural and altered flow 
regimes linked to relevant physical processes with a particular interest in hydropower applications. 

SFASUR-TEC was applied to the upper Toro River catchment, where Insitituto Costarricense de 
Electricidad (ICE) operates three hydropower facilities with an installed capacity of 138 MW; approximately 
10% of the Costa Rican installed capacity (ICE, 2011). This catchment was selected based on its 
predominantly mountainous and rainy condition, its relevance in the national hydropower generation context 
and the availability of temporal and spatial information. 
 
2 STUDY AREA AND DATA SOURCES 

The upper Toro River catchment (43.15 km2) is located in the province of Alajuela in north-western Costa 
Rica (Figure 1). The topography is mountainous with elevations ranging from 2593 to 1334 m. The slope is 
steep with a mean value of 23%. The mean annual rainfall of the area is 4200 mm and the mean annual 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5257



  
          

  

 

temperature range is between 17.2 and 32.8 ºC. The land use in the catchment is dominated by forest (62%) 
and grassland (35%) with minor contributions from other uses; mainly water and urban. The catchment has a 
highly complex precipitation pattern and its temporal and spatial distribution is influenced by factors such as El 
Niño southern oscillation (ENOS), geomorphology, rugged terrain and microclimates. Daily and hourly 
streamflow data for the period were obtained from the ICE 12-6 gauge station. Even when the catchment has 
been monitored since the early 1980's, hourly records are very sparse. For this reason, only mean daily 
streamflow data from a 17-year dataset (1994-2010) was used in this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. (a) Position of Costa Rica in Central America, (b) position of the upper Toro River catchment in 
Costa Rica; (c) Upper Toro River catchment boundary, river network, elevation contours, rain-gauges and 

streamflow gauging station. 
 
3 SYSTEM DESCRIPTION 

As coded using the R programming language (R Core Team, 2016), SFASUR-TEC is divided into various 
blocks (Figure 2). The authors recommend running SFASUR-TEC under RStudio-IDE (RStudio Team, 2016) 
as it significantly facilitates interaction with the system. Below, follows a brief description of each block. 
Relevant R packages used in the development of SFASUR-TEC are from now on presented in curly braces {}. 
For each block, the outcome of the respective analysis is displayed in tabular and graphical form. 
 
3.1 Custom Functions - Block 

One of the great strengths of R is the user's ability to add custom functions. For instance, this block 
includes all custom functions along with data filtering routings, descriptive statistics {pastecs} and temporal 
series manipulation {lubridate}, {tidyr} and {dplyr}. 
 
3.2 Flood Frequency Analysis Block 

This block along with its custom functions, fits a given extreme value distribution to an extreme value 
series vector (e.g. annual instantaneous maximum value). Log Pearson Type III distribution is selected by 
default (Maidment, 1993; Chow et al., 1988). Nonetheless, a list of distributions supported by {lmomco} 
package may also be selected (e.g. Generalized Extreme Value Distribution and Gumbel Distribution). A 
bootstrapping routing is also applied to randomly sample the extreme value series to estimate confidence 
interval for each given non-exceedance probability and return period (from 1 to 500 years).  
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Figure 2. SFASUR-TEC model structure. 

 
3.3 Highflow Events - Block 

Based on the results from the Flood Frequency Analysis Block, highflow events with defined threshold 
recurrence intervals (1.5 and 10 years by default) are identified and quantified and a new subset data frame is 
created. Subsequently, the extreme value series vector is numerically and graphically compared with this 
subset. The main objective of this block is to quantify the amount and magnitude of exceedance probability 
highflow events included in the entire time series. Another functionality included in this block is a hydrograph 
explorer, which graphically displays streamflow data records in a variety of temporal aggregations (annual and 
monthly). The main objective is to gain a better appreciation of the entire sequence of events involved in the 
time series. Descriptive statistics (mainly the mean and median) are also included. 
 
3.4 Flow Duration Curves - Block 

Flow Duration Curves (FDCs) are computed using specialized functions from the {hydroTSM} library 
which follows the methods described by Vogel and Fennessey, (1994). In this method, individual FDCs are 
calculated for each year and month. Subsequently, a single median value is calculated for each exceedance 
point using the collection of values at the same exceedance taken from the multiple annual FDCs. These new 
median values are then plotted to create a single new FDC. The same approach is followed by Metcalfe et al. 
(2013). Two different temporal aggregations are supplied; one continues which includes all computed values 
and another one discrete, which includes user defined values for comparative purposes. A daily hydrograph 
discretized by year and showing the mean and median values, is also prepared by this block. 
 
3.5 Temporal Flow Assessment - Block 

The main objective of this block is to graphically show the streamflow variability using monthly and yearly 
box-plots and violin-plots supplied by {ggplot2} library. Graphs are plotted in both linear and logarithmic 
scales. In the case of the box-plots, the upper whisker extends from the hinge to the highest value that is 
within 1.5 * IQR of the hinge, where IQR is the inter-quartile range, or distance between the first and third 
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quartiles. The lower whisker extends from the hinge to the lowest value within 1.5 * IQR of the hinge. Data 
beyond the end of the whiskers are outliers and plotted as points according to the Tukey criteria. These box-
plots make it possible to visualize the year-to-year variation of median annual flows around the longer-term 
median flow for the recorded period. It is also possible to identify patterns of wet and dry years from these 
box-plots. 
 
3.6 Baseflow Separation - Block 

Baseflow Separation is accomplished by means of the {EcoHydRology} library, which reads a streamflow 
dataset and produces a baseflow-quickflow dataset using 1, 2 or 3 passes (Nathan and McMahon, 1990). 
Results are show graphically using normalized and absolute box-plots and hydrographs. The Baseflow Index 
(BFI), which is the ratio between baseflow and total flow, is also calculated. Therefore, a BFI of 0.5 indicates 
that 50% of total streamflow can be attributed to baseflow for the respective time period, either monthly or 
yearly.  
 
3.7 Flow Assessment Models - Block 

Taking advantages of the highly developed machine learning capabilities available in R, specialized 
functions from the {stats} library are used to compute linear models (lm) at yearly temporal resolution of the 
mean, median and maximum values of both total-streamflow and baseflow. The idea behind this block is to 
identify increasing or decreasing trends through time. A detailed summary of the model metrics, which 
includes coefficients and residuals, is presented both graphically and tabulated. 
 
3.8 Exports - Block 

Relevant outputs from all block are exported in csv, txt and png formats, which allows user to further 
manipulate data outside the R ecosystem (e.g. MS-EXCEL, STATA). 
 
4 RESULTS AND ANALYSIS  

Results from the Flood Frequency Analysis Block suggest a 60 m3/s peak flow for a 20-year return period 
(FFATr20) along with its 95% confidence intervals of values between 42 and 93 m3/s (Figure 3). Projections 
beyond a 20-year period show considerable uncertainty as observed record is based on a 17-year period. 
Highflow events on the other hand (Figure 4), show a total of 25 events exciding a 1.5-year return period 
(FFATr1.5 = 28.3 m3/s) and only 2 events exceeding a 10-year return period (FFATr10 = 50.4 m3/s). This 
means that the FFATr1.5 exceeds at least once every year and the FFATr10 exceeds twice in 17 years. 
These prove the applicability of the R methods to estimate the magnitude of low and high-frequency extreme 
floods can be further used in the decision-making process regarding operation of the hydropower facilities in 
the Upper Toro river catchment. These projections could also be used in hydrodynamic simulations of sluices, 
derivations and other hydraulic structures along the river bank. 
 
 

 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Upper Toro river catchment Flood Frequency Analysis (1994-2010). Log Pearson Type 3. Dotted 
points represent observed values, continuous red line represents the fitted model and grey dash lines 

represent CI at 95%. 
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Figure 4. Upper Toro river catchment highflow events hydrograph for 1.5 and 10-year return periods. 
 

Concerning Flow Duration Curves (FDCs), the plot shows the percentage of time that flow in the stream 
is likely to equal or exceed a value of interest, in this case, 80% of the time (Figure 5). It can be seen that the 
dry season expands from February through April with flow values as low as 1.5 m3/s, which is essentially 
sustained by baseflow. From June until December nonetheless, flow recovers to values above 2.5 m3/s. 
November on the other hand is the most productive month, with sustained values close to 4.0 m3/s. This 
behaviour is somehow supported by the daily hydrograph discretized by year (Figure 6), where the daily mean 
and median trends show lower values from February through April and higher values from October through 
December. The shape of FDCs in their upper (above 80% of the time) and lower (below 20% of the time) 
regions is particularly significant in evaluating the stream and catchment characteristics (). In this case, the 
months of March and May are unable to sustain flow above a minimum threshold of 1.0 m3/s. Oppositely, the 
months of November and December are most likely to cause flooding due to heavy precipitation, with values 
above 50 m3/s.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Upper Toro River Catchment monthly Flow Duration Curves. Continuous Values (1994-2010). 
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Regarding Temporal Flow Assessment, daily streamflow variability box-plots discretized by month (Figure 
7) confirm what was presented by the FDCs; dry season expands from February through April. Box-plots also 
show extreme outlier values, either high or low. IQR for each month are clearly presented. Once more, 
extreme high values (beyond normality) are concentrated from November through January, and extreme low 
values are concentrated during the month of March. Yearly box-plots on the other hand (Figure 8), show that 
1994 and 1995 were particularly dry when compared to the remaining years. This was most likely to be a 
consequence of El Niño of southern oscillation (ENOS). The year 2004 was however, particularly wet 
compared to the rest of the period. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Upper Toro River Catchment daily hydrograph discretized by year. Red continuous line represents 

mean whereas the blue line represents the median. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Upper Toro River Catchment. Daily box-plots discretized by month (1994-2010). 
 

In relation to Baseflow Separation, the daily Baseflow Index (BFI) box-plots discretized by month (Figure 
9), show how much of the total flow can be attributed to baseflow during each month. It can be seen that 
between the months of May through December, 50% of total streamflow (box-plots interquartile range) present 
BFI values ranging from 0.12 to 0.40, which are a considerable contribution to total flow. Special attention 
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however must be paid to box-plots corresponding to the months of January through April as many 
observations appear as outliers (beyond normality) but are in fact, indicators of how relevant was baseflow 
during those observations. A daily hydrograph in logarithmic scale, along with the median and mean values for 
the whole period also shows the relative contribution of baseflow to total flow (Figure 10). In this case, 
baseflow is below the median and mean of the total flow, except during the wet season, where the relative 
contribution of baseflow considerably increases. 

On the subject of Flow Assessment Models, an increasing trend in magnitude with time can be observed 
for both streamflow maximum-annual (Figure 11) and baseflow maximum-annual values (Figure 12) according 
to their respective linear models (LM). Even when adjusted R2 values in both cases are considerably low and 
the confidence intervals broad, the trends themselves are undeniable. This increasing trend could suggest 
changes in the catchment land use or a direct consequence of Climate Change. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Upper Toro River Catchment. Daily box-plots discretized by year (1994-2010). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Upper Toro River Catchment daily Baseflow Index (BFI) box-plots discretized by month. 
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Figure 10. Upper Toro River Catchment daily hydrograph in logarithmic scale. Blue continuous line represents 

the baseflow contribution whereas the grey line represents total flow. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Upper Toro River Catchment. Streamflow Annual-Max Linear Model-LM (1994-2010). 
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Figure 12. Upper Toro River Catchment. Baseflow Annual-Max Linear Model-LM (1994-2010). 
 
5 CONCLUSIONS 

The Streamflow and Flood Analysis System Using R (SFASUR-TEC), developed using the R 
programming language, was applied to for the upper Toro River catchment, Costa Rica. The following 
conclusions can be drawn: 
 

a) SFASUR-TEC represents a flexible and convenient system to identify and quantify key components of 
flow regimes and to assess their behaviour through time. 

b) The use of the R programming language allows for a flexible and robust framework that facilitates the 
incorporation of the data analysis and high-level visualization capabilities available in R into 
hydrological modelling. 

c) Results from the Flood Frequency Analysis Block suggest a 60 m3/s peak flow for a 20-year return 
period (FFATr20) along with its 95% confidence intervals of values between 42 and 93 m3/s. 

d) Flow Duration Curves (FDCs) show that the dry season expands from February through April, with 
flow values as low as 1.5 m3/s, which is essentially sustained by baseflow. 

e) Monthly Temporal Flow Assessment also supports the above conclusion, whereas Yearly 
Assessment indicates that 1994 and 1995 were the driest years in period considered. 

f) Baseflow Separation shows that baseflow is indeed a considerable contribution to total streamflow, 
with BFI values ranging from 0.12 to 0.40 between the months of May through December. 

g) The Flow Assessment Models exhibit an increasing trend in magnitude with time can be observed for 
both streamflow maximum-annual and baseflow maximum-annual values. 

 
Future development of SFASUR-TEC will focus on: 
 

a) Further validation over additional catchments aiming to verify the efficiency of the code and identify 
potential improvements. 

b) Incorporation of advanced predicting and forecasting time-series analysis techniques available in R 
including Autoregressive Integrated Moving Averages Models (e.g. ARIMA and ARMA), Seasonal 
Decomposition and Neural Network Autoregression. 

c) Development of an R shiny web user interface for public access. 
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ABSTRACT 
 
Disinfection in contact tanks (CTs) is a treatment process applied for both drinking water and wastewater 
treatment systems with the purpose to inactivate micro-organisms, some of which may be pathogenic and 
thus preventing transmission of waterborne diseases. This paper presents the results of CFD simulations and 
validation of hydrodynamics and solute transport in the first two chambers of a chlorine contact tank 
comprised of a total of 8 compartments. Both RANS and LES methods are applied and successfully compared 
against experimental data for velocity and scalar concentration fields. Results outline the highly three-
dimensional behaviour of the flow with the presence of recirculating and short-circuiting zones. These 
phenomena enlarge the flow unsteadiness and turbulence affecting the instantaneous flow field, and therefore 
the transport of the released passive scalar. From the analysis of the average error percentage between 
numerical and experimental data of both simulations, LES provides greater detail in the hydrodynamics 
behaviour. Although RANS is able to reproduce the time-averaged flow properties quite well, LES conveys a 
larger amount of information on instantaneous flow field, which makes it capable to capture the flow 
unsteadiness that characterise the contact tank hydrodynamics and solute transport. Finally, using velocity 
component quadrant analysis of LES predictions, the turbulence field is found to be non-isotropic, an aspect 
not acknowledged in RANS. 
 
Keywords: Environmental hydraulics; hydrodynamics; solute transport; RANS/LES validation; disinfection 

contact tank. 
 
 
1 INTRODUCTION 
 
1.1 Contact tank hydraulic aspects 
 Contact tanks are commonly used to disinfect both drinking and wastewater prior to distribution. These 
tanks are usually open chambers divided by a series of baffles. Sub-dividing the chambers helps to control the 
flow of water through the tanks and thus improves the chlorine disinfection process. The hydraulic design of 
CTs has been traditionally based on the following assumptions: plug-flow condition and Complete Mixing. 
According to the plug-flow model, the velocity of the fluid is assumed to be constant across any cross-section 
perpendicular to the reactor axis. Every fluid element travels uniformly and in parallel paths from the inlet to 
the outlet sections of the tank, i.e. without undergoing longitudinal dispersion (Rauen et al., 2012). In this 
condition, the contact time for all fluid elements corresponds to the theoretical hydraulic residence time (T) 
which can be estimated as V/Q, where V is the volume of the CT and Q is the discharge. The second 
assumption considers the instantaneous mixing of all incoming fluid elements with the fluid already in the tank, 
which means maximum dispersion as in Continuous Stirred Tank Reactor (CSTR) conceptual model. On the 
other hand, previous studies (Teixeira, 1993) indicated that the flow pattern in these reactors deviates always 
from the theoretical condition, even in optimally designed CTs. The existence and arrangement of baffles in 
the tank, and the tank inlet and outlet configurations induce turbulent mixing, dead-zones and short-circuiting 
zones (Gualtieri, 2006; Angeloudis et al., 2014a). The flow exhibits a residence time distribution (RTD) which 
is often significantly different from that dictated by plug-flow. The occurrence of non-ideal plug-flow conditions 
result in recirculating flow zones in the horizontal or vertical planes regarded as stagnant regions, which 
contribute to increasing the degree of mixing in the tank with detrimental effect on the CT hydraulic 
performance. These regions tend to expose pathogens with disinfectant during either too short (insufficient 
treatment) or too long periods of time than that of T, which can result in the production of excessive 
disinfection by-products (Angeloudis et al., 2016). 
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1.2 Geometry and experimental data availability 
 Numerical results were validated with experimental data from Angeloudis et al. (2014b, 2015) for flow 
velocity and tracer concentrations in the tank. Acoustic Doppler Velocimeter (ADV) measurements were 
collected to characterise the hydrodynamics and turbulence behaviour in 1824 points in the area of interest. In 
turn, concentration readings were measured in several points using fluorescence spectroscopy, calibrated to 
associate fluorescence intensity with Rhodamine WT concentrations. Although the experimental tank was 
composed of 8 compartments, the present numerical study is focused on the hydrodynamics developed along 
the first two compartments, as illustrated in Fig. 1. The third compartment is also incorporated within the 
numerical domain to ensure that predictions in the earlier compartments are independent of the outlet 
boundary condition.  

 

 
Figure 1. Numerical model geometry and the main sampling points. 

 
 A Dirichlet inflow condition with a prescribed 1/7th power-law vertical and horizontal velocity distribution 
was imposed in the simulations in order to take into account the friction effects within the experimental inflow 
channel. The free surface was approximated as a frictionless rigid lid while no-slip conditions were imposed 
on the side and bottom walls of the channel. The interior solid walls were represented using the IB method. 
The outlet was set at the exit of the third compartment using a Neumann boundary condition (߲ܷ/߲0 = ݔ). The 
geometry of the tank and hydraulic input data are summarised in Table 1. 
 

Table 1. Geometry and hydraulics input data used in the computational model. 
Description Name Value 

Length Lt 2 m 
Width Wt 1.12 m 
Depth Ht 1.2 m 

Chamber width Wc 0.365 m 
Inlet flow rate Q 0.00472 m3/s 

Theoretical residence time T=V/Q 1265 s 
Average inlet velocity U0 0.113 m/s 

 
2 METHODOLOGY 
 
2.1 Governing equations 
 In this study experimental data were compared with two three-dimensional CFD models, based on 
Reynolds-Averaged Navier-Stokes (N-S) and Large Eddy Simulation (LES) approaches respectively, set up to 
simulate the hydrodynamic and solute transport processes. Concerning N-S equations, turbulent flow 
characteristics can be evaluated with a time averaging operation that yield the Reynolds Averaged Navier-
Stokes (RANS) equations. This suggests a statistical method where the instantaneous values of velocity and 
pressure are separated into mean and fluctuating components. Due to the non-linearity of the N-S equations, 
averaging leads to unknown correlations between scalar quantities known as Reynolds Stresses (Rodi, 1993). 
The determination of these parameters is achieved through the application of approximate models. For this 
study the standard k-ε model was adopted to compute turbulence modelling. RANS limitations include the 
inability of capturing instantaneous flow dynamics and the inadequacy to model anisotropic flows when an 
eddy-viscosity formulation is implemented. 
 Large Eddy Simulation (LES) has been developed considering that large-scale is strongly energetic and 
boundary-condition dependent motion, on the other hand small-scale is more dissipative and universal and 
represents only a small part of the turbulent spectrum, thus it tends to be more isotropic and boundary-
condition independent (Rodi et al., 2013). Accordingly, LES simulations apply a spatial filtering procedure and 
calculate explicitly the motion of large-scales by solving the governing 3D time-dependent Navier-Stokes 
equations and treat the smaller-scale eddies with approximate models, known as Sub-Grid Scale (SGS) 
models. 
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2.2 Advection – Diffusion equation 
 The governing equation for the scalar transport modelling is the advection-diffusion equation. It can be 
solved in a similar manner to the momentum equations where, instead of the Reynolds stress term, a scalar-
flux term needs to be closed. The turbulent fluctuation terms are expressed, according to the concept of 
Reynolds-averaging, by means of time-averaged quantities: 
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 Here u, v and w are velocity components in the x, y and z directions, respectively, and C is the solute 
concentration. The overbar operation indicates time-averaged quantities for RANS and spatial-averaged 
quantities for LES, while the prime stands for fluctuating quantities. Note that molecular diffusion is neglected. 
Assuming the standard gradient-diffusion hypothesis (SGDH): 
 

തതതതത′ܥ′ݑ ൌ െܦ௧ି௫
ܥ߲̅
ݔ߲

 

തതതതത′ܥ′ݒ ൌ െܦ௧ି௬
ܥ߲̅
ݕ߲

																																																																																							ሾ2ሿ 

തതതതതത′ܥ′ݓ ൌ െܦ௧ି௭
ܥ߲̅
ݖ߲

 

 
where ܦ௧ି௫, ܦ௧ି௬ and ܦ௧ି௭are the turbulent diffusivities in the x, y and z directions, respectively, of the scalar 
being transported within the turbulent flow. Using Eq. [2] into Eq. [1], the advection-diffusion equation reads: 
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where the terms on the right hand side are related to the turbulent diffusion. The SDGH relates the advective 
transport of a scalar due to turbulent fluctuations to the spatial gradient of the time-averaged concentration 
through the turbulent diffusivity. The SDGH requires the estimation of the turbulent Schmidt number, ܵܿ௧: 
 

ܵܿ௧ି ൌ
௧ିߥ
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where	ߥ௧ି	is the eddy kinematic viscosity in the i-direction. This parameter is defined as the ratio of 
momentum diffusivity to mass diffusivity in a turbulent flow. The turbulent Schmidt number is the analogous for 
turbulent flow of the Schmidt number: 
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where ν is the molecular kinematic viscosity of the fluid and Dm is the molecular diffusivity of the scalar within 
the fluid. Beside their analogy, Schmidt number and turbulent Schmidt number rely on different characteristics: 
Sc is a property of the fluid and of the substance being diffused within the fluid and it usually varies in the 
range 102–10³, on the contrary Sct is a characteristic feature of the turbulent flow. The estimation of an 
appropriate Schmidt number has been a subject of controversy and no universally-accepted values of this 
parameter have been established (Combest et al., 2011; Gualtieri and Bombardelli, 2013). It is generally 
assumed in the range of 0.7 to1.2 or more often equal to 1 according with Prandtl analogy.A value of Sct equal 
to 0.7 was applied for this study according to the recommendations of Launder (1978) and several previous 
studies (Kim, 2010; Kim et al., 2013a; Angeloudis et al., 2014). 
 If the turbulent Schmidt number is known, the turbulent diffusivities can be estimated as: 
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 The benefit of the SGDH lies in the lack of additional transport equations. A limitation instead is the 
assumption of isotropic turbulence which is not appropriate in the case in the presence of highly anisotropic 
flow. Additionally, the scalar-flux terms can be explicitly calculated in each direction in LES due to its eddy-
resolving nature, which allows to study the reliability of the current isotropic turbulence assumption.  
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2.3 RANS – LES  
 The model SSIIM (Olsen, 2005) was applied to perform the RANS simulations. This model solves the 
Reynolds-Averaged Navier-Stokes equations using finite-volumes on a structured non-orthogonal grid. The 
SIMPLE method couples the pressure to the velocity field and the standard k-ε turbulence closure 
approximates the Reynolds Stresses. The Power-Law formulation is used for the interpolations of the 
convective term in the hydrodynamic simulation whereas for solute transport a combination of the Hybrid and 
the Hybrid Linear/Parabolic Approximation differentiation scheme is adopted. Real time of RANS simulations 
was approximately 30 minutes. 
 The Hydro3D code (Bomminayuni and Stoesser, 2011) was adopted to perform LES. It uses the spatially 
filtered Navier-Stokes equations for turbulent, incompressible, three-dimensional flow field. The SGS stresses 
are approximated using the Smagorinsky (1963) model. Hydro3D has been well validated in a number of other 
studies of complex flows ranging from tidal turbines (Ouro et al., 2015; Ouro and Stoesser, 2016), bubble 
plumes (Fraga et al., 2016; Fraga and Stoesser, 2016) and other hydraulic applications (Stoesser and Nikora, 
2008; Stoesser, 2010; Kara et al., 2012; Kim et al., 2013).LES simulation were initially run for 400s prior to 
commencing the averaging of velocities, and second order statistics are collected 300s after the first order 
statistics averaging started. The total simulation time was equal to 2400s. The time step is variable with a CFL 
condition of 0.8 in order to maintain a stable simulation. Real time of LES simulations was 144 h. 
 
3 HYDRODYNAMICS 
 
3.1 Flow path 
 The hydrodynamic in contact tanks is governed by unsteady large-scale flow structures. The analysed 
CT featured large flow separation taking place in the junction between 1st and 2nd chamber, and vortex 
formation among the first two compartments. Under a plug-flow regime, the fluid flows through the reactor in 
an ordered manner with no fluid element overtaking or mixing with any other element ahead or behind. This 
theory allows lateral mixing but not longitudinal mixing or diffusion along the flow path. These conditions 
should ensure the same contact time in the tank for all fluid elements. The flow pattern corresponding to this 
regime suggests an absence of recirculation zones, a scenario that is physically unfeasible in reactor 
geometries featuring variable inlet and outlet conditions and baffling configurations where fluid flow meanders 
around them. 

 

 

Figure 2. Three-dimensional streamlines of the mean velocity magnitude, 
normalised by Ub of (a) compartment 1 and (b) compartment 2, where B 

corresponds to the domain width in the simulations (see Fig.1a). 
 
 The generated flow path in the first two chambers of the CT is shown in Fig 2. The flow enters the first 
compartment and once it reaches the opposite wall it separates into two: on the one hand it turns back and it 
is reflected again at the bottom of the first compartment to form a large circulation zone; on the other hand it 
enters the second chamber where it forms another circulation zone near the surface. As the flow meanders 
around the first baffle, two additional vortices in the y-plane prevail. The y-plane vortex in compartment 1 is 
attributed to eddies formed by the sharp corner, while the second, in compartment 2, is driven by the top layer 
of the inflow jet. Essentially, due to the impact of the jet upon the compartment wall, the streamwise flow 
separates into three distinct directions. The first one remains in compartment 1 and feeds the quasi-vertical 
recirculation zone seen. The second feeds the quasi-horizontal vortex in the first half of compartment 2. The 
third drives the flow underneath the horizontal vortex towards the second half of compartment 2 and beyond. 
 
3.2 Velocity profiles, results and validation 
 Both RANS and LES present a good agreement with experimental data in reproducing the flow field and 
main turbulent structures. Fig 3 presents the velocity distribution at the centreline of the two chambers of time-
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averaged values from RANS and LES, instantaneous values for LES, and experimental results from the ADV 
data. These velocities are normalised with the bulk velocity Ub. A notably good agreement was found for the 
three velocity components at the first compartment between RANS and LES with the experiments. The 
instantaneous values from LES compared to the time-averaged distribution suggests that there is a 
considerable presence of small scale turbulence, which is a major contribution to the turbulent mixing shown 
in the next Section 4. Similar result distribution between numerical approaches and experimental data is 
reported in the second compartment. Again velocity fluctuations were found along the entire water depth, 
indicating that in both compartments the flow was quite turbulent. The latter is relevant in the tracer transport 
modelling as RANS is based on time-averaged flow field whereas LES uses instantaneous velocity values. 

 

 
Figure 3. Velocity profiles at the central line of the1st and 2nd compartments. Comparison of the instantaneous 

and mean values from LES, and mean values from RANS and experiments (ADV). 
 
 Comparison between numerical data and experimental data was also calculated in reference to the 
average error of normalised velocity components in each section of compartments 1 and 2, which was 
computed as: 

 
%	ݎݎܧ ൌ 100 ∗ ሺܸܦܣ െ  ሾ7ሿ																																																																	ܸܦܣ/ሻܽݐ݈ܽ݀ܽܿ݅ݎ݁݉ݑܰ

 
 Both computational methods show errors below 2% in compartment 1 and 1% in compartment 2, both 
RANS and LES simulations yield feasible results. Table 2 shows the percentage of average error related to 
each velocity profile. 
 

Table 2. Percentage of average velocity error for RANS and LES. 
 U/Ub V/Vb W/Wb  

1st Compartment 
+ 1.85 - 0.52 + 1.19 Err RANS % 
- 0.85 - 0.10 + 1.21 Err LES % 

2nd Compartment 
- 0.12 + 0.66 + 0.26 Err RANS % 
+ 0.37 + 0.92 + 0.16 Err LES % 

 
3.3 Quadrant analysis 
 Quadrant analysis is a technique that helps identifying the presence of coherent structures in the flow 
and their contribution to the Reynolds stresses, and illustrates graphically the degree of anisotropy of the 
turbulent fluctuations. It was applied at nine locations as depicted in Fig 4a.The covariance between velocities 
is of particular interest for the turbulence analysis. It cannot be performed with the present RANS approach 
since it provides information only on the mean values of velocity field. In contrast, LES explicitly calculates 
velocity fluctuations. Fig 4a depicts the location of the sampling points. P1, P3 and P5 are placed at the 
centreline of the 1stchamber, P2, P4 and P6 are at the centreline of the 2nd chamber, and P7 to P9 are at the 
middle of the junction between these compartments. 
 For each point the quadrant analysis in both u’/urms– v’/vrms and u’/urms– w’/wrms planes were conducted, 
reflecting the strong three-dimensionality of the flow. Table 3 displays how many points out of the total fall into 
each quadrant. Looking at the horizontal plane of P1 in Fig 4b, under the hypothesis of isotropic turbulence, 
the cloud should have a circle-shape among the domain of the plots. Instead, the majority of the horizontal 
velocity fluctuations (u’/urms– v’/vrms) fall into the first (u’ and v’ > 0) and third (u’ and v’ < 0) quadrants (36% 
and 30% respectively, according to Table 3), resulting in an ellipsoidal shape. 
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Figure 4. (a) Representation of the domain with the 9 sampling points used for the tracer and quadrant 
analysis. (b) quadrant plot in the axis u’/urms– v’/vrms and u’/urms– w’/wrms at point P1. 

 
 This indicates a prevalence of the high-momentum motion coming from the inlet near the surface. Similar 
observations can be done for the other points where the cloud is often ellipsoidal than circular. This confirms 
the anisotropic nature of the turbulence in the tank since the turbulent events are not evenly distributed among 
the quadrants. 
 

Table 3. Quadrant analysis of u’/urms– v’/vrms and u’/urms– w’/wrms from points P1 to P9. 
Plane Quadrant P1 P2 P3 P4 P5 P6 P7 P8 P9

	’ݑ െ  ’ݒ	

1st 36 % 26 % 45 % 23 % 18 % 23 % 26 % 21 % 24 % 
2nd 14 % 30 % 13 % 22 % 31 % 26 % 20 % 15 % 26 % 
3rd 30 % 22 % 23 % 24 % 27 % 27 % 36 % 35 % 25 % 
4th 20 % 22 % 19 % 31 % 24 % 25 % 18 % 28 % 25 % 

–	’ݑ  ’ݓ	

1st 26 % 24 % 30 % 24 % 17 % 22 % 17 % 32 % 26 % 
2nd 24 % 29 % 14 % 25 % 32 % 30 % 36 % 33 % 23 % 
3rd 20 % 23 % 22 % 21 % 25 % 23 % 19 % 17 % 29 % 
4th 30 % 24 % 34 % 29 % 25 % 26 % 27 % 18 % 23 % 

 
4 SOLUTE TRANSPORT 
 
4.1 Passive scalar dispersion 
 The current study demonstrates that the solute transport in contact tanks is strongly affected by 
hydrodynamics. Advection is identified to be the main source of tracer transport, confirming the strong interlink 
between hydrodynamics and solute transport. Tracer injected at the inlet is advected with the jet towards the 
opposite wall of compartment 1. Part of the tracer is then deflected from the wall towards the bottom of the 
compartment and is transported along the large recirculation zone. The phenomenon of flow separation can 
be also argued since it clearly affects the solute transport. When the concentration is spreading into 
compartment 2, the massive recirculation zone in compartment 1 (see Fig.2a) still holds the tracer for a time 
greater than the theoretical retention one. The tracer plume remains in the first chamber even when the tracer 
reaches the end of the second one, and starts spreading into the third chamber (see Fig 5). It is visible the co-
existence of tracer in both compartments in Fig 6. As a result, the presence of non-ideal plug flow condition is 
evident. 
 

 
Figure 5. 3D view of iso-surfaces of instantaneous normalised concentration at different 

times after its initial releasing from LES . 
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Figure 6. 2D iso-surface of instantaneous normalised 

concentration at t=60s (LES simulation). 
 
4.2 Residence time distribution curves 
 The performance of the simulations was investigated comparing the RTD curves of numerical simulations 
with the experimental data at P1 to P6 sampling points located at the top, middle and bottom of each 
compartment (see Fig 4a). 
 Fig. 7 presents the normalised instantaneous tracer concentration, E(θ), at the six locations, in reference 
to the normalised time θ = t/T, where t denotes physical time and T is equal to 1265s as the theoretical 
retention time in the whole experimental tank. The occurrence of secondary peaks, as seen Fig. 7a, indicates 
moments when the tracer passes by again the same point due to the recirculation and vortex formation. 
 

 
Figure 7. RTD curves from LES, RANS and experimental data at various locations: (a) P1, (b) P2, (c) P3, (d) 

P4, (e) P5 and (f) P6. 

Both RANS and LES were able to reproduce the shape and trend of the experimental curves. In 
particular LES captures instantaneous concentration fluctuations which are not captured by RANS. 
Nonetheless, RANS was able to predict the large concentration peaks in the RTD curves fairly well, although 
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its time-averaged nature do not resolve the unsteadiness in the flow, and exhibits a smooth distribution. 
Hence, the predicted RANS results slightly deviated from the ones measured in the experiments and 
computed by LES. In fact, the flow in contact tanks is governed by large-scale flow unsteadiness as reported 
recently by Kim et al. (2010b, 2013), who showed that vortex shedding originated from the baffle edges can 
dominate the flow and influence the transport of scalars in such tanks.  

The LES RTD curves matched both the magnitude and shape of those from the experiments, and also 
improved RANS results. In particular, the presence of a sharp short-circuiting peak and a secondary peak that 
result from internal recirculation (i.e. the tracer exiting the chamber after single recirculation) are noticeable. In 
all the points of compartment 1, the secondary peak appears between θ= 0.1 and θ =0.2, and the same 
happens for points P4 and P6 (respectively middle and bottom) of compartment 2. In point P2, instead, the 
secondary peak appears after θ =0.2 since the spreading of the tracer in compartment 2 occurs from the 
bottom to the top after the separation of the flow. 
 
5 CONCLUSIONS 
 This study investigated the hydrodynamic and solute transport in the first two compartments of a chlorine 
contact tank (CT) by means of complementary experimental and numerical techniques. RANS and LES 
approaches have been used to simulate the hydrodynamic and solute transport processes. The capability of 
these numerical methods to reproduce the actual turbulent flow conditions in the analysed CT has been 
assessed through comparisons with experimental data in terms of velocity fields and conservative tracer 
concentration readings. The velocity data has been analysed to identify short-circuiting and internal 
recirculation, which are accountable for disinfection performance deficiencies. 
 The conclusions from this research in the comparison between experimental data and numerical 
simulations have shown that 3D numerical models are able to reproduce the turbulent flow behavior, and the 
transport of a scalar throughout the CT with accuracy. From the analysis of the percentage average error 
between numerical and experimental data of both simulations, LES provides on average a greater accuracy in 
predicting hydrodynamics behaviour. Although RANS has been able to reproduce the time-averaged flow 
properties quite well, LES has provided a larger amount of information on instantaneous flow field, which 
makes it capable to capture the flow unsteadiness that characterise the contact tank hydrodynamics and 
solute transport. 
 Testament of the ability of the modelling approaches is also reflected in the good match of simulated 
Residence Time Distribution (RTD) curves compared to those from the experiments. Flow in CTs exhibits a 
RTD curves which is often significantly different from that dictated by plug flow. The correlation between the 
hydrodynamics and the tracer RTD curves obtained in each compartment demonstrate that advection is the 
main mode of tracer transport and demonstrates the strong interlink between the hydrodynamics and solute 
transport.  
 It is shown that the inlet conditions led to elevated levels of turbulence primarily as a result of interactions 
with bed and side boundaries and have a marked influence on the hydrodynamics in the early compartments 
of the tank, causing significant recirculation zones in a large portion of the compartment and leading to 
subsequent three-dimensionality.  
 Beside strictly contact tank’s hydraulics aspects, the focus undertaken on the junction between the first 
and the second compartment and those compartment in itself, allow us to provide also an intuition on more 
universal phenomena that take place herewith. Following a serpentine path, the water jet crashes against the 
boundary wall and, in the junction between the first and second chamber a well-defined deflection of the flow 
is observed with the consequent occurrence of the separation of the flow. Flow separation forms secondary 
currents and vortices that may in turn influence the turbulent transport and interconnected processes beyond 
hydrodynamics. Understanding how a turbulent separated flow impacts upon the transport of a solute can be 
of particular interest in hydro-environmental applications. 
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ABSTRACT  
 
Water distribution networks (WDNs) are of crucial infrastructures that are required to satisfy urban water 
needs with desirable quality and quantity. The hydraulic performance of each WDN is highly affected by 
uncertainty in the system’s parameters, such as nodal demands and pipe friction factors. The input 
uncertainties are spread out over the system and introduce uncertainty to the network responses, nodal 
pressures, and pipe velocities. Those uncertainties may easily violate the design criteria and significantly 
influence the system reliability. Hence, an important issue in the design of a WDN is to know the extent to 
which the imprecision of the independent input parameters affects the system output variables and hydraulic 
performance. Answering this question can be very complicated when the pipe network is large and complex in 
its configuration. Accordingly, analyzing the uncertainty effects in pipe systems has become a challenging 
topic for researchers in recent years. In designing a water distribution network, the system’s hydraulic 
performance is taken into account by some indices like the reliability, resilience, and vulnerability. This study 
introduces a new fuzzy index represents the fuzzy behavior of system responses and its application as an 
alternative objective function in the multi-objective design of WDNs. The new index needs uncertainty analysis 
of each design scenario. Using a self-adaptive Non-Dominated Sorting Genetic Algorithm (NSGA-II), the fuzzy 
design is solved and the optimum trade-off between the objective functions is derived, and the solutions are 
discussed. Alongside the cost-fuzzy index, some other features of the solutions are analysed and the Pareto 
optimal front is investigated.  
 
Keywords: Uncertainty analysis; Water Distribution Network (WDN); fuzzy sets theory; multi-objective 

optimization; reliability.  
 
 
1 INTRODUCTION  
 In traditional approach of Water Distribution Networks (WDNs) design, generally, crisp values are 
considered for the system’s input parameters, such as demands, the roughness of pipes, reservoir or pump 
station heads, etc. According to these crisp values, candid scenarios are further analyzed and pressure head 
in junctions, flow velocity in pipes, etc. are calculated as the system’s responses that are inevitably crisp too. 
Based on this approach, the best solution(s) is/are determined while the design objective(s) and constraints 
would be crucial factors in the final decision taking. This is while input parameters are exposed to some level 
of uncertainty spread over the system and make the system’s responses to be imprecise as well. In this 
regard, the general view is that if the most pessimistic values are simultaneously taken into account for all 
input parameters, accordingly the most critical values (extreme points) of responses would be modeled. The 
following simple example demonstrates how this presumption could be wrong in some cases when we 
consider looped networks. The system includes a simple 1-loop pipe network having five links and four 
junctions supplied by a fixed head reservoir at elevation 78m. Geometric and hydraulic properties of the 
system are shown in Figure 1. Except for Hazen-Williams (H-W) roughness, all other parameters are assumed 
to be fixed with no uncertainty. Field and laboratory tests demonstrate that Hazen-Williams roughness of pipes 
would averagely be 125. However, based on technical knowledge and engineering experience, a designer 
considers േ	25% uncertainty associated with the roughness of pipes. In other words, the maximum and 
minimum values of H-W roughness are expected to be 150 and 100, respectively. According to the above 
general view, the designer sets H-W roughness equal to 100 for all pipes supposed to result in the worst nodal 
pressure head for all junctions. Figure 1a represents the nodal pressure heads calculated on the basis of this 
scenario. Figure 1b reveals that the previous scenario would not produce the most critical minimum nodal 
pressure for Node 3. If we take a probable value of 150 for H-W roughness of Pipe 3, it can be seen that more 
hydraulic transmission capacity for Pipe 3, results in more energy loss along Pipe 2 as well, making 1.2m 
decrease in the pressure head of Node 2. Whereas, the average nodal pressure for other junctions increases 
0.8m as compared to the design scenario. Considering the same increase in H-W roughness, Pipe 5 has the 
same trend on pressure head of Node 4, in comparison to the design scenario. This is while many more 
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uncertain parameters, several loops, etc. and complexity of these parameters interaction make the uncertainty 
analysis much more complicated in the case of large real pipe networks. 
 In the present study, first, the application of fuzzy sets theory for uncertainty analysis of pipe networks is 
briefly pointed out. Secondly, according to the features of fuzzy uncertainty analysis, a new systematic 
scheme to handle the efficiency of uncertainty analysis of fuzzy systems is discussed. Further, a new fuzzy 
metric is introduced to the fuzzy multi-objective design of pipe networks and it is demonstrated that the new 
metric could effectively find better solutions, which have more resistance to uncertainty. 
 

 
Figure 1. An illustrative example of a simple fuzzy pipe network. 

 
2 FUZZY ANALYSIS OF PIPE NETWORKS 
 In a fuzzy analysis of pipe networks, the system’s parameters, such as nodal demands, the roughness of 
pipes, etc., are not considered to be crisp. In fact, according to Figure 2a, each fuzzy parameter belongs to an 
interval in which the membership changes from 0 in its two extremes (named support ends) to 1 in the crisp 
value. Based on the level of uncertainty represented by a so-called operator a-cut (Figure 2b), the same 
interval of variations are determined to all sources of input uncertainties spread over the system making the 
responses uncertain too. In other words, according to a given level of uncertainty a-cut, each response of the 
system would change over the corresponding unknown interval (Figure 2c). The aim of a fuzzy analysis is to 
find the extremes of responses over some a-cuts and capture the fuzzy membership functions for all 
responses.  
 

 
Figure 2. Fuzzy input-output model concept. 

 
2.1 Optimization-based approach to fuzzy analysis 
 As mentioned above, the fuzzy analysis of pipe networks leads to finding the two extreme points for eac h 
fuzzy response. One of the practical approaches to determine these extremes is to define the problem as a 
mathematical problem in which the input uncertainties are decision variables and each response would be the 
objective function that is going to be once minimized and maximized. In this context, a many-objective 
optimization approach has been introduced by Sabzkouhi and Haghighi (2016). This new approach is 
significantly more efficient in comparison with other optimization-based approaches proposed in previous 
studies (Revelli and Ridolfi, 2002; Branisavljevic and Ivetic, 2006; Spiliotis and Tsakiris, 2012; Haghighi and 
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Keramat, 2012; Haghighi and Asl, 2014; Sivakumar et.al., 2016). For a real case study, Sabzkouhi and 
Haghighi (2016) reported that the many-objective PSO (MOPSO) could significantly outperform other 
optimization based approaches. Figure 3 shows a conceptual framework describing how the many-objective 
model works (Sabzkouhi and Haghighi, 2016).  

 

 
Figure 3. Conceptual description of the fuzzy model for pipe networks analysis. 

 
 Example 1 

For evaluating the many-objective approach, the results of an example used by Sabzkouhi and 
Haghighi (2016) is reported here. The example contains a small theoretical pipe network introduced by 
Revelli and Ridolfi (2002) and then, used as a benchmark by Gupta and Bhave (2007) and Haghighi and 
Asl (2014). The details of network’s components are shown in Figure 4. To estimate the friction losses, 
the Chezy-Manning formula with the Gauckler-Strickler coefficient is used in this example. The reservoir 
head ሺܴሻ and all nodal demands ሺݍሻ include at most േ	0.5	m and േ	5	% uncertainty, respectively, while 
their crisp (most likely) values are presented in Figure 4. Also, all Gauckler-Strickler coefficients ሺܿሻ 
include at most േ	8.33	% uncertainty and have the crisp value of 60	݉ଵ/ଷିݏଵ. For fuzzy analysis of the 
network to find the fuzzy responses ܲ in nodes and ܳ in pipes, the input fuzzy numbers ܴ, ݍ and ܿ are 
discretized with five ߙ-cuts including ߙ ൌ 0, 0.25, 0,5, 0.75 and 1. For each ߙ-cut except 1, the MO-PSO 
model is required to apply to the network to find the upper and lower bounds of the eight hydraulic 
responses ଶܲ, ଷܲ, ସܲ, ܳଵ, ܳଶ, ܳଷ, ܳସ and ܳହ. Accordingly, there are totally 16 objective functions in each ߙ-
cut meaning that if the problem is supposed to be solved by a single-objective model, the optimization 
must be 16 times applied. Based on the membership functions of responses presented in Figure 5, the 
results of MO-PSO are found in a good agreement with those of the iterative single objective approach by 
Revelli and Ridolfi (2002) using the quadratic programming method. Also, the fuzzy analysis reveals that 
the input uncertainties may result in significant uncertainties in the network hydraulic responses. For 
instance, the pressure head at node 3 may experience െ	17.7	% to 	13.4	% uncertainty due to the 
aforementioned input uncertainties. The uncertainty influences on the pipe discharges are much more 
dramatic than on the nodal pressures. For example, due to the input uncertainties the flow discharge in 
pipe 3 may experience െ	49.4	% to 	47.5	% uncertainty with respect to its crisp value. 

 
2.2 Optimization-free approaches to fuzzy analysis 

Against optimization based approaches, there are some analytical schemes having some simplifications 
to eliminate the optimization process (Spiliotis and Tsakiris, 2012; Gupta and Bhave, 2007). Most of these 
methods assume that over the intervals of input uncertainties, system responses vary monotonically. So, 
nonlinear nature of governing equations of pipe network hydraulics causes these approaches to have 
acceptable results only for small changes in input uncertainties. This clearly reveals that these approaches 
have different accuracy for various uncertainty levels. It is worth mentioning that the many-objective approach 
is appropriate for any type of monotonic or non-monotonic input-output systems since it searches the decision 
space without considering the form of problem topology. This is an outstanding feature, particularly when we 
do not know how the system outputs change with the inputs. Moreover, when the system exposes to large 
input uncertainties, optimization based approaches are still reliable.  
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Figure 4. Network layout for Example 1 (Revelli and Ridolfi, 2002). 

 

 
Figure 5. Membership functions of hydraulic responses for Example 1 

 
3 FUZZY DESIGN OF PIPE NETWORKS 
 
3.1 Master model 

The fuzzy analysis approaches explained in section 2.1 and 2.2 previously are only able to assess the 
uncertain behavior of an existing system or a known design scenario. In the case of fuzzy design, however, 
we need a master model including a fuzzy analysis model (Part I) and an optimization solver (Part II) 
coupled to each other in order to iteratively analyze different candid solutions to satisfy design constraints 
while promoting the design fuzzy objective(s). This issue implies that if the MOPSO is selected to use in Part I, 
we require two interactive optimization processes, one includes the new many-objective approach for Part I 
(fuzzy analysis process) and another includes common multi-objective for Part II (design process). These two 
nested optimizations, however, make the fuzzy design a too complicated and time-consuming process. 
Hence, to have a more efficient master model in fuzzy design, we assume that the input uncertainties are 
small and accept the accuracy of optimization-free approach in the fuzzy analysis of pipe networks. Among 
the methods that benefit this approach, the present study exploits Impact Table method introduced by Gupta 
and Bhave (2007) to fuzzy analysis during fuzzy design procedure. 
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3.2 Design objective functions 
The fuzzy design of pipe networks in this study includes two conflict objectives so that the trade-off 

between them is going to be obtained using Non-dominated Sorting Genetic Algorithm NSGA-II (Deb et.al., 
2002). The first objective function is the capital cost of pipe network which is going to be minimized. The 
second objective is an index related to a fuzzy feature of nodal pressures as the system responses. To define 
this fuzzy index, imagine the general form of a fuzzy membership function of the response ሺܲሻ, as illustrated in 
Figure 6. As can be seen, for the uncertainty level of ߙ ൌ 0, ܲ௦ െ ܲ,ఈୀ and ܲ,ఈୀ െ ܲ௦ indicate the 
maximum uncertainty expected to nodal pressure ܲ, where ܲ,ఈୀ and ܲ,ఈୀ are the supports of the fuzzy 
number ܲ whose crisp value is ܲ௦. To make these uncertainties dimensionless, they are divided by ܲ௦. 
So, we define a fuzzy factor demonstrating in what extent the response ܲ is exposed to input uncertainties: 

 
ܫܨܵ ൌ ାܫܨܵ   [1] ିܫܨܵ

 

ାܫܨܵ ൌ
್,ഀసబିೝೞ

ೝೞ
ିܫܨܵ  ,   ൌ

ೝೞି
ೌ,ഀసబ

ೝೞ
 [2] 

 
in which	ܵܫܨ is Support-based Fragility Index consisting of ܵܫܨାand ܵିܫܨ, the outward and inward Support-
based Fragility Indexes, respectively. The more ܵܫܨା and ܵିܫܨ are, the more fragile the system is. Equation 1 
is general form of ܵܫܨ. However, based on the aim of application, we may prefer only the outward or inward 
 Since in steady state design of pipe networks the minimum nodal pressures are more critical, in this .ܫܨܵ
article, we just consider ܵିܫܨ and instead of ܲ௦, the minimum required design pressure ܲିௗ is defined in 
Equation 2. So: 

 

ܫܨܵ ൌ
షି

ೌ,ഀసబ

ష
 [3] 

 

 
Figure 6. Components for defining fuzzy 

objective function ASFI. 
 
 Since negative value for ܵܫܨ is not meaningful, we set ܵܫܨ ൌ 0 where ܲ,ఈୀ	> ܲିௗ. Because there are 
ܰ nodal pressures in the system, in order to have a fuzzy index, the general representative of all responses, 
we define the Average Support-based Fragility Index (ܫܨܵܣ) as follows: 

 

ܫܨܵܣ ൌ
∑ ఠ	ௌிூ
ಿ
సభ

ே
 [4] 

 
where ߱ is the weight coefficient related to the importance of ݅th junction in the system. In this study, all 
junctions have a same order of importance. So, ߱ is 1 for all nodes. 
 Finally, in addition to the capital cost of the network, ܫܨܵܣ is defined as the second objective function in 
NSGA-II. Both objectives are going to be minimized. 

 
3.3 Design variables and uncertain input parameters 
 In the proposed multi-objective method, pipe diameters are taken into account as the design variables 
chosen from any available commercial list. Also, the roughness of pipes and demand of junctions are 
considered to be the input uncertainties. The present study assumes that uncertainty is attributed to uncertain 
input parameters and does not include design variables. 
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 Example 2 
The fuzzy multi-objective design method is applied to a hypothetical two-loop network from the 

literature (Alprovits and Shamir, 1977). The network consists of eight pipes, six consumption nodes that 
gravitationally supplied by an elevated tank with 210m in total head. The system layout is depicted in 
Figure 7 and the nodal details are represented in Table 1. All pipes have 1000m length and 130 Hazen 
W. roughness. The demands and pipes roughness are exposed to the maximum േ	10	% uncertainty. 

 

 
Figure 7. The layout of Example 2 (Alprovits and 

Shamir, 1977). 
 
 The optimal Pareto front for the Cost-ASFI indices and their corresponding maximum SFI and resilience 
index (Prasad and Park, 2004) are shown in Figure 8. Some optimum scenarios from the previous researches 
(Savic and Walters, 1997; Abebe and Solomanite, 1998; Samani and Zanganeh, 2010) have taken only the 
cost into account as the objective function as presented in columns 1 to 6 of Table 2. Some notable non-
dominated solutions obtained here are also reported in columns 7 to 10. As seen in Figure 8 and more 
precisely in Table 2, there is a significant improvement in ASFI index for the scenario of column 8 as 
compared with the design scenario of column 7, i.e., the least-cost scenario. For only 1 k$ change in the cost, 
the ASFI, the mean relative uncertainty of nodal pressures, decreases from 17.3 % to 8.1 %. Except for few 
small drops, other solutions on the Pareto front have a similar trend in Cost-ASFI trade-off. However, 
alongside ASFI, simultaneously considering the maximum SFI and Resilience Index reveals that the priority of 
solutions may change if other hydraulic features are taken into account. For example, let’s assume that 
between the solutions 3 and 4, a decision maker would prefer solution 4 since it is slightly more expensive but 
with less ASFI as compared to solution 3. While the Resilience Index and the maximum SFI indicate that 
solution 3 is a better scenario with about 4.5% improvement in the probability of failure for the system’s critical 
node.  
 Another benefit obtained from the fuzzy design, is to improve and diversify the multi-objective search. For 
example, column 2 in Table 2, presents a better solution than column 8 so that with the same cost a 
noticeable improvement in the ASFI, Max. ASFI and Resilience Index has been achieved.  

 
Table 1. Junction details for Example 2. 

Node No. 
Elevation  

(m)  
Demand 

 (l/s)   
3 160 27.8 
2 150 27.8 
5 150 75 
4 155 33.3 
7 160 55.6 
6 165 91.7 
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Table 2. Results of scenarios and objectives for Example 2. 

 Pipe No. 
Savic & 
Walters 
 (1997 )  

Abebe & Solomanite  
(1998) 

S
am

an
i &

  
Z

an
g

an
eh

  
(201

0 ) 

Present  
Study 

 (1) (2) (3)  (4) (5) (6) (7) (8) (9) (10) 

1 457.2 508.0 457.2  457.2 457.2 457.2 457.2 457.2 457.2 457.2 

2 254.0 254.0 355.6  406.4 254.0 254.0 254.0 355.6 355.6 355.6 

3 406.4 406.4 355.6  355.6 406.4 406.4 406.4 355.6 355.6 355.6 

4 101.6 25.4 25.4  50.8 101.6 101.6 101.6 25.4 50.8 25.4 

5 406.4 355.6 355.6  355.6 406.4 406.4 406.4 355.6 355.6 355.6 

6 254.0 254.0 25.4  25.4 254.0 254.0 254.0 152.4 152.4 25.4 

7 254.0 254.0 355.6  355.6 254.0 254.0 254.0 355.6 355.6 355.6 

8 25.4 25.4 304.8  254.0 50.8 25.4 25.4 254 254 304.8 

Cost (k$) 419 420 424  439 422 419 419 420 423 424 

ASFI 0.1727 0.1721 0.0738  0.0713 0.1714 0.1727 0.1727 0.0809 0.0808 0.0738 

Max. SFI 0.2857 0.3303 0.2940  0.2777 0.2877 0.2857 0.2857 0.2540 0.2517 0.2940 

Resilience  0.1534 0.1579 0.2478  0.2822 0.1557 0.1534 0.1534 0.2489 0.2544 0.2478 

 

 
Figure 8. Pareto optimal front for Cost-ASFI and the 
corresponding maximum SFI and resilience index. 

 
 The above details in Example 2 show that the proposed fuzzy multi-objective approach for the design of 
pipe networks has two advantages over the single objective cost-effective design. First, a general benefit is 
related to the feature of novel fuzzy index (ASFI) which reveals the sensitivity of the design to the input 
uncertainties. The second is associated with the potential of better diversity of optimization search because of 
the second objective. 
 
4 SUMMARY AND CONCLUSIONS 
 In this article, the optimization-based and optimization-free approaches for the fuzzy analysis of pipe 
networks were discussed. The optimization-based approach has less efficiency in real large networks but 
more accurate especially in the case of significant uncertainties. In this context, a novel Many-Objective PSO 
(MOPSO) model to the fuzzy analysis of pipe networks was introduced. In the fuzzy design process, however, 
by exploiting the MOPSO to analyze scenarios result in a two-nested optimization that makes the design very 
time-consuming and complicated. To make the computations efficient, some simplified assumptions were 
adopted to use an optimization-free model for fuzzy analysis of each design alternative. Also, for the fuzzy 
multi-objective design optimization, a standard version of NSGA-II was applied. In addition to the cost, a new 
metric named Averaged Support-based Fragility Index (ASFI) was introduced to the network design as a 
second objective function. The ASFI considers the overall uncertainty in the system responses. During the 
design process, the NSGA-II attempts to minimize both the ASFI and the cost of the network. Comparing the 
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results with those of single objective optimization in previous researches revealed that the multi-objective 
design based on the fuzzy metric (ASFI) could effectively give the designer a better insight into the system 
performance in existence of uncertainties. Generally, as the cost of solutions on the Pareto front decreases, 
the uncertainty associated with the system’s responses increases. For the example pipe network, the least 
cost design has a cost of 419 k$ and an ASFI of 0.1727. While, accepting an increase of only 1 k$ in the 
network cost could reduce the level of system uncertainty (i.e. the ASFI) from 0.1727 to 0.0809, i.e., 53.1% 
drop in overall uncertainty. Also, it seems that the new metric could improve the diversity of search and 
capture better solutions with the same costs as compared to the single objective optimization approaches. For 
instance, a solution with the cost 420 k$ has an ASFI of 0.1721 in the single objective design, but 0.0809 in 
the introduced fuzzy multi-objective design.   
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ABSTRACT  
 
Measurement and collection of river discharge during a flood are of vital importance for a proper management 
of a river basin especially in huge floods when conventional flow measurement methods, such as a float 
method or a point by point measurement with a probe type instrument, are difficult to apply. Unfortunately, 
such a situation occurred several times in Japan in recent years due to the increase of high water level floods. 
In order not to miss such flow measurements, the use of imaging techniques has been paid attention in the 
past decade, i.e., the use of video images recorded by a river monitoring camera installed at several locations 
along a river. It is because such a video recording system is hard to be destroyed even when overtopping 
flows takes place. Among the imaging techniques, the space-time image velocimetry (STIV) is considered as 
one of the most robust techniques for discharge measurements possible to apply even when the video images 
were deteriorated by several causes. In order to distribute the idea of using STIV technique more efficiently, 
software KU-STIV was developed in this research. With KU-STIV and some additional hardware installation, a 
real-time measurement becomes possible. The system to use a far-infrared camera in combination with an 
image sharpening device was introduced for establishing an all-time and real-time system including 
measurements during the night. 
 
Keywords: Surface flow measurement; image-based technique; STIV; real-time discharge measurement. 
 
 
1 INTRODUCTION 
 In establishing a flood risk management strategy, the information of river discharge as well as the rainfall 
intensity distribution is crucial for providing reliable prediction data. Regarding the rainfall data in Japan, high 
resolution rainfall information has come to be available by using a sophisticated radar technology such as the 
X-band MP radar, which covers the river basin with a spatial resolution of 250 meters. In fact, most of the 
Japanese islands are covered by twenty-six X-band radars. However, with respect to the river discharge 
information, the measurements are conducted at most at one or two locations along a river even in the first-
class rivers, but what is worse is that the available discharge data for the smaller second-class rivers are quite 
rare. Considering the fact that inundation disasters tend to occur more frequently in small-scale urban rivers, 
flow monitoring is important to understand the runoff process, especially in smaller rivers in addition to the 
monitoring of larger rivers. 
 In order to satisfy such a requirement, the use of river monitoring cameras installed along a river is 
recommended and for that purpose the software capable of executing real-time flow measurements, KU-STIV, 
was developed. For example, the local government Hyogo Prefecture in Japan installed more than one 
hundred cameras within a number of river basins, but at present, those cameras are used only to provide 
images of river flow conditions on the web and not used for extracting quantitative information, such as flow 
velocity or discharge. If it would become possible to use such cameras for real-time flow measurements, the 
spatial density of available flow information would increase significantly and the data can be used for a more 
reliable flood risk management. However, the existing river monitoring systems are difficult to use for the video 
images during the night. In this paper, after several functions of KU-STIV are introduced, the recommended 
system to use a far-infrared camera in combination with an image sharpening device is introduced for 
establishing an all-time and real-time measurement system. 
  
2 OUTLINE OF MEASUREMENT BY KU-STIV 
 The space-time image velocimetry (STIV) technique is a surface flow measurement technique developed 
by Fujita et al. (2007), which utilizes video images of a river surface flow mainly paying attention to streamwise 
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velocity distributions for obtaining discharge data. This feature is conceptually different from the large-scale 
particle image velocimetry (LSPIV) technique developed by Fujita et al. (1998), which can provide two-
dimensional velocity vector distributions from obliquely viewed river surface images as in the case of LSPIV 
(Le Coz et al., 2010; Hauet et al., 2008; Muste et al., 2014). The process of STIV comprises five steps: (1) 
import video file; (2) camera calibration; (3) generation of space-time image (STI); (4) STIV analysis; and (5) 
discharge measurement. 
 
2.1 Import of video files 
 In this step, river surface images usually taken from an obliquely viewed angle are imported to the 
software. The advantage of the KU-STIV is that it can import movie files as well as sequential static images 
with a specified time interval. The acceptable types of movie files are AVI, MP4, M2TS, MTS, and PVF and 
static files are JPEG, BMP, and PNG. A longer movie files can be manipulated to generate a shorter clip file. 
The advection feature of surface flows can be visually recognized either on the original screen or on the ortho-
rectified screen to be explained later. 
 

 
Figure 1. The arrangement of ground control points (GCP) in physical and screen coordinates. 

 
2.2 Camera calibration 
 In this step, the mapping relation between two-dimensional screen coordinates (x,y) and three-
dimensional physical coordinates (X,Y,Z) is established using the coordinate data of ground control points 
(GCPs), as shown in Figure 1. In KU-STIV, direct linear transformation (DLT) equations: 
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are used as a first guess of the mapping relationship. A1 ~ C3 are the coefficients to be determined by a least 
square method using GCP coordinates. Then, the following collinearity equations: 
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are used to finally determine the mapping relationship with some trial and error procedure. (X0, Y0, Z0) is the 
physical coordinate of a camera lens, (x0, y0) is the principal point coordinates in the screen coordinates, f is 
the focal length, and aij are coefficients related to camera angles. In order to generate an ortho-rectified image, 
a water level data is required, which can be given manually or transmitted via a web network at a specific time 
interval in the real-time system.  
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 In the first place, the accuracy of the image transformation can be visually confirmed, as shown in Figure 
2. The confirmation is executed by drawing a line segment from each GCP to the assumed water surface level 
using the calibrated data of image transformation. If the camera calibration is successfully executed, the green 
lines will be drawn vertically towards the water level point from each panel center, as indicated in Figure 2a 
and at the same time a transformed ortho-rectified image will be displayed, as shown in the Figure 2b. If the 
camera calibration fails, the green lines will start from different points other than GCPs and the lines will be 
drawn obliquely. In that case, the camera calibration process has to be repeated until it reaches a stable 
converged state by changing the initial guess value of camera parameters. The size of the transformed image 
can be controlled by specifying the pixel size and its display area can be determined by setting the vertical 
and horizontal coordinate ranges, as indicated in Figure 2b. Quantitative evaluation of image transformation 
can be performed by comparing the measured GCP coordinates with those calculated by using the inverse 
relation of Eq. [1] and Eq. [2]. As an example, the calculated length errors in both directions (dX, dY) are 
shown in Figure 3, indicating that errors at farther points from the camera on the right bank are larger than the 
left bank data. This is because the spatial image resolution is much lower at far points, but considering the 
river width is about 150m, the error of less than one meter seems to be negligible and the generated 
transformed image shown in Figure 2b can be used in STIV analysis.  
 

Figure 2. Confirmation process of image transformation; vertical green line segment connects GCP to 
the assumed plane of water surface. 

 

 
Figure 3. Evaluation of image transformation. 

 
2.3 Generation of space-time image (STI) 
 In this step, search lines for the STIV analysis are first set in the direction of main flow, as shown in 
Figure 4. For the purpose of discharge measurement, the search lines with the same spacing are first drawn 
in the ortho-rectified image and corresponding lines are displayed in the original image. In Figure 4, fifteen 
search lines with a length of 11.3m and a spacing of 8.6m are prepared, which covers a spanwise width of 
120.4m. Space-time images are then generated by stacking the image intensity distribution along a search 
line in the downward direction. It should be noted that since the original image is generally distorted, simple 
stacking of search line would produce erroneous STI because the length scale varies continuously along a 
search line. In order to generate an STI with a constant scale along a search line direction, the pixel length of 

(a) Original image (b) Transformed ortho-rectified image 
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a search line in the original image is first obtained as Ls pixels. Then, start and end coordinates of a search 
line, SS(xs,ys) and SE(xe,ye) shown in Figure 5, are converted into physical coordinates, PS(Xs,Ys) and 
PE(Xe,Ye). The distance between PS and PE is the physical length of the search line Lp. Next, Lp is divided by 
Ls to obtain the unit pixel length (DL) along the search line and the physical coordinates along the search line 
with a unit length of DL are converted into screen coordinates SP(xp,yp). Since the calculated pixel location of 
SP does not always an integer value, the image intensity at SP is obtained by a two-dimensional interpolation 
of pixel intensities close to SP. These steps are repeated until the interpolated point reaches the end of the 
search line, thereby image intensity distribution along a search line with no distortion is obtained. This process 
is repeated until the end of the frame to generate an STI. In STIV analysis, since a conventional measurement 
time is about ten to twenty seconds, the vertical image size becomes 300 to 600 pixels if an NTSC video 
standard is used. The horizontal image size depends on the resolution of the original image but a size 
comparable to a vertical size is preferred for the analysis. 
 

 

Figure 4. Setting of search lines before and after image transformation. 
 

 As an example, three STIs generated from the original video image presented in Figure 4 are shown in 
Figure 5. Since the measurement time was fifteen seconds, the vertical size is 450 pixels and with an 
increasing distance from the camera location, the apparent horizontal length decreases from 799 pixels to 246 
pixels although the actual physical length is the same as 11.3m. To compare the image features appeared in 
each STI, the original STIs as well as horizontally stretched STIs are demonstrated in Figure 5. It is obvious 
that oblique patterns appear in each STI indicating the advection feature of irregular surface pattern. It should 
be noted that even the farthest STI, measured at more than 120m from the camera, includes a pattern 
indicating the surface flow. If LSPIV is used in this condition, it would be quite difficult to obtain reliable data 
because the quality of a rectified image deteriorates as the distance from the camera increases. As an 
example, local surface area around the search line No.15 is shown in Figure 4b, indicating that the surface 
feature is significantly blurred and LSPIV would yield erroneous data. Conversely, the local pattern around 
No.2 shown in Figure 4b includes detailed surface features capable to use in LSPIV. Another advantage of 
STIV over LSPIV is that the sequential ortho-rectified images are not required as in LSPIV, which needs a 
large amount of recording space. On the other hand, STIV records only the STIs for the search lines, which 
requires a little data storing space. 

 

(a) Original image (b) Transformed ortho-rectified image 
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 Figure 5. Generation of STI and examples. 
 
2.4 STIV analysis 
 It is obvious from Figure 5 that an STI contains enough information about the velocity flowing along a 
search line by displaying almost uniform oblique pattern. The significant point is how to extract the average 
pattern gradient accurately and efficiently from an STI. In KU-STIV, a gradient tensor method (GTM) (Fujita et 
al., 2007) is used as a default method. In GTM, the pattern gradient can be calculated by: 
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g(x,t) is image intensity distribution of STI and A is a small window area to calculate a local gradient within it. 
The velocity obtained by STIV is a time and line average velocity calculated by the following equations: 
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Sx and St are the length scales in horizontal and vertical directions, respectively, and C is an image coherency, 
which takes zero for white noise and one for clear pattern (Jähne, 2005). In the gradient tensor method, local 
gradients calculated for a number of windows are averaged by taking coherency as a weigh parameter. In the 
default condition, a square with 30 by 30 pixels is shifted at a spacing of 10 pixels in each direction to cover 
the entire STI and the calculated mean gradient by Eq. [8] is displayed in a form of parallel lines, as indicated 
in Figure 6a to visually check the accuracy. It can be noted that darker coherency area corresponds to clear 
pattern in STI. Figure 6 shows the calculated gradient agrees fairly well with the feature pattern.  
 

 

Figure 6. STIV result by KU-STIV for search line No.1; (a) calculated pattern gradient, (b) coherency 
distribution, darker color is for larger coherency. 

 
 On the other hand, when the feature pattern is not clearly visible as in the case of the search line No.15 
shown in Figure 5, the calculated gradient occasionally yields obviously an erroneous result, as indicated in 
Figure 7a. In such a case, the original image can be processed by a histogram equalization filter to enhance 
the feature included in the original image, as provided in Figure 7b. In KU-STIV, the pattern gradient can be 
measured manually by drawing appropriate oblique lines in the processed image, as shown in Figure 7b, in 
which seven lines are tentatively drawn. The averaged velocity in this case is 1.14 m/s, which is smaller than 
the default value of 1.92 m/s. The newly obtained value is more reliable considering the agreement with the 
pattern slope. Figure 8 is the surface velocity distribution thus obtained by KU-STIV. 
 

 

Figure 7. STIV result by KU-STIV for search line No.15; (a) calculated pattern gradient, (b) manual 
measurement using image after histogram equalization; horizontal length is 11.3m and vertical scale is 15 

seconds. 
 

 
Figure 8. Calculated surface velocity distribution by KU-STIV. 

(a) calculated pattern gradient (1.14m/s)           (b) image filtering and manual measurement (1.92m/s)               

(a) calculated pattern gradient                 (b) coherency distribution 
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2.5 Discharge measurement 
 The discharge flowing at the cross-section of search lines is obtained by summing up the piecewise 
discharge for a search line by estimating a local depth-averaged velocity (Um) from the surface velocity (Us). A 
conventional coefficient converting Um from Us is 0.85, which would become smaller for a rougher bottom 
condition. The more reliable coefficient value can be obtained by comparing it with a more detailed 
measurement by an ADCP if available. In the previous example, the bathymetry data is given, as shown in 
Figure 9 with the water level of 78.7m at the time of measurement. The discharge thus obtained by using a 
conventional velocity coefficient was 352.1m3/s.  
 To show the measurement accuracy of STIV, another measurement example of a small flood at the 
Ishikari River in Hokkaido Japan is provided in Figure 10. The discharge measurement results by STIV with 
the converting coefficient of 0.85 are compared with those measured by an ADCP tagged along the Ishikari-
gawa Bridge. The results by STIV by using a normal high-definition video camera and a far-infrared camera 
show excellent agreements with ADCP data within the relative accuracy of 5%. 
 

 
Figure 9. The bathymetry at a cross-section; the water level was 

78.7m at the time of measurement. 
 

 
Figure 10. Comparison of discharge 
measurements at the Ishikari River. 

 
3 SYSTEM FOR SEQUENTIAL MEASUREMENT AND REAL-TIME MEASUREMENT 
 
3.1 Sequential measurement 
 Once the camera parameters were determined, measurements at other timing can be conducted by 
simply replacing the water level data. In order to analyze a sequential video images previously obtained, it is 
required that an input csv file listing a movie file name, water level, and measurement time line by line is 
prepared in the same folder where the video files are stored, as depicted in Figure 11. After KU-STIV reads 
the csv file, the program starts automatically by reading the file name and the water level from the csv file. 
Once the first video file is analyzed, the next video file is analyzed and so on until the end of the csv file. The 
analyzed data for one video file is saved into a newly generated folder with the same name as the video file.  
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Figure 11. Sequential analysis for previously obtained video data. 

 
3.2 Real time measurement  
 For establishing a real-time measurement, a set of hardware equipment has to be installed at the 
measurement site, as illustrated in Figure 12. Basically, the video data are recorded on a digital video recorder 
(DVR), capable to record all the image data consecutively for more than a month with 2 TB of data storing 
capacity, installed at the local site. KU-STIV and an image data management (IDM) software are installed on a 
micro server locally set at the site. The IDM controls the image sampling timing from the DVR while also 
controlling the KU-STIV. For example, the IDM can extract a ten seconds of video image at a time interval of 
ten minutes and the video files thus extracted are stored in a newly created folder with the name indicating the 
sampling time of day. IDM software can detect the creation of a new folder and activate KU-STIV to execute 
STIV analysis. Once the analysis has completed, while generating analyzed data, as shown in Figure 11, the 
IDM shuts down the KU-STIV software waiting for the next timing of STIV analysis. This process is repeated 
continuously until the administrator quits the software. The KU-STIV can be controlled remotely via an internet 
using the virtual private network (VPN) protocol. The water level information can be obtained either by a 
locally installed water level gauge or from the official web site containing water level data. The important 
feature of the system is that video image data are stored locally at the measurement site in order to avoid 
sending large amounts of image data via an internet, which sometimes overloads the signal traffic. 
 

 
Figure 12. General system of real-time measurement. 

 
4 EFFICIENT MEASUREMENT DURING THE NIGHT  
 In order to establish a real-time and all-time measurements, a high-performance camera capable to 
capture images even during the night or under a worse weather condition is indispensable. One of the imaging 
devise satisfying this requirement is a far-infrared (FIR) camera, which receives far-infrared light with the wave 
length of 6 to 15 �m much longer than that of visual light. With a far-infrared camera, it becomes possible to 
obtain bright images even during the night, as shown in Figure 13. However, the image quality sometimes 
deteriorates under some heat environment or weather conditions, making it difficult to detect surface 
advection features even on an STI. For solving such problems, KU-STIV system recommends to use an 
image sharpening device (ISD). An example demonstrating the effect of ISD is also shown in Figure 13. It is 
obvious that water surface features become much clearer by using ISD. It is also possible to use a high 
sensitivity camera instead of a FIR camera, but as long as visible lights are used by enhancing them, it would 
become difficult to detect detailed surface features under very little light. Moreover, rain drops may hinder the 
sight in rainy condition, which is not affected significantly in the image by FIR camera.  
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Figure 13. Effects of far infrared camera and image sharpening device at the Toga No.1 No.7 bNo.15e. 

 
5 CONCLUSIONS 
 The paper describes the performance of the software KU-STIV for measuring river surface velocity 
distributions and discharge efficiently by using an image-based technique STIV and sophisticated imaging 
devises. The performance of STIV has been evaluated in the practical application of flood measurements in 
Japan for a number of major rivers, although not shown in this paper. The advantage of imaging techniques is 
that it can measure the flow safely even in a peak flow condition, in which other methods such as a float 
method becomes impossible to carry out. Since the proposed real-time system introduced in this research has 
just been installed in several rivers in Japan, it would yield a discharge hydrograph when the next flood 
occurs. For constructing a stable real-time measurement system, a proper numerical evaluation of the quality 
of STI is needed. 
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ABSTRACT  
  
This work deals with the hydraulic performance of a long tunnel called "Tecorito", which is part of an irrigation 
main channel known as Canal Principal Humaya. It is located in the state of Sinaloa, Mexico and has a 
circular section of 6.5 m in diameter and a length of around 1200 m. Due to the irrigation needs in agricultural 
areas, it is required that the system channel-tunnel leads 120 m3/s, however, its functioning becomes 
problematic when it is driving higher water volumes to 90 m3/s. One of the difficulties to drive this flow rate is 
the water level that remains downstream, provoked by the operation of some hydraulic structures located 
forward of the tunnel. The current geometry of the system has some asymmetries, both, the entrance and exit 
of the tunnel are sloping, the first one has an abrupt contraction of section and the exit has an abrupt 
expansion with an adverse slope in the bottom. The data given for this study in conjunction with data obtained 
in a physical model, will form the basis to find the answers to issues such as: improve the geometry of the 
entrance and the exit, the flow depth in the channel under which flows at 120 m3/s, taking into account that at 
downstream, there is a water strut that obstruct the free flowing in the canal. Two designs of entry and exit 
were proposed, based on the trajectories of the streamlines obtained running the original case. A significant 
improvement in the hydraulic behavior of the system is observed after running these geometries. Regarding 
the capabilities of CFD software to predict the hydraulic depths downstream, was good considering that the 
measurement site had not the hydraulic conditions to carry out an appropriated measurement, however, such 
place is one of the point of interest to know the hydraulic performance of the hydraulic structure in study. 

 
Keywords: Numerical forecasting; free surface; hydraulic design; numerical data; experimental data. 

 
1 INTRODUCTION   
 The distribution net of which the Main Channel Humaya is part in Irrigation District No. 10, is formed by a 
series of principal, lateral, sublateral, and branch channels which are made of soil and/or concrete. On the one 
hand, due to its great length and its composition, high losses of water by infiltration is produced, affecting the 
volume of water available for crops, which makes it difficult to apply the irrigation service and reduces the 
flexibility of irrigation by extending irrigation intervals; (Castillo, J., 2011) on the other hand, this channel has a 
large number of hydraulic structures such as floodgates and siphons, rapids, etc. which together with its 
deterioration caused by important floods and lack of maintenance which is observed among other things in the 
lifting of slabs in some lengths of the channel and a large amount of sediment and weeds, lead to a reduction 
of hydraulic area and the loss of effective driving capacity of the canal. 
 The flow in channels has the characteristic of having a free surface and presents a series of forces such 
as gravity, friction, static and dynamic pressure, surface tension and turbulent effects among the most 
important, which make this type of flow very complex. This condition is aggravated when dealing with 
channels of composite sections, with different slopes, or when there are hydraulic or control structures, such 
is the case of this revision by numerical modeling.  
 In some events, like extreme rainfall, the flow regime in sewer systems may change from free surface to 
pressurized flow or vice versa, in such cases, flows in pipes are categorized as mixed flows. There are various 
types of flow conditions in transitional regimes, one of these is flow depressurization that produces a shock 
surface (Bashiri-Atrabi et al., 2016). Although this was observed during the experiments to calibration of 
numerical model, the present study does not focus on monitoring the air cavity as in the works of (Bashiri-
Atrabi et al., 2015;  Bashiri-Atrabi et al., 2016), but rather on the identification of turbulent structures that affect 
the discharge capacity of the tunnel.  
 This work deals with the study of the hydraulic operation of the Tecorito tunnel, which is of circular 
section and is located between the stations 07 + 924 - 09 + 124 of the system known as Humaya main 
channel. It has a length of approximately 1200 m, and was designed to conduct a flow rate of 100 m3/s, 
however, its operation is problematic when it is driven greater than 90 m3/s. The channel joins to the tunnel 
abruptly from a trapezoidal section to a circular one without a transition; it also has a (descending) step at the 
entrance to the tunnel; in the same way at the end of the tunnel, it is abruptly joined to the trapezoidal channel 
and there is also a step, in this case ascending.  
 The objective of this work is to locate the flow structures that are formed by channel-tunnel-channel 
interconnections and the presence of abrupt slopes at bottom (descending and ascending) to present 
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geometric alternatives that improve the hydraulic operation of the system (channel-tunnel-channel) and even, 
that allow to increase its capacity of conduction to 120 m3/s.  

 
2 METHODOLOGY  

 The first step was to calibrate the numerical model. The CFD FLOW-3DTM software was used to simulate 
the hydraulic behavior in the tunnel. To carry out the simulation, information collected in field (flow rate - flow 
depths) and data from other 1D- hydraulic software were used. The measurements were taken at around 13 
m from the entrance and 13 m from the end of the tunnel, and they are shown in the following table: 
 

Table 1. Field data measurements* and the HEC-RAS Software ** 

Q, m3/s h ups, m h dws, m
34.536 * 3.719 4.16 
79 * 4.095 5.061 
85 * 4.668 5.197 
90 ** 5.041 5.411 
91.5 ** 5.171 5.475 
92.5 ** 5.245 5.504 

 
 With these data, the above software was fed in order to calibrate it. Several simulations with different 

roughness of channel-tunnel surfaces (n = 0.017, n = 0.018 and n = 0.020) were carried out. The results 
closest to the field data was obtained with n = 0.017. The results and the error evaluation related to the field 
measurement data, are shown in Table 2.  The error obtained is less than 3%, so we can consider that the 
model and the input parameter to the software are suitable.  
 

Table 2. Hydraulic depths obtained with CFD software FLOW-3D TM and its error in percent   

Q, m3/s h ups num, m h dws num, m Error %, ups Error %, dws 
34.536 3.6262 4.1376 2.4952 0.5385 
79 4.0533 5.037824 1.0183 0.4579 
85 4.62411 5.1579 0.9402 0.7523 
90 5.0527 5.3988 -0.2321 0.2254 
91.5 5.1424 5.4753 0.5527 -0.00673 
92.5 5.2127 5.3945 0.6158 1.9894 

 
 The simulation results show that when circulating volume flow around 90 m3/s, the tunnel works 

intermittently: free surface - pressure. On the other hand, due to the topography and the presence of some 
hydraulic structures used in the operation of the main canal, it is often that water level remains downstream at 
a certain height. This standing water prevents the free passage of flow causing what is known as "hydraulic 
plug".  

 The initial results demonstrate the presence of certain turbulent structures that adversely affect the 
hydraulic behavior of the tunnel when it is not pressurized, and in the other hand, the current transversal 
channel geometry is not large enough to conduct 120 m3/s. The goal of this study is to propose modified 
geometries in such a way that the hydraulic functioning improves and to determine the hydraulic load on the 
tunnel roof and freeboard height of the side slopes needed to drive the flow rate mentioned through the 
information above, numerical modeling and experimental data. 

 
3 NUMERICAL MODELING  

 
3.1 Equations  

 The numerical modeling software used is the FLOW-3DTM, a tool based on the theory of Computational 
Fluid Dynamics which has been proven to be robust in solving engineering problems related to hydraulic and 
versatile in their applications. The problem was solved using the average Navier-Stokes: 
 
Continuity Equation: 
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Momentum Equation:  
 

డഢതതത

డ௧
 ఫܷഥ

డ
డ௫

ൌ 	െ
ଵ

ఘಿ

డത

డ௫
	 ݃  ேߥ

డమഥ
డ௫ೕ

మ െ
డ൫௨ഢ௨ണതതതതതതത൯

డ௫ೕ
                                             [2] 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5294 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          

 

 

Many turbulence models employ the concept of turbulent viscosity or turbulent diffusion to express turbulent 
stresses and the flow itself. 
 
3.1.1 RNG closure model  

 The RNG model approach is similar to k-ε model but includes an additional term in the equation of ε, 
modeling the dissipation of turbulence and average shear stress incorporates the effect of swirling turbulence, 
an analytical formula for the Prandtl number of turbulent and a differential formula to calculate the effective 
viscosity. In this model, Reynolds tensor is schematized manner analogous to the expression of molecular 
stresses such that: 
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 [3]                                                                 ߢߜ	

 
wherein T,  is turbulent viscosity coefficient based on the space and time and which in turn is assessed: 
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 where , is the kinetic energy of turbulence and , its dissipation, evaluated with the following transport 
equations, respectively: 
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where ܥଵఌ, ܥଶఌ, ߙ, ߙఌ, are explicitly derived in the RNG process. The main difference between the RNG model 
and the κ-ε standard model, is in the additional term Rε, which includes experimentally obtained constant 
values that make the model more sensitive to the effects of high deformations and curvatures of the 
streamlines that the κ-ε standard model, which explains its best performance in certain types of problems 
where vorticity is presented. B is a term that includes the effects of flotation, but this paper does not consider 
important temperature changes, hence, the influence of this term is negligible. 

 With respect to the coefficients in the RNG model which are shown in Eqs. [5] and [6], values are 
assigned as follows (Yakhot et al., 1992). The coefficient of C = 0.0845, C1 equal to 1.42, ηo equal to 4.38 
and β = 0.012 (obtained from experiments) diffusion constants, k and  are both considered equal to 0.7194. 
 
4 RESULTS  
 
4.1 Preliminary results 

 Simulation results were presented when circulating in the tunnel at 120 m3/s to see the influence of the 
transition of the entrance, which is an extension of the channel width of approximately 13 m length, it has a 
steeper slope than the main channel at the beginning of the tunnel entrance, and on the other hand, to know 
the influence of the outlet transition which is an extension of the tunnel to the channel about 18 m length, with 
adverse slope. The edges of the tunnel’s walls are straight. In the above simulations, the height of canal walls 
were raised with respect to the actual geometry to determine the required freeboard both upstream and 
downstream so that the channel could conduct the flow rate tested. 

It is pertinent to note that the results shown in Figures 1 to 6 correspond to the pressurized tunnel 
operation, is considered a freeboard of the slopes of the channel in order to drive 120 m3/s. Note that in Figure 
2, it can be seen that the crown edges of the tunnel causes the development of the boundary layer, the effect 
is seen in the delay of the flow patterns near the walls, being more pronounced in the upper corner. In Figure 
3, the influence of topography at outlet is notorious, causing the flow to be asymmetric and have some 
oscillation, which can also be verified in Figure 5. 
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Figure 1. Plane x-z of velocities in tunnel and entrance / outlet transitions 

 

 
Figure 2. Plane x-z of velocities, detail in tunnel’s entrance. 

 

 
Figure 3. Plane x-z of velocities, detail in tunnel’s outlet. 

 

 
t = 900 s, z = 3.0 m 

 
t = 900 s, z = 5.25 m 

 
t = 900 s, z = 8.0 m 

 
t = 900 s, z = 9.3 m 

 
t = 900 s, z = 10.3 m 

 
t = 900 s, z = 11.3 m 

Figure 4. Planes x-y of velocities to different heights in z, in tunnel’s entrance. 
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t = 900 s, z = 3.0 m t = 900 s, z = 5.25 m 

 
t = 900 s, z = 7.0 m t = 900 s, z = 8 m 

Figure 5. Planes x-y of velocities to different heights in z, in tunnel’s outlet. 

 
t=900 s, x = 60 m 

 

 
t=900 s, x = 450 m 

 
t=900 s, x = 800 m 

 
t=900 s, x = 1200 m 

Figure 6. Planes y-z of velocities to different points in x, in tunnel. 
 

4.1.1 Proposed geometries 
 When the tunnel works are pressurized, the problematic areas are the entrance and outlet. In Figures 4 

and 5, such parts can be seen, in which there are areas with turbulence and other areas of stagnation. 
Therefore, the modifications to these two structures based on the trajectories of the streamlines was proposed 
and they are shown below.  Also, the straight edges of the tunnel entrance were smoothed to reduce the 
development of the boundary layer. To test their performance, some numerical tests were carried out, which 
are described in Table 3. 
 

 
Figure 7. Alternative 1, series 1. Redesign of the entrance and outlet areas. 

 

 
Figure 8. Alternative 2, series 2. Redesign of the entrance and outlet areas. 
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Table 3. Descriptions of performance tests of alternatives proposed. 
Serie 1   

Test Description Q, m3/s n H1, m H2, m

GAS14.1 Flow rate is simulated in a geometry that follows 
the streamlines at the entrance and exit, with 

vertical slope walls. 

120.0 0.016 8.087 6.387 
     

 
Serie 2   

Test Description Q, m3/s n H1, m H2, m

GS24.1 Flow rate is simulated in a geometry that follows 
the streamlines at the entrance and exit, with 

gradual slope walls. 

120.0 0.016 8.087 6.387 
     

 
To save computational time, a gradually tighter mesh was used in the channel-tunnel and tunnel-canal 

(0.47 x 0.75 x 0.49) connections and another coarser along the tunnel (1 x 0.47 x 0.76). The simulation time 
was 900 s, but in some cases, the steady state is reached at approximately t = 450 s. 
 
4.1.2 Results of geometry of alternative 1 
 

  

Figure 9. Plane x-z tunnel's entrance Figure 10. Plane x-z tunnel's outlet 
 

 
t=477 s, z=4 m t=477 s, z=6.5 m 

 
t=477 s, z=9.0 m t=477 s, z=10.56 m 

Figure 11. Planes x-y transitions of tunnel's entrance to different elevations in z axis. 
 
 

 
t=477 s, z=2 m t=477 s, z=4.0 m 

 
t=477 s, z=6.0 m t=477 s, z=7.3 m 

Figure 12. Planes x-y transitions of tunnel's outlet to different elevations in z axis. 
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t=477 s, x=2m t=477 s, x=23 m t=477 s, x=27 m 

 

 
t=477 s, x=1250m t=477 s, x=1277 m t=477 s, x=1301 m 

Figure 13. Transversal planes y-z of velocity contours developing along the channel. 
 

4.1.3 Results of geometry of alternative 2 
 

 
Figure 14. Plane x-z of tunnel's entrance.  Figure 15. Plane x-z of tunnel's outlet. 

 

 
t=540 s, z=4 m  

t=540 s, z=6.5 m t=540 s,  z=8 m t=540 s, z=11 m 
Figure 16. View of x-y plane of the tunnel entrance transition to different elevations.  

 

 
t=540 s, z=2 m t=540 s, z=4.5 m 

 
t=540 s, z=6.5 m t=540 s, z=7.5 m 

Figure 17. View of x-y plane of the tunnel outlet to different elevations. 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5299



  
          

  

 

 
t=570 s, x=2m 

 
t=570 s, x=23 m 

 
t=570 s, x=27 m 

 
t=570 s, x=450 m 

 
t=570 s, x=900 m 

 
t=570 s, x=1250m 

 
t=570 s, x=1277 m 

 
t=570 s, x=1301 m 

Figure 18. Transversal planes y-z of velocity contours developing along the tunnel and channel. 
 
 In the previous figures, it is shown that the two designs improve hydraulic operation, for example, 
upstream, eliminating the stagnation zones, the influence of the boundary layer at the tunnel entrance, and 
downstream lessening the oscillation of the flow patterns at the outlet. For comparison purposes with the 
measurements in the physical model, the data extracted from alternative 2 were used. 
 
4.1.4 Measurements in physical model 
 After obtaining these results, it was proceeded to compare hydraulic depths obtained with the numerical 
model and the ones measured on a physical model of the system under study for different volumes flow. In 
relation to the conditioning of numerical model, the flow rate tested is introduced into the upstream boundary, 
while in the downstream boundary, initially (t=0) is the hydraulic depth corresponding to the backwater level 
due to operation of the channel. It was made as such to allow the model to predict the water depths for the 
circulating volume flow, as happens in the physical model. 
 In all of them and next graphics, MN* is related to the data obtained by numerical model, MF** to data 
measurement in the physical model and MC*** to data measurement in field. There are three measurements 
of volume flow and water depths made in the prototype, they will be included in the comparison of results. 
Results are shown in tables below. 
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Figure 19. Measurements in tunnel’s entrance in 

physical model. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20. Measurements in tunnel’s outlet in 
physical model 

 
Table 4. Comparison of hydraulic depth among numerical and physical modeling for Q=34.54 m3/s. 

Q 34.54 MN * Q 34.54 MF ** Q 34.54 

h ups, m  h dws, m h ups, m  h dws, m Error %, h ups Error %, h dws 
2.57 2.11 2.5558321 2.0753219 -0.5543361 -1.6709745 
2.97 2.31 2.9388421 2.188807 -1.0602101 -5.5369432 
3.17 2.38 3.1227477 2.2542937 -1.5131642 -5.5763053 
4.22 3.04 4.1748538 3.0142441 -1.0813840 -0.8544729 
5.48 4.13 5.4384947 4.5193243 -0.7631763 8.6146573 

 
 

Table 5. Comparison of hydraulic depth among numerical and physical modeling for Q=79.20 m3/s. 

Q 79.2 MN*   Q 79.2 MF **   Q 79.2 

h ups, m  h dws, m h ups, m  h dws, m Error %, h ups Error %, h dws 
3.4171124 4.4390588 3.47 4.16 1.5241383 -6.7081442 
4.5587959 4.615756 4.62 4.62 1.3247641 0.0918615 
5.0235133 5.1310759 5.05 5.07 0.5244891 -1.2046529 
6.1297908 5.917222 6.17 6.17 0.6516888 4.0968882 
6.4639006 6.2116656 6.5 6.5 0.5553754 4.4359138 

 
Table 6. Comparison of hydraulic depth among numerical and physical modeling for Q=85.72 m3/s. 

Q 85.72 MN*   Q 85.72 MF **   Q 85.72 

h ups, m  h dws, m h ups, m  h dws, m Error %, h ups Error %, h dws 
4.1143737 4.7916265 4.16 4.59 1.0967861 -4.3927342 
4.6767225 4.8677363 4.72 4.95 0.9168962 1.6618929 
5.0829883 5.3886046 5.15 5.36 1.3011981 -0.5336679 
6.1972628 6.1776834 6.27 6.44 1.1600829 4.0732391 
7.3839726 7.8752951 7.43 7.49 0.6194805 -5.1441268 

 
Table 7. Comparison of hydraulic depth among numerical and physical modeling for Q=120 m3/s. 

Q 120 MN *   Q 120 MF**   Q 120 

h ups, m  h dws, m h ups, m  h dws, m Error %, h ups Error %, h dws 
4.6268 6.2259 4.62 6.27 -0.1471861 0.7033493 

5.8296824 7.2693124 5.87 7.33 0.6868416 0.8279345 
6.1520748 8 6.2 7.99 0.7729871 -0.1251564 
7.5025115 9.375 7.59 9.31 1.1526812 -0.6981740 

            
5 CONCLUSIONS 
 Regarding the super elevation of embankments needed to increase the conducting capacity of the tunnel, 
it was found that it is necessary to increase 1.70 m upstream and 0.5 m in downstream in order that the 
channel is driven to 120 m3/s. 
 With respect to the proposed geometries, it is shown that by designing them in base of streamlines 
improved the hydraulic performance in this case, eliminating the stagnation zones, the influence of the 
boundary layer at the tunnel entrance, and downstream lessening the oscillation of the flow patterns at the 
outlet. 
 The conditioning of the numerical model for calibration was appropriated because the error in data was 
less than 3% in such case where Dirichlet type boundaries were used in both ends, however, when the flow 
rate was imposed on the upstream boundary in order that the model predicts water depths downstream, 
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results obtained were not so good although the error is within the allowable (±10 %) (Tamari et al, 2010), as 
shown in Tables 4, 5, 6 and 7. 
 According to the information given in Tables 4-7 and as it can be seen in Figure 21, larger errors occur in 
the numerical model forecasting of the downstream strap. However, in this respect and judging from Table 7, 
the data obtained from numerical and physical models seem to agree when volume flows are increased. On 
the other hand, in the graph shown above (Figure 21), the few measurement data obtained in the field, are 
less than those thrown by the numerical model and physical model. 
 As for the future of this study, the next step would be to find another upstream boundary condition that 
improves prognosis downstream hydraulic depth which is where the largest discrepancies occur. 

 

 

Figure 21. Data comparison between numerical data and physical measurements 
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ABSTRACT  
  
The Malacca Strait, a shallow passage that connects South China Sea and Andaman Sea, offers serious 
challenges for ocean weather modeling. Prediction of tidal changes using regional ocean models and data 
based linear time series models are often inadequate for accurate forecasting. Previous studies have 
indicated that tidal mixing zone in the Malacca Strait might influence the sea level anomalies propagation from 
South China Sea to Andaman Sea. Present work analyzes the location of tidal mixing zone in the Malacca 
Strait using numerical modeling and data driven model. Average Mutual Information (AMI) based on the data 
driven modeling provides an alternate opportunity in understanding tidal with complex behavior. This work 
studies the efficiency of AMI as a potential hydroinformatics tool. Prediction of tidal variations using numerical 
model around Malacca Strait is adopted as case study. Historical tide datasets at predefined geographical 
locations are used to build the non-linear time series models to determining the tidal mixing zone. The results 
are compared with the predictions obtained using linear time series models (e.g., Formzahl Number). 

 
Keywords:  Hydroinformatic; tidal mixing zone; Average Mutual Information (AMI); Formzahl Number; Malacca Strait. 

 
 

1 INTRODUCTION   
 As an international shipping route, the Malacca Strait is among the busiest and most important 
waterways in the world (Figure 1). The understanding of the generating mechanisms and the ability to 
generate forecasts of tidal and non-tidal (wind-induced water level, waves) flow phenomena and their forcing 
mechanisms for practical application in this environment are of both scientific and economic importance. A 
major step in their analysis and forecasting is the development of an accurate hydrodynamic model to predict 
the barotropic and non-barotropic water levels and currents (Kurniawan et al., 2011; 2015; Tay et al., 2016). 
Relevant issues are model domain and grid resolution, sensitivity to model formulation (robustness), accuracy 
and predictability. 
 Previous studies have indicated that tidal mixing zone in the Malacca Strait might influence the sea level 
anomalies propagation from South China Sea to Andaman Sea (Kurniawan et al., 2015; Tay et al., 2016). The 
strong tidal dynamics in the Malacca Strait is primarily due to the fact that here the main interaction takes 
place of the tidal signals that enter the region from the two oceans, i.e., Indian, mainly semi-diurnal and 
Pacific, mainly diurnal (Wyrtki, 1960). It is further complicated by factors such as sharply varying bottom 
topography toward the predominant shallow Sunda Shelf, which acts as a separator of two deep basins 
(South China Sea/Pacific Ocean and Andaman Sea/Indian Ocean) and the complicated coastal geometries 
due to the narrow straits and numerous small islands. Prior analysis carried out of observational data showed 
the Malacca Strait is the area with the highest spring/neap tides in the entire model domain, with much tidal 
mixing (Zijl and Kernkamp, 2004). 
 Modeling of ocean dynamics around the Malacca Strait is a challenging task due the presence of strongly 
non-linear tidal interactions, meteorological effects on different scales, and complex local bathymetry. The 
flows experience the effects of nonlinear dynamical interactions between the large water bodies of South 
China Sea, Andaman Sea and Java Sea. The complex shallow water hydrodynamics resulting from multiple 
ocean currents moving into and out of this region combined with sharply varying short term meteorological 
effects leads to a very high variability of the water level along the Malacca Strait.  
 In addition, complex governing mechanisms, multi-scale, multi-dimensional, time varying, and highly non-
linear dynamics of marine systems make oceanographic modeling efforts much more challenging. 
Conventional numerical models provide primary solution to this challenging task of characterizing and 
forecasting ocean weather (mainly water level and flow) by representing the underlying physics in terms of 
solvable equations. Yet, capturing the ocean dynamics in totality, accounting for the non-tidal anomalies calls 
for rigorous tuning of the models for further improvement. Such an exercise demands detailed domain 
knowledge and heavy computational effort. Hence, there is an increasing need for alternate approaches which 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5303



 
            

  

 

can provide vital information leading to better domain knowledge and reduced time and effort required to tune 
the numerical models. To determine uncertain parameters in numerical model to be calibrated, an 
understanding of the sources of these uncertainties is needed. Such information may help to reduce the 
number of uncertain parameters to be calibrated. Information that can help in the reduction of uncertainty is of 
particular interest in the present work.  
 Previous studies on data modeling and data driven techniques have shown the utility of one of the 
important data driven analysis tools based on mutual information theory (Babovic and Keijzer, 1999; Babovic 
et al., 1999; Kurniawan et al., 2014; 2015). The present study explores feasibility of applying average mutual 
information (AMI) theory by evaluating amount of information contained in prediction of tidal numerical 
modeling by relating them to variables that reflect the physics such as spatial distribution of tidal constituents. 
To give a proper distinction from the previous studies, the present study focuses on comparing the information 
between the computed using numerical modeling and data-driven modeling using AMI whereas previous 
studies focused on prediction errors of non-tidal barotropic numerical modeling to improve numerical model 
prediction. 
 

 
Figure 1. Area of interest showing the location of the Malacca 

Strait and the numerical model open boundary location (red line). 
 

2 METHODOLOGY 
 Present work analyzes the location of tidal mixing zone in the Malacca Strait using numerical modeling 
and data-driven model.  

 
2.1 Numerical model  
 The numerical model in this study solves the 2D depth averaged shallow water flow equations (Deltares, 
2011). For embedded sub-domains covering coastal areas and straits with complex topographic features in 
the Malacca Strait, a fine resolution tidal model is used (Figure 2). The tidal model uses a boundary-fitted 
orthogonal spherico-curvilinear grid which reduces potential modeling errors from representing the coastal 
geometry, especially when compared to a rectangular grid. The model domain covers the region, stretching 
from northern Sumatra to the eastern coast of Borneo. The total number of grid cells in the model is 
approximately 38,500 and the grid cells vary smoothly in size from approximately 20 – 40km2 at the open sea 
boundaries to approximately 150 – 200m2 in the interior waters. The model has open water boundaries across 
the Andaman Sea, Java Sea and the South China Sea. Along these open boundaries, best estimates of tidal 
constituents are prescribed, which are expanded during computations to provide tidal water level forcing of the 
model. The eight main tidal constituents Q1, O1, P1, K1, N2, M2, S2 and K2 are prescribed (phases related to 
GMT+8) at the three open sea boundaries, while tide generating forces are included in the interior domain. 
The bathymetry in the model domain ranges from a maximum depth of about 2000m in the Andaman Sea to 
approximately 40 – 50m depth in the Singapore Strait. A Manning friction coefficient of 0.022m-1/3s has been 
applied for bed friction. A detailed description of the model including tidal sensitivity analysis and improved 
tidal representation can be found in Kurniawan (2014). 
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Figure 2. Tidal model domain computation showing its extent 

and bed level. 
 
2.2 Tidal constituents 
 For large scale tidal flow models, the numerical model is equipped with a facility to perform online Fourier 
analysis on computational results (Deltares, 2011). This enables the generation of computed co-tidal maps 
which can be compared with co-tidal maps from literature. Present study analyses 4 (four) tidal constituents as 
shown in Table 1. 
 

Table 1. Tidal constituents. 

 
Angular Frequency

(degree/hour) 
Type 

M2 28.9841042 Semi-Diurnal 
S2 30.0000000 Semi-Diurnal 
K1 15.0410686 Diurnal 
O1 13.9430356 Diurnal 

 
In order to classify the tides of a locality, present work adopts three principal types of tides based on the 

ratio of the sum of the amplitudes of the diurnal constituents (K1+O1) to the sum of the amplitudes of the 
semi-diurnal constituents (M2+S2). This ratio increases when the diurnal inequality of the tides increases. It 
attains a maximum when there is only one high water a day. Therefore, F = (K1+O1)/ (M2+S2) is designated 
as the "Formzahl" of the tides, which has given the following classification in Defant (1960) as follows: 

 F: 0.00 – 0.25; semi-diurnal type; two high waters and two low waters daily of approximately the 
same height. The interval between the transit of the moon and high water at a locality is nearly 
constant; 

 F: 0.25 – 1.50; mixed, mainly semi-diurnal type. There are daily two high and two low waters, which 
however, show inequalities in height and time, which attain their maximum when the declination of 
the moon has passed its maximum; 

 F: 1.50 – 3.00; mixed, mainly diurnal type. Occasionally only one high water a day, following the 
maximum declination of the moon. At other times there are two high waters in the day, which 
however, show strong inequalities in height and time, especially when the moon has passed through 
the equator; 

 F: 3.00 – ∞; diurnal type. Only one high water daily and the semi-diurnal almost vanish. At neap tide, 
when the moon has passed through the equatorial plane, there can also be two high waters.  

 
2.3 Average Mutual Information (AMI)  
 Mutual information has been found to be a more suitable measure of dependence for analyzing the non-
linear systems (Gallager, 1968; Abarbanel, 1996; Babovic and Keijzer, 1999; Babovic et al., 1999; Abebe and 
Price, 2004; Kurniawan et al., 2015). Mutual information makes no assumption regarding the structure of the 
dependence between variables. It has also been found to be robust due to its insensitivity to noise and data 
transformations (Abarbanel, 1996; Abebe and Price, 2004).  
 Average Mutual Information (AMI) based on data driven modeling provides an alternate opportunity in 
understanding tidal with complex behavior. It is a measure of information that can be learnt from one set of 
data having knowledge of another set of data. The AMI does not depend on any particular function and 
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therefore can help to detect both linear and non-linear correlations. It simply connects two sets of data with 
each other and established a criterion for their mutual dependence based on the notion of information 
between them (Abarbanel, 1996). 
 Fundamental of the notion of information among data Shannon’s idea (Shannon, 1948) described in 
Gallager (1968). Given a random output variable Y, there will be some uncertainty surrounding an observation 
y ∈ Y, which can be defined using Shannon entropy (Shannon, 1948). Following Abarbanel (1996), present 
work uses this connection to give precise definition to theoretic fashion to the data s(t+T) at time t+T. To 
compute the AMI between a time series s(t) and its time delayed s(t+T), average mutual information with 
regards to time delay is defined as in Eq. [1]: 
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where P(s(t)) and P(s(t),s(t+T)) are probability density functions (PDF), whereas P(s(t),s(t+T)) is joint PDF. 
From this formulation, it can be seen that when T becomes large, chaotic behavior of the signals makes the 
data s(t) and s(t+T) become independent in a practical sense and AMI(T) will tend to be zero (Abarbanel, 
1996). AMI between the original signal and the time lagged signal can be computed for each time lag values. 
The nature of AMI variations for different T values is used as basis for establishing the individual tidal and 
non-tidal temporal patterns. Interpretation of AMI values can be found in Babovic and Keijzer (1999) and 
Abebe and Price (2004). 
 
3 RESULTS AND DISCUSSIONS 
 
3.1 Spatial distribution of model results  
 In this work, spatial distribution from numerical modeling and temporal distribution from data-driven 
modeling of tidal constituents are assessed and analyzed to determine the location of tidal mixing zone in the 
Malacca Strait. 
 
3.1.1 Spatial distribution of tidal constituents 
 Figure 3 to 4 show spatial distribution of semi-diurnal and diurnal tidal constituents in the model domain, 
respectively. As can be seen, semi-diurnal tidal constituents are dominated in the Malacca Strait, whereas 
diurnal tidal constituents are dominated in South China Sea and Java Sea. The results support the basic and 
general properties of the waters and circulations in the Malacca Strait, which are provided by Wyrtki (1961) 
and Zu et al. (2008).  
 
3.1.2 Formzhal Number  
 The spatial distribution in Figure 3 to 4 also highlights that semi-diurnal and diurnal tidal constituents are 
collided at the south end of the Malacca Strait before the Singapore Strait. To give a proper distinction, the 
Formzhal Number is then calculated and its spatial distribution in the model domain can be seen in Figure 5 
(left). As can be seen, mixed tidal zone, mainly semi-diurnal type (F = 0.25 – 1.50) can be located at the south 
end of the Malacca Strait before the Singapore Strait, whereas mixed tidal zone, mainly diurnal type (F = 1.50 
– 3.00) can be located mainly at the South China Sea.  
 In more detail, Figure 5 (right) shows spatial distribution of Formzhal Number between 0.25 and 0.50. 
This indicates a strong mixed tidal zone, mainly semi-diurnal type is occurred at the south end of the Malacca 
Strait. The results support the indication of the previous studies that the mixed tidal zone phenomenon 
observed in the narrow channel between Malacca Strait and Singapore Strait, which may introduces a 
blockage effect. Furthermore, the results supports the indication that the mixing zone would be most sensitive 
to any depth or parameter variation but that significant variation in depth or friction in this region could also 
alter the incoming tide characteristics at the boundaries of the numerical model. The results also indicate the 
important role of the Malacca Strait in tidal and non-tidal dynamics propagation between Indian and Pacific 
Ocean. 
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Figure 3. Spatial distribution of semi-diurnal tidal constituents in the model domain showing magnitude of M2 
(left) and S2 (right). 

 

Figure 4. Spatial distribution of diurnal tidal constituents in the model domain showing magnitude of K1 (left) 
and O1 (right). 

 

Figure 5. Spatial distribution of Formzhal Number showing at the model domain (left) and more detail at the 
Malacca Strait (right). 
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3.2 Temporal distribution of mutual information  
 Data-driven modeling is carried out at 5 (five) different locations, as shown in Figure 6 (left). The 
locations are chosen as the representative of each tidal constituents based on numerical modeling results. For 
example, p1 is semi-diurnal tidal component, p2 and p3 represent mixed, mainly semi-diurnal type and p4 is 
diurnal tidal component whereas p5 represent mixed, mainly diurnal type.  
 Figure 6 (right) shows the AMI results for all locations. As can be seen, AMI is able to give a proper 
distinction between 4 (four) tidal classification. Although the trends are quite the same, AMI at p1 is higher 
than at p2 and p3. These indicates that AMI can give more information on signal strength at each location to 
support more general spatial distribution of Formzhal Number. The AMI results suggest that tidal mixing zone 
in the Malacca strait is dominated by semi-diurnal tidal constituents.  
 

Figure 6. AMI showing analysis location (left) and temporal distribution of AMI (right). 
 
4 CONCLUSIONS 
 The results of the present work in this paper illustrate that the tidal mixing zone location in a local region 
like the Malacca Strait can be effectively analyzed by using combination of numerical modeling and data-
driven model. The results support the indication that the mixed tidal zone phenomenon observed in the narrow 
channel between the Malacca Strait and the Singapore Strait which may introduces a blockage effect for the 
propagating sea level anomalies generated in South China Sea or Java Sea. The present work shows the 
efficiency of AMI as a potential hydroinformatics tool. Future work is recommended to compute AMI for the 
entire domain in a spatial map to have spatial distribution of AMI in the area of interest.  
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ABSTRACT  
   
The force on gravels and rocks in mountain streams on a steep slope is studied for the role of the flood waves 
on the transport process. The numerical simulation using the shallow-water equations determines the height 
of the flood wave and the reflection of the wave by a single hemispherical rock. The goal of the simulation is to 
find the relevant wave parameters to replace the classical description based on Shields’ critical stress for the 
mobility of gravels and rocks susceptible to the wave forces. The flow is constantly changing from subcritical 
to supercritical and back through the formation of surge waves. The flux-limiting scheme MINMOD controls 
the spurious oscillations across the depth and velocity discontinuity in the waves. The dimensionless 
parameters identified for the wave effect are the wave-force coefficient and the surge-wave Froude number. 
The peak values of the wave-force coefficient for the hemispherical rock are nearly constant varying from CWF 
≈ 1.1 to 1.0 over a range of Froude number varying from Frs = 0.1 to 2.0. The critical sliding and tipping forces 
determine the threshold discharge for the mobility of the gravels and rocks. 
 
Keywords: Mountain stream; flood waves; gravel and rock mobility; shock waves; numerical simulation.  
 
 
1 INTRODUCTION  
 Classical turbulence and transport models are based on the experimental data obtained in shear flow of 
small Froude numbers. The numerical simulation of the shear flow in shallow waters often uses the rigid-lid 
approximation. The dynamics of the surface waves ignored in the classical models are the dominant influence 
in many important river engineering problems including the routing of flood waves on mountain streams and 
the diversion of water in the events of a dam failure. At low Froude number, the exchanges of mass and 
momentum across the shear flow are by vortex street. At higher Froude numbers, on the other hand, the 
exchanges are by the radiation and reflection of the gravity waves. We will show through a series of numerical 
simulations how high-order accurate numerical schemes may capture the dynamics of the waves and how the 
direct numerical simulations are used to find the transport of gravels and rocks in rivers on a steep slope that 
is not describable by the conventional sediment transport formulation.  
 Gravels and rocks in mountain streams are immobile most of the time, but during flooding stage, they 
may become mobile and contribute to the intermittent transport of sediments along the channel on a steep 
slope. The high-speed currents interacting with the gravels and rocks are continuously in the transition from 
subcritical to supercritical and then back to subcritical flow (Figure 1). The waves and the breaking of the 
waves determine the forces on the gravels and the rocks. The transport process by the waves is beyond the 
classical description of the critical stress by Shields (1936). The wave effect nevertheless has been included 
semi-empirically in predicting bed load transport on gravel bed streams on steep slopes (Bathurst et al., 1987; 
Yang, 1996; Recking, 2009; Ma et al., 2014; Prancevic et al., 2014; Schneider et al., 2016). To understand the 
fundamentals of the mechanics, one has to consider the wave resistance and the critical conditions for the 
mobility of the gravels and the rocks. Figure 2 delineated the idealized simulation problem. The arrival of the 
flood is a surge wave of height (Hs), celerity (c) and inflow rate (qs) approaching a hemispherical block of 
radius (R). The goal of this simulation is limited but specific. The flow structure around the block is determined 
from the numerical solution of the shallow-water equations. The pressure on the block is integrated to find the 
wave force for a range of surge-wave Froude number from FrS = 0.1 to 2, the radius-to-depth ratio from R/H = 
0.2 to 0.8 and the channel width-to-diameter ratio W/2R = 2 to 8. The results are the introduction of a wave-
force coefficient and the correlation of the coefficient with the surge-wave Froude number.   
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Figure 1. Subcritical-supercritical-subcritical transition in a mountain 
stream on a steep slope. Gravels and rocks are immobile most of the 

time, but may become mobile during the flood stage. 
 

 
Figure 2. The surge wave of height (Hs) and celerity (c) produced by the 
flooding flow rate (qs) approaching a hemispherical block of radius (R). 

 
2 FORMULATION  
 The direct simulation for the water depth (h), the velocity components (u, v), and the discharge 
components (qx, qy) = (uh, vh) of the flow and the waves around the block is obtained as numerical solutions 
of the shallow water equations: 
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where g is gravity and zo is the elevation of channel bottom elevation. The finite-volume approximation of the 
shallow-water equations is implemented on a staggered grid. The flux-limiting scheme MINMOD is used to 
suppress overshot and undershot across any sharp discontinuity such as the hydraulic jump as the flow 
changes from supercritical to subcritical state. The fluxes are modified in the MINMOD flux limiting scheme by 
lowering the order using the first-order upwind (FOU) scheme to gain computational stability. A fourth-order 
Runge-Kutta method estimates the advancement in time. The numerical method for the implementation on a 
staggered grid was described by Karimpour and Chu (2014; 2015; 2016).  

The simulation starts with an inflow discharge (qs). This produces a surge of height (Hs) and celerity (c) of 
surge wave front. Undisturbed downstream depth of submergence, H, is set from f 1.25R to 5R, at t = 0s. The 
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results presented in this paper were obtained using the grid size of x/R = y/R = 0.1. The length of the 
channel relative to the diameter of the hemisphere is L/2R = 40. Our grid-refinement study shows the wave 
force obtained have a better than 1% accuracy. 
 
3 THE UNSTEADY SUBCRITICAL AND SUPERCRITICAL FLOW  

Figures 3 gives the height (Hs), the velocity (Us) and the celerity (c) of the surge wave as a function of the 
surge-wave Froude number (FrS) before the arrival of the surge wave impacted on the hemispherical block. 
The definition of the surge-wave Froude number base on the height and velocity of the surge is: 

 

 Frs
3

s

s

gH

q
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Figure 3. The height, the velocity and the celerity of the surge wave before 

the impact of the wave on the hemispherical block. 
 
 Figures 4, 5 and 6 show the flow for the surge-wave Froude number Frs = 1.2, 0.8 and 0.4, respectively. 
The (a), (b) and (c) parts of these figures shows the flow at the instant when the force on the hemispherical 
block reaches a peak value at time t = tp. The (c) (d) and (f) parts show the flow at a later time when t = tp + 
8R/US. In parts (a) and (c) of the figures, the color of red defines the supercritical flow when the local Froude-
number (Fr) is greater than unity and the color of blue defines when the local flow the subcritical flow. The 
local Froude number is defined by the local velocity and the local depth of the flow as follow: 
 

 
gh

vu
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The flow is shown at two instants of time in Figures 4, 5 and 6, at time t = tp and at the later time t = tp + 

8R/US. For Frs = 1.2 and R/H = 0.5, the flow shown in Figure 4 (a), (b) and (c) is supercritical only in the 
upstream at time t = tp while the entire flow is supercritical at the later time t = tp + 8R/US. This flow pattern for 
FrS = 1.2 in Figure 4 is to compare with the flow in Figures 5 and 6 where the flow is subcritical upstream. 
There is a depression in the depth of water behind the block and a corresponding increase in local Froude 
number. The variability in space produces the pressure difference between the front and back of the 
hemisphere. The force on the hemisphere is obtained by integration of the pressure over the surface as the 
flow around the sphere is changing rapidly with time. The flow at high surge-wave Froude number is 
characterized by rapid change in depth from supercritical flow to subcritical flow through the discontinuity 
across the hydraulic jump. Forces are evaluated from the simulations to find the wave-force coefficients and 
then correlate the coefficient with the surge-wave Froude numbers. The forces reach their peak value at time t 
= tp. The nearly quasi-steady states occur at a later time when t = tp + 8R/US.  
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Figure 4. The Froude-number and depth profiles for the surge-wave Froude number of FrS = 1.2 

and the hemispherical block of radius, R/H = 0.5. (a) Froude-number (Fr) contour, (b) center 
plane Fr profile and (c) center plane depth (h) profile when the wave force on the block reaches 
its peak at time at time t = tp; (d) Froude-number (Fr) contour, (e) center plane Fr profile, and (f) 

center plane depth (h) profile as the wave force on the hemispherical block reaches a quasi-
steady state at time t = tp + 8R/US. The arrows in (a) and (b) show the flow direction. The contours 

show the subcritical flood flow in blue and the supercritical flow in red. 
 

 
Figure 5. The Froude-number and depth profiles for the surge-wave Froude number, FrS = 0.8 and 
the hemispherical block of radius, R/H = 0.5. Captions for (a), (b), (c), (d), (e), and (f) are the same 

as Figure 4. 
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Figure 6. The Froude-number and depth profiles for the surge-wave Froude number, FrS = 0.4 and 
the hemispherical block of radius, R/H = 0.5. Captions for (a), (b), (c), (d), (e), and (f) are the same 

as Figure 4. 
 
4 WAVE FORCE AND WAVE-DRAG COEFFICIENT 

The difference in the pressure between the flow upstream and the flow downstream gives rise to a wave 
force on the block. The integration of the pressure over the surface is carried out in the polar coordinate 
shown in Figure 7. The wave force in the longitudinal direction, i.e., flow direction, is: 
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 The corresponding wave-force coefficient is: 
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where As = ½ R2 is the frontal projection area of the hemisphere. The wave-force coefficient is a 
dimensionless parameter associated with the gravity. This is in contrast to the drag coefficient below defined 
by the stagnation pressure:  
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 The wave force rises to a peak shortly after the arrival of the surge wave and then drops to a quasi-
steady state over a period of time from tUS/2R = 2 to 3. Figure 8 shows the variation of the wave-force 
coefficient (CWF) with the dimensionless time tUS/2R. The rise of the force on the hemisphere to a peak value 
occurs shortly after the arrival of the surge wave front. The force then drops sharply to a minimum at time t = 
tm. The flow can be considered to reach approximately a quasi-steady state at time t = tp + 8R/US. Figure 9 
shows the duration of the force from the time of occurrence of the peak t = tp to the time of the force minimum 
t = tm. The peak wave-force coefficient is relatively constant. The duration of the force increases with the 
surge-wave Froude number. The impulse on the gravels and rocks is the integration of the wave force over 
the period of time from t = tp to t = tm.  
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Figure 7. The integration of the pressure on the surface of the hemispherical 

block in the polar coordinate for the force on the block. 
 

  
Figure 8. The time-dependent variation of the wave-force coefficient (CWF) with the dimensionless time 

tUS/2R for R/H = 0.5. The wave-force data are for the surge-wave Froude number of FrS = 0.5, 1.0 and 1.5. 
 

 
Figure 9. The time lapse between the arrival of the force peak at time t = tp and t = tm, when the force 

declines from the peak to a minimum value. 
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5 THE WAVE-FORCE COEFFICIENT VERSUS THE DRAG COEFFICIENT 
The numerical simulations are conducted for very different depth of the submergence. The depth of water 

is five times greater than the radius of the hemisphere in one case with R/H = 0.2 and is nearly the same as 
the radius in the other case with R/H = 0.8. Despite the difference in the depth of the submergence, the wave-
force coefficient for R/H = 0.2, 0.5 and 0.8 is remarkably constant and is relatively independent of the surge-
wave number (Frs), as shown in Figure 10. The value of CWDp is varying from 1.1 to 1.0 in the range of surge-
wave Froude number from FrS = 0.1 to 2.0 for the radius-to-depth ratio, R/H = 0.2, 0.5 and 0.8. The wave-drag 
coefficient should be therefore considered as the universal dimensionless parameter for the flood wave force. 
This drag coefficient, on the other hand, is highly dependent on surge-wave Froude Number. The variation of 
the drag coefficient with the Froude number is remarkable. As shown in Figure 11, over the range of the 
surge-wave Froude number, FrS = 0.1 to 2.0, the value of the drag coefficient drops from CDp = 16 to 0.5, 
respectively. The force on the hemispheric block in shallow waters is due to the waves. The force associated 
with the formation of the vortex in the wake behind the block is negligible by comparison. Without the waves, 
the typical value of the drag coefficient would be CD ≈ 1.  

 

 
Figure 10. Peak wave-force coefficient at time t = tp and its dependent on the surge-wave 

Froude number. The square, the circle, and the triangle symbols denote the correlation for the 
radius-to-depth ratio, R/H = 0.2, 0.5 and 0.8, respectively. 

 

 
Figure 11. The drag coefficient of the corresponding flow cases shown in Figure 10. 
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6 CRITICAL DISCHARGE FOR MOBILITY OF GRAVELS AND ROCKS 
One method to determine the mobility of the hemispherical block is to find the moment of force about the 

downstream edge of the block as shown in the inset of Figure 12. The critical moment of force is the balancing 
of the submerged weight with the force on the block. The contribution due to the submerged weight is:  
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 This gives a critical value of MWcritical/(gR4) = 3.35 for the tipping over of the block. The moment of the 
wave force from the simulation is the integration of the pressure over the surface of the block: 
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 Figure 12 shows the dimensionless correlation of this moment of the wave force obtained from the 
simulation with the discharge coefficient. The simulation results for the three submergence ratios with R/H = 
0.2, 0.5 and 0.8 fall essentially onto the same curve. The critical value of MWcritical/(gR4) = 3.35 is obtained 
from Eq. [9] by letting the specific weight of the sediment, s/ = 2.6. This critical value is marked as the 
dashed line in the figure. The intersection of the dashed line with the solid lines in the figure gives critical 

discharge coefficient varying from 3
critical / sgRq 20 to 21.5. With this critical value, the critical discharge for 

the tipping over of the hemispheric rock is given in Figure 13 to depend on the size of the rock, R. A similar 
derivation for the sliding of the block would give the critical wave force to be FWcritical/(gR3) = 3.35 µ relating 
the force to the coefficient of sliding friction, µ. A sliding friction coefficient of µ = 2.4 would give the same 
critical discharge as the situation of tipping over. In reality, however, the sliding friction coefficient is unlikely to 
be greater than 0.5. Therefore, sliding would be the most likely mode of motion for the hemispherical block. By 
taking the sliding coefficient, µ = 0.5, the critical discharges of sliding of the hemispheric block as a function of 
the block radius are plotted in Figure 14. According to Figure 14, the hemispherical block of 0.4m radius, for 
example, would slide with the flow if the discharge exceeds the critical value of about 3.5m2/s. The 
hemispherical block of 0.8m radius, for example, would slide with the flow if the discharge exceeds the critical 
value of about 9.3m2/s. The critical discharge is sensitive to the value of the coefficient of the sliding friction. It 
also depends on the shape of the gravels and rocks. The concept of the critical discharge nevertheless is a 
significant extension of the classical method of Shields. The concept will set the goal of the future numerical 
and laboratory investigations. The mobility of the gravels and rock therefore will be decided in these future 
investigations by the critical discharge rather than the critical stress.  
 

 
Figure 12. Dimensionless moment of wave force, MW/ρgR4 as a function of the 
discharge coefficient, qs/(gR3)1/2. The rectangular symbol, circular symbol, and 

triangular symbol denote the submergence of R/H = 0.2,0.5 and 0.8, respectively. 
The dashed line defines the critical moment of the force, MWcritical/ρgR4 = 3.35. 
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Figure 13. The critical discharges for tipping over of the hemispherical block, qcritical (m

2/s) as a 
function of the radius, R (m). The submergence of R/H = 0.2, 0.5 and 0.8 are denoted by the 

square, circle and triangle symbols, respectively. 
 

 
Figure 14. The critical discharges for sliding of the hemispherical block, qcritical (m

2/s) as a 
function of the radius, R (m) if the coefficient of the slide friction is µ = 0.5. The submergence 
of R/H = 0.2, 0.5 and 0.8 are denoted by the square, circle and triangle symbols, respectively. 

 
7 CONCLUSIONS 

 The wave force produced by the surge waves on a hemispherical block is determined for a range of 
surge-wave Froude number from Frs = 0.1 to 2.0. The wave force rises to a peak value and lasts for a period 
of time before dropping onto a quasi-steady value. The wave-force coefficient (CWF) is introduced to correlate 
the wave force with a surge-wave Froude number (Frs). The peak value of the wave-force coefficient is 
relatively constant varying from CWFp ≈ 1.1 to 1.0 for the range of surge-wave Froude number from Frs = 0.1 to 
2.0. The corresponding drag coefficient, however, is over a very wide range of value from CDp ≈ 16 to 1. The 
value of CDp ≈ 16 for the case of small Froude number of Frs = 0.1 is many times greater than the typical value 
of one. The significance of the waves clearly is not negligible even in the limiting case when the surge-wave 
Froude number is very small. This result is not obvious but is significant. It shows that the wave force 
calculated by the conventional simulation model based on rigid-lid approximation is not correct under any 
circumstance. 
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The present simulation for the idealized hemispheric block also introduced the critical discharge for the 
mobility of the sediment as an extension of the classical method of the critical stress by Shields (1936). The 
existence of the critical discharge is conceptually significant. The specific of the critical discharge for the 
individual or the cluster of gravels and rocks of different sizes and shapes may be determined by either 
numerical simulation or laboratory experiment.  
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ABSTRACT 
 
Pressure Management (PM), as a key strategy for reducing water distribution networks leakage and water 
demand management (WDN) has commonly been a practical point of attention. While the effects of PM on the 
performance of WDNs have received enough attention from academics, it is often nominated as the earliest 
and the most practical approach in many water utilities to reduce water leakage and manage demand. 
Therefore, managing WDNs pressure, in a manner that can optimise water leakage while ensuring consumer 
demands, is an important goal. In this study, implementing PM in a WDN located near the southwest of the 
City of Isfahan, Iran is considered as the case study. While this network has high daily average pressure 
head, it suffers from high rate of leakage and unmet desired water demands. Different scenarios of PM at inlet 
of network are proposed and evaluated based on two objectives namely; the total WDN’s water leakage and 
the system’s water availability. Pressure Dependent Demand and Integrated Model for evaluating losses are 
used to simulate water consumption and pipe water leakage respectively. The results show that with minor 
modifications in the pressure at inlet of the network, the system’s water availability and the leakage rate may 
be optimised. The more conformity is available between pressure variation and consumption pattern, the more 
advantages can be gained from PM practices.   
 
Keywords: Water distribution network (WDN); pressure management (PM); leakage, availability. 
 
 
1 INTRODUCTION 
 Nowadays, many international communities and countries have paid special attention to the problem of 
limited available water resources and presented various solutions or policies to deal with water shortages. 
One of these policies associated with Water Distribution Networks (WDNs), have especially focused on 
reduction of water losses. Pipe leakage, as the intrinsic feature of every WDN, can lead to significant amount 
of water losses. In fact, water leakage is nominated as one of the barriers for sustainable performance of 
WDNs (Puust, 2010). Generally, leakage of WDN is a function of available pressure head. In this regard, it 
can be stated that there is a physical relationship between leakage and pressure head in WDN (Gomes, 
2011). During the last decades, several studies have been conducted in order to clarify this relationship. 
Consequently, some well-known theories and models have been developed during these studies. Some of 
these models, presently subject to wide usage, are described in Lambert (1994), May (1994), Tabesh et al. 
(2011), Gupta et al. (2016) and Islam (2011). Most of these researches showed that using Pressure 
Dependent Demand (PDD) has the best results in order to simulate water leakage (Germanopoulos, 1985; 
Martinez et al., 1999; Tabesh et al., 2011) and nodal consumptions. Furthermore, their results demonstrate 
that the more pressure head is available the more water loss can be observed.  Pressure Management (PM) 
as one of the earliest approaches among Best Management Practices (BMPs) for reducing WDNs leakage 
has been a practical point of attention. Not exposing water utilities to additional costs, rapid effectiveness and 
its high efficiency for water loss reduction are the main incentives of using PM in WDNs. In earlier WDN 
literature, PM is usually associated with pressure reduction. However, if the reduced pressure head becomes 
less than the desired pressure head, the desired water demand and water availability cannot be sustained. 
 Therefore, PM not only can manage leakage but also has indisputable role in demand management of 
WDN (Vicente et al., 2015). In other words, determining the minimum required pressure in order to provide 
customer demands (with suitable quantity and quality) is the most essential factor in appropriate operation of 
WDN. Therefore, whenever the PM is used as a policy to manage WDN leakage and consumption, this 
question is revealed that, what is the best acceptable condition of PM, which can optimise water leakage while 
preserving consumer rights. In this study, implementing PM in a WDN located near the southwest of the City 
of Isfahan-Iran was considered as the case study. While this network has high daily average pressure head, it 
suffers from high rate of leakage and unmet desired water demand. Therefore, to remediate these problems 
and achieve a balance between objectives (maximizing water availability and minimizing water leakage) in the 
study area, the final course of PM was selected as the main goal of this study. 
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2 METHODOLOGY 
 Aiming to achieve the most suitable PM conditions in the study area, many different scenarios for time 
pressure variation at inlet of the WDN were investigated. These scenarios are modelled by using a 
combination of intelligent Pressure Reducing Valve (PRV) and a Pump to create different time series of 
pressure at inlet of the network. It is worth noting that, each suggested scenario must satisfy the minimum 
required pressure head in the network. The suitability of each proposed scenario for the WDN is judged based 
on two identified indices; the total WDN’s water leakage and the system’s water availability. Here, the system 
water availability is considered as the ratio of the total supplied water demand to the total desired water 
demand during the day. The system water availability is calculated based on nodal water availability 
calculated for all the system nodes (equations 1 and 2). The amount of supplied water demand for each node 
was simulated with the Pressure Dependent Demand model. For assessing the system’s water leakage 
distribution, the integrated model of evaluating water losses (Tabesh et al., 2009) in WDNs was used. Brief 
description of each these of the two models are presented as follows. It is worth noting that the analyses were 
performed using a developed MATLAB code incorporated within the EPANET toolkit.  
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 Where AVnode and AVsys is availability of node and system respectively. Qsup and Qreq is the supplied and 
required water demand in each time step (t) and each node (i).  N is the number of nodal junction and T is the 
total duration of analysis. 
 
2.1 Pressure Dependent Demand 
 There are many methods for assessing actual nodal consumption in WDN literatures. Among them, 
Pressure Dependent Demand (PDD) modelling is one of the most prevalent method in which it is supposed 
that nodal water consumption is a function of nodal available pressure head. When the nodal pressure head is 
equal or greater than the reference pressure head, the nodal water demand can be supplied completely. 
Otherwise, nodal water consumption will not be satisfied. Here the relationship between nodal pressure and 
demand proposed by Wagner (1988) is used according to equation 3. 
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 In which, Actual Demand is the actual supplied nodal consumption obtained from PDD modelling, Nodal 
Demand is the base required demand for nodal consumption. CPH, RPH and MPH are Calculated EPANET 
Pressure Head, Local Reference/desired Pressure Head (18 m) and Minimum Pressure Head (0 m) 
respectively. 
 
2.2 Integrated Model for pipe leakage 
 This proposed model provides the advantage of integrating nodal and pipe leakages where the amount of 
nodal leakage is initially assumed and then this amount of water leaks through the many hypothetical orifices 
located on the pipe length. The pressure of all orifices in half part of the pipe is equal to the pressure of 
upstream node and the leakage from other orifices is related to the pressure of downstream node. Having the 
estimated network leakage rates, the proposed procedure can lead the simulation to converge to the 
calibrated hydraulic model in which the amount of pipe leakage can be determined as equation 4.   

                                                    QL,ij=QL,i×
Lij

∑Li
+QL,j×

Lij

∑Lj
                                          	[4] 

 Where, QL,ij is the leakage of pipe ij. QL,i and QL, j are the nodal leakage rates and Li and Lj are the total 
pipe lengths connected to nodes i and j, respectively. For the sake of brevity, more details on proposed 
procedure of evaluating Integrated Model for losses can be found in Tabesh et al. (2009).  
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3 CASE STUDY 
 The existing WDN of the city, aged more than 30 years, serving a population of around 20000 people 
comprising three municipal districts (Figure 1) is selected here as the study area. This network is located near 
the southwest of Isfahan City.  The water demands of city are supplied through four reservoirs with constant 
water level. Based on the local regulation, the minimum pressure head that must be satisfied in network is 18 
m. Table 1 represents some relevant data of the study network in a condensed format.     

 
Table 1. Some important data of the study network. 

Quantity Type of Data
40 (m) Average Pressure Head 

13 (lit/s) Minimum Night Flow (MNF) 
2.6 (lit/s) Minimum Night Uses 

1.45 (at 14 PM) Maximum Hourly Consumption Factor 
0.32 (at 4 AM) Minimum Hourly Consumption Factor 

3359 (M3) Daily Water Supplied 
3525 (M3) Daily Water Demand 
12.66 (%) Estimated Water Losses (Pipe Leakage) 

 
As seen in Table 1, in spite of high daily average pressures, instigating higher potentials for water 

consumption and leakage, daily pressure head seems insufficient to satisfy the desired pressure head (18 m) 
and consequently water demands in all areas of districts D and N. Therefore, the pressure management can 
be used as a key strategy in leakage and demand/consumption management (Karadirek, 2012) to face with 
these challenges and to address how study network can achieve its minimum leakage and maximum 
consumer water availability.    

  
Figure 1. Study network layout with its three municipal districts. 

 
4 RESULTS 
 
4.1 Analysing current state of network 
 The results of the calibrated model show that, nodal demand in many parts of district D are faced with 
pressure deficits and consequently with water shortage between 09:00 and 21:00. On the contrary, between 
22:00 and 08:00, all the nodal junctions in the network have high excess pressure head. Frequency 
distribution of pressure head for all the nodal junctions during the peak (14:00) and MNF hours are shown in 
Figure 2. 
 Based on figure 2, more than 13% of the nodal junctions in network are faced with a pressure less than 
the desired allowable pressure head (18 m) during the peak hours. In the worst nodal condition, there is a 
node accessing water only 14.74 hours during the day. Existence of more than 70 and 60 percent of nodal 
pressure heads greater than 40 m at MNF and peak hours respectively is the other noticeable fact in this 
figure. This amount of pressure is around twice (2 times) the desired pressure head. According to the obtained 
results, the least water availability of system (around 92%) is detected in 14:00. In addition, the highest water 
leakage rate (around 10.38 lit/s) is during the MNF hour. It is worth noting that, total water loss is computed 
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around 12.2% indicating only about 3.6% error in computation of water losses. In the following the results of 
two different ideal scenarios planned to minimize water leakage (scenario 1) and maximise water availability 
(scenario 2) through PM, are discussed in details.  
 

 
Figure 2. Frequency distribution of pressure head in network for peak and MNF hours. 

 
4.2 Analysing PM at inlet of Network 
 In this stage, different scenarios of PM implemented through a combination of PRV and a pump at inlets 
of network were investigated. The results show that, setting the variation of pressure at the inlet of the network 
proportional to the consumption patterns can have the best results in practice. In other words, the inlet 
pressure must increase and decrease in peak and MNF hours respectively (according to the consumption 
pattern). Table 2 and Figure 3 present the comparison of the hourly leakage and average hourly pressure 
heads for two ideal proposed scenarios (the first one aimed at minimizing the leakage and the second one 
aimed at maximizing the water availability) with the current condition of the WDN respectively.   
 

Table 2. Comparison of hourly leakage between 2 ideal proposed PM scenarios with current condition of 
network. 

Hour 
Hourly Leakage (l/s) 

Hour 
Hourly Leakage (l/s) 

Scenario 
1 

Current 
State 

Scenario 
2 

Scenario 
1 

Current 
State 

Scenario 
2 

0-1 7.09 9.65 8.11 12-13 6.27 8.95 8.91 

1-2 7.64 10.10 8.01 13-14 6.27 8.95 8.91 

2-3 7.87 10.29 8.23 14-15 6.16 8.85 8.79 

3-4 7.94 10.35 8.31 15-16 6.54 9.19 9.19 

4-5 7.97 10.38 8.34 16-17 6.81 9.42 9.48 

5-6 7.94 10.35 8.31 17-18 6.81 9.42 9.48 

6-7 7.91 10.32 8.28 18-19 6.54 9.18 9.19 

7-8 7.76 10.20 8.13 19-20 6.27 8.95 8.91 

8-9 7.27 9.80 8.29 20-21 6.27 8.95 8.91 

9-10 6.81 9.42 9.48 21-22 6.39 9.05 9.03 

10-11 6.39 9.05 9.03 22-23 7.10 9.66 8.12 

11-12 6.27 8.95 8.91 23-24 7.18 9.73 8.21 
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Figure 3. Comparison of average pressure head between 2 ideal proposed PM scenarios with current 

condition of network. 

 Examination of scenario 1 indicates that reducing the pressure head by about 23% would reduce the 
water loss by 24.5%. In this scenario, the maximum daily pressure head would be limited to 47 m and more 
than 90% of nodal junctions would have pressures less than 40 m at MNF hour. Furthermore, in this scenario 
system availability would increase up to 97.8%. Similarly, in scenario 2, a reduction of 7% in the pressure 
head would reduce water leakage by 6% while maximising the water availability (system availability is 100%). 
In this scenario, the maximum daily pressure (around 52 m) is higher than the scenario 1 and the current 
condition of network. This increase in pressure of network is due to extra pressure in providing head to ensure 
appropriate supplying of all the daily demands especially in peak hours. In this regards, the pressure head and 
consequently water leakage in scenario 2 would have higher amount than the current condition of network 
during 10:00 and 22:00. It is worth noting that, the hourly pressure head in scenario 2 has narrower domain of 
variation compared to the other PM conditions. This uniform distribution of pressure head in scenario 2, can 
provide better PM practices within the network in future. These results confirm that current condition of 
network with about 12.2% water leakage and 97.3% system availability is not acceptable in comparison with 
the proposed scenarios. 
 
5 CONCLUSIONS 
 Existence of excess pressure head in Water Distribution Networks (WDNs) may usually lead to increase 
of mechanical failure, excessive water consumption, pipe leakage etc. Hence, Pressure Management (PM) 
can be nominated as one of the Best Management Practices in operation of WDNs.  Using the EPANET 
software linked to a designed MATLAB code, Pressure Dependent Demand model for water consumption, 
and the Integrated Model for pipe water leakage, this study tried to evaluate effect of PM in performance of 
WDNs. The approach was examined for a network located in the southwest of Isfahan Province - Iran 
suffering from high rate of leakage, pressure deficits and consequently unmet demands. Different scenarios of 
PM were assessed to minimize leakage rate and to maximise the system’s water availability. The results 
confirm that the best scenarios are the ones whose pressure variations are matched twith the consumption 
pattern. It may be further emphasised that the proper management of pressure in the network is rightly 
considered as one of the prerequisites for the proper performance of WDNs. In regards to the obtained 
results, designing District Metering Area (DMA) and implementing PRV within the network can be proposed as 
the further actions in the study area. 
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ABSTRACT  
  
Water Distribution Networks (WDNs), as one of the most vital infrastructures in cities, have been associated 
with many disruptive events, such as pipe breaks, damages, pipe leakages, inaccessibility and pressure 
deficits. Failure consequences in these networks may cause chaos in cities and expose citizens to significant 
risks. Resilient risk management is adopted here as a novel approach in minimizing the consequences of 
these events. Despite conventional assessment of resiliency in WDN, which are usually system-based, this 
study aims at introducing a new perspective for measuring resiliency of WDN, entitled Asset-Based. In this 
study, five new indices have been presented to cover insufficiency of the previous indices proposed for 
resiliency measurement of risks in a WDN. Herein, Graduality, Recovery Rate, Water Outage Time, Hydraulic 
Critical Index (HCI) and Regret Cost are the new identified resilient indexes measuring resiliency of each pipe 
asset due to the failure risk. The EPANET software linked to a designed MATLAB suit code, are employed 
here to assess proposed indices for a real case study suffering from high rate of pipe failure. The results show 
that the new indices can truly assess the asset’s role in system resiliency. Thus, the consequences of failures 
and the priority of assets for facing with the disruptions can be better determined. Furthermore, the Water 
Outage Time and Regret Cost indices have more importance as they are related to the social and financial 
issue, respectively.  
 
Keywords: Water Distribution Network (WDN); ssset-based; resilient risk management; water outage time; 

regret cost. 
 
 
1 INTRODUCTION   
 Water Distribution Networks (WDNs) are among the vital infrastructures that consist of many assets. 
Failure of each asset can cause multi aspects of risks and eventually lead to the operational disruptions or 
serious consequences. Understanding the nature of risks and reducing the level of them are the most 
important role in risk management. The risks in water distribution systems can originate from natural incidents 
and/or operational incidents (CIPAC Workgroup, 2009). Supporting WDNs against these incidents may 
require exorbitant costs to implement reactive and proactive actions.  
 In order to minimize resources costs needed to face with the WDN risks, establishing some risk 
management approaches with their corresponding criteria and measurement indexes are traditionally 
developed. Reliability, flexibility and resiliency are some of the most well-known approaches of risk 
management. Amongst many approaches presented, there has always been an incontrovertible role for 
resilient approach in management of WDN risk. Characteristics of a resilient system are known as 
preparedness, absorption, adaptation and recovery (Klise, 2015). Description of resilience has evolved 
through time. However, a unique definition has not been provided yet and every researcher has added a novel 
explanation into the definition of resiliency. 
 Holling (1973) presented his theories on resilient management of a system based on an ecological 
approach. The concept of resilience in WDNs were presented by various interpretations, such as increasing 
the total pressure head in networks (Todini, 2000), developing a framework for increasing resilience 
characteristics (Yazdani, 2011; Francis, 2014), increasing availability of systems (Zhuang, 2012), and 
supplying the necessary water demand after failure occurrences (Cimellaro, 2010). Generally, resilience may 
be measured based on the whole system or on every single asset of the system individually. The former can 
be termed as a system based method and the latter as the asset based one. The majority of work presented 
previously (Nazif, 2009; Dziedzic, 2014) have focused on the system based approach for WDNs, where the 
proposed indexes of resiliency are measured for the whole system without considering the role of each asset 
failure in WDNs operation. The asset-based approach is employed here in order to establish a tool for 
measuring the resilience of each asset in WDNs. For this purpose, special indexes have been introduced and 
each index represents a special feature of resilience. Subsequently, the quantity of each index must vary in a 
way to improve the value of resilience. 
 To end this, five indexes for quantifying WDNs resilience were introduced where each index represents a 
particular aspect of the system. The corresponding values of indexes for a real case study suffering from high 
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rate of pipe failure were computed. A developed code linked to EPANET, the commonly used software for 
hydraulic and water quality simulations (Rossman, 2000), was used for simulating the WDN conditions and 
assessing the role of the proposed indexes. By comparing the quality and quantity of the indexes, the present 
condition of the WDN in the study area was evaluated. The most resilient system was determined as the most 
capable to absorb, endure and recover within a specified time and cost limits (Gay, 2012). 
 
2 METHODOLOGY  
 This study aims to assess the resilience of WDNs in a new perspective. This proposed sighting of 
resilience is evaluated by five indexes measuring the role of each pipe asset failure in the operation of WDNs. 
These presented indexes are established based on some specific abilities previously defined and 
characterized for a resilience system. These selected features are based on the ability to reduce the 
magnitude and/or the duration of disruptive events, the ability to minimize the costs of a disaster and returning 
to the status quo in the shortest feasible time (McAllister, 2013), the ability to propagate disruption in a gradual 
manner (Yazdandoost, 2008), and the ability to recover from an unsatisfactory condition as soon as possible 
(Hashimoto et al. 1982). In a very simplified form, ure 1 illustrates the functional state of a system before, 
during, and after a failure. The vertical axis of the diagram in Figure 1 can represent any system performance 
measure, such as the amount of water supplied for customers, provided the higher values indicate the higher 
performance and the horizontal axis represents the time.  
 Different regions of this figure may imply normal condition of WDN performance (before the failure – part 
a), drop in performance (loss of performance – part f), allocating resources in order to repair the system (part 
b), and recovery of the WDN performance (increase of WDN performance – part e). 
 In this figure, it is supposed that, at time t0, a disruptive event occurs and the system performance 
deteriorates until it reaches a stable condition at time t1 (this duration corresponds to the part f). At time t1, the 
water utility interventions start and end at t2 for repairing the WDN. In other words, t2 – t1 is the repairing time 
of the failed asset (part b). After completing the repairs, the system begins to recover and reaches a new 
stable recovered condition at time Te (part c). On many occasions, returning exactly to the condition before 
failure might not be feasible, although the parts (s) and (e) in Figure 1 may not have the same characteristics 
(Chang, 2010) as they stay on the same line, as presented in Figure 1. In this study, it is assumed that the 
part (s) and (e) would have the same WDN performance. 
 

 
Figure 1. Functional state of a WDN system before, 

during and after a failure. 
 
 The five indexes of Graduality, Recovery Rate, Water Outage Time, Hydraulic Critical Index (HCI) and 
Regret Cost with their corresponding features in Figure 1 are condensed in Table 1. In the following 
subsections, more details about each of these indexes are described. 
 

Table 1. Indexes introduced for the study. 
Index Section in Figure 1 Unit 

Graduality α Lit/s² 
Recovery Rate β Lit/s² 

Water Outage Time Te – t0 hour 

HCI - percentage 

Regret Cost A/(A+B)*Water sales income IR.Rial 
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 Corresponding units for each index is based on the proposed characteristics specified for the vertical axis 
in Figure 1.  
 
2.1 Graduality 
 This index represents the speed of a failure occurrence. The relative increase of propagation is directly 
related to the rate of number of casualties. Therefore, the more gradual extension of disruption is desired. This 
index is introduced as the ratio of performance loss to the corresponding time, in which the reduction of 
WDN’s performance occurs: 
 
 

ݕݐ݈݅ܽݑ݀ܽݎܩ ൌ
݁ݐܴܽ ݂ ݏݏܮ
ݏݏܮ ܶ݅݉݁

 

 

 [1] 
 

where Rate of Loss and Loss time are equivalent to part (f) and (t1-t0) in Figure 1, respectively. 
 
2.2 Recovery rate 
 The other feature of resilience in the system can be dependent on how quickly the system recovers from 
a failure, once failure has occurred. According to Eq. [2], as the denominator of this equation is getting 
smaller, the higher the Recovery Rate can be achieved. It is worth noting that the unit of this index is similar to 
that of the Graduality. 
 
 

݁ݐܴܽ	ݕݎ݁ݒܴܿ݁ ൌ
݁ݐܴܽ ݂ ݁ݏܴ݅
݁ݏܴ݅ ܶ݅݉݁

 

 

[2] 

where Rate of Rise is expected to be equal to Rate of Loss (see Eq. [1]), Rise Time implies (Te-t2) in Figure 1. 
 
2.3 Water outage time 
 The time when water users remain out of water supply in the case of each failure is known by Water 
Outage Time index. In other words, the water outage time measures the duration of unsatisfactory condition in 
the WDN performance. This time consists of a rise time (from the Eq. [2]), Mean Time to Repair a pipe 
(MTTR) and loss time (form the Eq. [1]), as Eq. [3]. 
  

݁݉݅ܶ	݁݃ܽݐݑܱ	ݎ݁ݐܹܽ ൌ ܽ  ܾ  ܿ                 [3] 

where “a”, “b” and “c” are shown in Figure 1. 
 
2.4 Hydraulic Critical Index (HCI) 
 The Hydraulic Critical Index (HCI) of each pipe (as an asset) indicates the ratio of total water demands 
supplied after the failure to the amounts supplied before the failure (Eq. [4]). The higher value of this index 
shows the greater importance of an asset in supplying required water demands of network. Actually, it defines 
which assets’ failure is more serious in network’s operation. This index is very sensitive to the position of the 
asset in a network. 
 
  

ܫܥܪ ൌ
݈݀݁݅ݑݏ	݈ܽݐܶ ݏ݀݊ܽ݉݁݀ ݂ ݇ݎݓݐ݁݊ ݎ݁ݐ݂ܽ ݄݁ݐ ݁ݎݑ݈݂݅ܽ
ݏ݀݊ܽ݉݁݀	݈݀݁݅ݑݏ	݈ܽݐܶ ݂ ݇ݎݓݐ݁݊ ݁ݎ݂ܾ݁ ݄݁ݐ ݁ݎݑ݈݂݅ܽ

 

 

[4] 

2.5 Regret cost 
 This index represents the revenue that water utility may lose if it cannot provide the required demands of 
consumers. This condition may occur when the performance of system is unsatisfactory. In other words, when 
the network is incapable to supply the total required demand, the water utility cannot earn its income totally. 
 According to Figure 1, the ratio of A/ (A+B) can be regarded as a measure of unsatisfactory condition as 
compared to the normal operation of the system. Thus, by multiplying this quantity by the average water price 
(in a specific year), the regret cost (the amount of income/revenue lost) can be computed as Eq. [5]. 
 
 

ݐݎܴ݁݃݁ ݐݏܿ ൌ 	
ݕݎݐ݂ܿܽݏ݅ݐܽݏܷ݊ ܽ݁ݎܣ ሺܣሻ

݈ܽݐܶ ܽ݁ݎܣ ሺܣ  ሻܤ
∗ 100 ∗ ݎ݁ݐܹܽ  ݁ܿ݅ݎܲ

 

        [5] 

where water price includes annual inflation rates. 
 
3 CASE STUDY 
 The methodology has been applied to a WDN in south-west of Isfahan, Iran. The cities’ area is around 
36km² and its population is estimated at 20000. The area is divided into three main districts, namely N, D, and 
W.  
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Figure 2. Case study’s schematic water distribution network.  

 
 In this WDN, water is supplied through four reservoirs. The pipes diameters vary from 25 millimeters to 
250 millimeters. Due to the high groundwater level and region’s soil condition, the pipes’ depth of installation is 
low and sometimes about 30 centimeters. This condition makes the probability of pipes’ breakage greater. 
Based on recorded data, there are two pipe failures in study area every day on an annual basis. Here, the 
main question is, "is the study network resilient with regards to the high rate of pipe failure". To answer this 
question, it is necessary to probe the weakness of the network. 
 
4 RESULTS 
 In order to quantify the proposed resilience indexes for the existing condition of the WDN, a MATLAB suit 
code linked to EPANET toolkit was used. This code is able to simulate failure of each pipe and then assesses 
the indexes. This process is regarded as the failure analysis of each asset. It is obvious that failure of all pipe 
assets do not have the same impacts on the WDN function. Those pipes whose failures can create more 
unmet demand are the critical ones. Table 2 shows the measured indexes for some of the most critical pipes. 
It is worth noting that while the higher amounts of recovery rate are desired, the lower amounts for the other 
indexes are favorable. Pipes 1 to 3 are those linked directly to the main reservoirs and Pipes 4 to e 6 are the 
connectors between the two main districts of the WDN. The pipes are arranged in order of their HCI level 
(criticality).  
 

Table 2. Indexes and features of the critical pipes of the existing WDN. 
FEATURE UNIT PIPE1 PIPE2 PIPE3 PIPE4 PIPE5  PIPE6 

DIAMETERE (Millimeter) 60 250 150 150 150 150 
LENGTH (Meter) 8.4 90.5 11.3 32.2 229.6 47.4 
GRADUALITY (Lit/s²) 17.66 0.28 6.06 1.41 0.15 0.46 
RECOVERY RATE (Lit/s²) 0.59 0.5 0.52 0.56 0.71 0.52 
WATER OUTAGE TIME (Hour) 6.07 6.18 6.06 6.07 6.22 6.1 
HCI (%) 16.67 12.77 12.68 11.42 10.96 9.86 
REGRET COST (MIR.Rial) 8.66 6.97 7.00 6.47 6.20 5.80 

 
 As shown in Table 2, the criticality of pipes is not relevant to their diameters or lengths. For instance, 
Pipe1 with a smaller diameter and length than Pipe 2 may be more critical based on a higher percentage of 
HCI and Graduality. On the contrary, Pipe1 has better condition than Pipe 2 when the Recovery Rate and 
Water Outage Time are the only criteria for judgment. In other words, when Pipe2 fails, its consequences are 
less gradual and it recovers slower than the situation when Pipe1 fails. Furthermore, in case of Pipe 2 failure, 
access of users to satisfactory conditions of water supply is more time consuming. It must be noted that 
16.67% HCI of Pipe 1 is equal to the lack of 163 liters per second demand in supply of the WDN. Although no 
specific relationship may be deducted for the proposed criteria, it appears that the variation of Regret Cost 
index is directly proportional to the variation of the HCI index. 
 According to Figure 1, the degree of α which represents the Graduality index, must decrease to cause 
lower intensity of disruption and makes the emergence of failure consequences more gradual. On the other 
hand, the degree of β refers to the Recovery Rate and has to be a maximum in order to increase the speed of 
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recovery. Water Outage Time index is principally desired to be the least. The percentage of HCI index as the 
ratio of total supplied demands of the network after failure to its quantity before failure is sought to be at its 
minimum value. Regret Cost index is obviously desired to be at its minimum. 
 Quantifying proposed indexes have been performed in case of all pipes’ failure. The average value of 
these indexes is presented in Table 3. Existence of plenty of pipes with low water flow in the network has led 
to smaller average values of indexes than those for the critical pipes (previously given in Table 2). Apparently, 
the Graduality index doesn’t follow this rule for its variable nature with regards to the location of the pipes and 
their responsibility for water transportation.  

 
Table 3. The average values of indexes of the existing WDN. 

INDEX GRADUALITY 
(Lit/s²) 

RECOVERY RATE 
(Lit/s²) 

WATER OUTAGE 
TIME (HOUR) 

HCI (%) 
REGERT 

COST 
(IR.RIAL) 

AVERAGE 1.4 0.7 5.33 5 4,003,492 

 
 As Table 3 shows, the Graduality and Recovery Rate indexes have similar units while the Graduality 
index has lower values than the Recovery rate. An analogy between these average values reveals that the 
existing WDN’s current situation is not acceptable. In fact, in this situation, the disruption and failure 
consequences appear more quickly than the process of system recovery. If a usual disruption in the network 
occurs, the system will suffer from 5% unmet demand, 5 hours and 20 minutes of water outage for users and 
financial losses of 4,003,492 IR.Rials.  
 
5 CONCLUSIONS 

Resilience risk management of Water Distribution Networks studies have been debated since last 
decades. In these studies, many approaches and criteria have been developed. Usually the WDN is analyzed 
in its entirety without referring to the role of individual asset failure in the disruption of the system. This study 
aims to propose a methodology for evaluating impact of each asset failure based on the resiliency of the 
WDN. This approach is termed asset based. Based on this approach, the system’s weak points can be 
evaluated from different sights and any undesirable effect of asset failure can be highlighted. In this approach, 
it is assumed that any unfavorable feature of a single asset would result in the descent of the resiliency of the 
whole system. Here, five indexes were proposed and their efficiencies were examined for a real case in 
Isfahan Province suffering from high rate of pipe failure. The results show that the novel indexes introduced in 
this research are efficient enough to cover the economic (Regret Cost), social (Graduality, Recovery Rate and 
Water Outage Time), and technical (HCI) perspectives of WDNs operation simultaneously. By taking into 
account the enhanced scenarios, the WDN can prosper into a more resilient system. The proposed approach 
in quantifying resilience for WDNs would help stakeholders in making the best management decisions on 
repairing, replacing and maintaining the system.  
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ABSTRACT  
 
Boundary roughness is an important hydraulic parameter in describing dynamics of free surface flows. There 
is no direct method to estimate the possible boundary resistance in natural environment. Available empirical 
formulations are based on the particle size on the river bed. However, other factors such as shape and size of 
flow section are also effective in the development of boundary resistance. Accurate prediction of boundary 
roughness can only be made by in situ hydraulic measurements for each specific flow domain. This paper use 
the experimental and computational approaches together to calculate the discharge and the boundary 
roughness. Flow is assumed to be uniform and velocity at the free surface is measured to be applied as 
boundary conditions of a numerical solution. Computational model uses a non-linear turbulence model that is 
capable of producing complete velocity field including turbulence driven secondary flows. Numerical solution 
requires repeated iterations for variable values of boundary roughness to adjust the velocity field to fit the 
measured values at the free surface. An explicit wall function is proposed for efficient calculation of the wall 
shear stresses and also for evaluation of the boundary roughness. The method is verified by a large number 
of data set obtained from a tilting flume in the laboratory. 
 
Keywords: Wall functions; bed roughness; channel flows; uniform flow; discharge. 
 
 
1 INTRODUCTION  

In the numerical analysis of free surface flows in natural environment, a parameter to represent the 
boundary resistance on the flowing fluid is required. The roughness parameter should specify the amount of 
resistance from the solid boundary which has a decisive influence on the flow characteristics. Mathematical 
model used in the solution may use 1D, 2D or 3D formulation depending on type of problem and detail of 
solution required. Manning roughness n is the well-known parameter used in 1D and 2D depth integrated 
computations. The error in estimation of roughness value used in the computation is proportionally reflected in 
the flowrate and water depth. In other words, the accuracy of roughness estimated determines the accuracy of 
the computation. In practice, roughness value may be determined from field observations based on particle 
size of the bed material. In all textbooks, there are tables listing recommended values based on engineering 
experience and observations. However, there are many other effects such as size and shape of flow section 
that should be considered in final tuning of the roughness value. Some research have also been carried out to 
evaluate roughness from the field measurements of water surface profiles using 1D solutions to fit the 
measured data (Atanov et al., 1999; Ramesh et al., 2000). Measurement of flood flows is also a difficult task 
where non-intrusive techniques (Baud et al., 2005; Bradley at al. 2002) are becoming more popular.  

Combined use of experimental and computational approaches was proposed in recent studies 
(Gharahjeh and Aydin 2016; Gharahjeh 2016). Flow is assumed to be uniform at the working section where a 
local balance between gravity component as the driving force and the boundary resistance force is 
considered. For a fixed cross section geometry, there are two types of flow boundaries: the bed and the free 
surface. No-slip boundary conditions can be applied on the bed. The flow velocity just on the free surface is a 
result of dynamic equilibrium between the driving and resisting forces and the secondary flows driven by 
turbulence un-isotropy. In other words, free surface velocity has a unique value for a given equilibrium 
condition in uniform channel flow. Thus, the measured free surface velocity can be applied as a boundary 
condition in the numerical solution of the governing equations. This study is based on the idea of computing 
the velocity field, the discharge and the boundary roughness from the measured free surface velocity for a 
given cross-section geometry and the bed slope. Such a procedure requires measurement of free surface 
velocity by some appropriate methods and then a computational tool which can reproduce velocity distribution 
in the flow section including the secondary flow contributions. It is also required that the boundary conditions 
applied on the solid wall should be appropriate for prediction of wall roughness, while the computed velocity 
field satisfies the measured free surface velocity. Such a solution procedure involves additional iterations to 
find the appropriate roughness value while the numerical solution of the governing equations is enforced to 
satisfy the conditions of convergence. 

At the early stages of this study (Gharahjeh and Aydin 2016; Gharahjeh 2016), the classical wall 
functions were employed to calculate the wall shear stresses and also to determine the boundary roughness. 
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It was noticed that an explicit solution of the wall functions for the wall shear stresses would noticeably 
increase the speed of convergence and also improve the stability of computations. Such a novel, explicit wall 
function is proposed in the following sections together with the mathematical model and applications in 
channel flows. 
 
2 MATHEMATICAL MODEL   

Uniform flow assumption in river flows is a common approach to describe the local flow conditions. As a 
result of this assumption all variations in the flow direction are ignored. Thus, flow in a section can be 
described as two-dimensional. However, all three velocity components have to be computed due to secondary 
flows around corners induced by turbulence un-isotropy. Most of the turbulence models are not capable of 
reproducing secondary flows and therefore computations with such models will fail to calculate the correct 
velocity field especially in narrow channels where corners are most effective in development of un-isotropy in 
turbulence.  

Uniform flow in prismatic open channels can be formulated in terms of vorticity transport equation in the 
plane of flow section, the stream function to express the continuity and the stream wise momentum equation. 
Reynolds averaged momentum equation for fully developed, steady, incompressible, turbulent, uniform flow is 
written as    
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where u, v, w are the mean velocity components in x, y, z-directions respectively, x is the stream wise 
direction of the flow, t is time, g is gravitational acceleration, θ is the angle of channel bed with horizontal,  is 
kinematic viscosity and  is turbulent kinematic stresses. The stream wise vorticity transport equation in the 
flow section is written as 
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where  is the vorticity in the flow section (y-z plane) and is defined as 
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The time derivative in Eqns. [1] and [2] is kept simply to facilitate an iterative solution of the equations. Poison 
equation for stream function () is used to imply continuity:  
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Stream wise velocity is computed directly from the momentum solution whereas the velocity components 
normal to stream wise direction are obtained from the stream function solution.  
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Computational approach can be successful if the turbulence structure of the flow field is appropriately 

described by a suitable turbulence model to be combined with the above set of governing equations. A 
turbulence model named as Nonlinear Mixing Length Model (NMLM) tuned for uniform flow situations was 
proposed and tested in Aydin (2009). The mixing length is obtained from a distance weighting function for 
boundary proximity and the model has no additional transport equations to be solved. Turbulent stresses are 
expressed in terms of nonlinear correlations of strain rates and vorticity. Computation of turbulence kinetic 
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energy is not required when vorticity transport equation is solved for uniform flow. It was shown (Aydin, 2009) 
that the model is able to reproduce secondary flows with significant savings in computing cost. The model was 
improved to accurately compute the free surface velocities by introduction of a specific damping function for 
the free surface boundary (Gharahjeh, 2016). Turbulence anisotropy was taken into account using nonlinear 
correlations of the strain rates in describing the turbulent stresses. Model is robust since it requires no 
additional differential equations. The model aims to capture the secondary flow patterns in detail by computing 
the 3D velocity field of uniform channel flow with minimum complexity of modeling and thus requiring less 
computational effort for the solution. In NMLM the turbulent stresses are defined as 

 





































)
3

1
(

)(

)
3

1
(

3

2

3

2

12

ijklkljkik

ikjkjkik

ijklkljkik

ijtij

mjiij

C

SSC

SSSSC

kS

luu







                                                   [7] 

 
in which Si,j is the rate of strain,  is vorticity vector and || is the magnitude of vorticity vector defined as 
follows 

 

i

j

j

i
ij x

u

x

u
S









                                                                       [8]  

                

i

j

j

i
ij x

u

x

u









                                                                              [9] 

 
2
23

2
13

2
12                                                                   [10] 

 
In Eq. [7] kt is turbulent kinetic energy, i,j is Kronecker delta, C1, C2 and C3 are constants adjusted by 
numerical experiments and lm  is the turbulent mixing length. The mixing length represents a weighted 
distance from all boundaries and is defined as: 
  

μvm flκl                                                                        [11] 

 
in which  = 0.41 is Karman constant, lv is volumetric mixing length defined by  
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where =0.41, subscript w indicates integration over solid wall, subscript s indicates integration over water 
surface and f is a damping function given by: 
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where fw is the damping effect from the solid wall boundary and fs is the same effect coming from free surface 
boundary. The damping functions are expressed in terms of dimensionless distances: 
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where d is vertical distance from the free surface, D+ is a parameter that controls the surface damping rate 
and subsequently has an effect on the free surface velocity distribution, A+=26 is a dimensionless constant 
and u is local shear velocity computed from 
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The free surface damping parameter D+ is found to be a function of channel aspect ratio and relative 
roughness at the channel bed. It has been defined based on surface velocity measurements in rectangular 
and compound channels in a recent study (Gharahjeh and Aydin, 2016). 
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The governing equations combined with turbulence closure provided by NMLM are solved numerically (via 
finite volume method) over a staggered grid.  

 
3 WALL FUNCTIONS 

The computer code uses wall functions to calculate the wall shear stresses. In earlier runs, the classical 
logarithmic wall function, which is implicit in wall shear velocity, was used in wall shear stress determination. It 
consumes longer CPU times when numerical iterations are performed for inverse solution of the wall 
roughness. To speed up the numerical solution, a new form of wall function is proposed. The most important 
property of the new function is its explicit form for the computation of shear velocity. Formulation considers the 
wall layer composed of viscous sublayer, the transition and fully turbulent layers. The dummy argument y in 
the equations is the distance from the solid boundary. The new wall function is given as: 
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where A=2.2, B=0.1 are universal constants, E is boundary roughness parameter,  is fluid density, w is the 
wall shear stress and u is the shear velocity. It should be noted that the new wall function uses local velocity 
in the definition of dimensionless distance. Therefore, Eqns. [19], [20] or [21] can be used for computation of 
shear velocity explicitly whichever is relevant depending on zone of the velocity profile. The function given by 
Eq. [25] is used to encompass the transition zone between the viscous sublayer and the fully turbulent layer 
which was developed by utilizing the pipe flow solutions. A comparison of the classical log-law and the new 
one is shown in Fig.1 for the same solution. The horizontal axis, y+, is defined by Eq. [23] for the new 
formulation whereas the dimensionless distance for the classical log-law is given by y+=yu*/. The dashed 
lines show the log-laws and the circles are representing data of the same numerical solution in a wide 
channel.  
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Figure 1. Comparison of the classical and new logarithmic velocity profiles in a wide channel. 
 
In the case of rough beds, data of Nikuradse (Schlichting, 1979) has been used to calculate boundary 
roughness parameter E (Fig.2).      
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where ks is the Nikuradse’s equivalent sand roughness. The function given by Eq. [28] is provided to 
encompass the transition from smooth to hydro dynamically rough cases. Eqns. [19]~[29] describe the wall 
layer which can be used to calculate the wall shear stress from the first grid point velocity or the boundary 
roughness, ks, in an iterative manner.  

The above formulation (Eqns. [1]~[29]) gives a complete mathematical description of uniform flow in a 
prismatic channel. Numerical solution requires cross-section geometry, bed slope and boundary roughness as 
input data. The output will be the velocity field as function of space in the flow section. Then, the discharge 
can be easily obtained by integration of the stream wise velocity over the cross sectional area. The 
challenging power of the proposed formulation becomes obvious if some velocity measurements on the water 
surface are available. Then, the unknown bed roughness can be inversely computed by applying the 
measured surface velocity data as boundary conditions of the numerical solution. The boundary roughness is 
varied to affect the computed velocity field such that the computed surface velocity fit to the measured data. 
There is no need for any empirical prediction or assumption for the bed roughness, it is computationally 
determined based on experimentally measured surface velocity data of the specific flow domain. This 
approach removes the uncertainty in bed roughness estimation when a few velocity measurement on the 
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water surface is available. This formulation and the inverse solution algorithm for the wall roughness has been 
successfully tested and verified in pipe flow. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Roughness parameter E used in the wall function. 
 

4 EXPERIMENTS 
The experimental setup consists of a 12 m long, 60 cm wide and 35 cm deep tilting channel. The side 

and bottom surfaces are made up of glass. The channel is supported by a steel structure connected to a 
reservoir in the upstream end. The downstream end of the channel is a free fall where water discharges back 
into underground reservoir. Water is recirculated via a pump having discharge capacity of 170 l/s. The 
schematic representation of the set-up is depicted in Fig. 3 below. 
 
 

 
 
 
 
 
 
 
 
 

Figure 3. The schematic view of the set-up. 
 

Water surface velocity is measured by Particle Tracking Velocity (PTV) method. PTV is considered as the 
most promising technique to measure water surface velocity, since it is non-intrusive, low–cost and easy to 
apply without preparation in natural environment. The main aim of the study was to illustrate the applicability 
of PTV-CFD combination to determine the discharge and bed roughness. At the beginning surface velocities 
are measured in smooth rectangular channel just to calibrate the turbulence model to calculate the free 
surface velocities accurately. For this purpose a parameter that determine the amount of damping at the 
surface has been tuned based on experimental data. After verifying the turbulence model and the 
computational code, the channel bed was covered by square ribs (Fig. 4) to produce bed roughness. Various 
roughness cases were created by changing the rib size and spacing between the rib elements on the bed. 
The experimental cases in regard to bed roughness are listed in Table 1. 
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Figure 4. Ribs on the channel bed as roughness elements. 
 

Table 1. Roughness types studied for rectangular channels. 

Test case 
Roughness 

symbol 
Rib spacing  

(cm) 
Rib dimensions (cm) 

1 ks1 20 1 x 1 
2 ks2 10 1 x 1 
3 ks3 40 0.6 x 0.6 
4 ks4 20 0.6 x 0.6 
5 ks5 10 0.6 x 0.6 

 
Once the bed is covered with a given roughness pattern about 10 experiments with different flow depth 

and bed slopes have been done to investigate the resistance shown by the roughness pattern under study. In 
each experiment a number of surface velocity measurements have been repeated to collect enough number 
of data to compare with the computed values. A sample plot of computed water surface velocity in comparison 
to measured data is shown in Fig. 5. Different colors of point data indicates the video recording speed (frames 
per second, fps) that is used in the PTV analysis. Channel width to normal depth ratio (B/Zn) is also indicated 
in the legend of the figure. Contours of the normalized stream wise velocity computed from the numerical 
solution is shown in Fig.6 (left) together with the streamlines of secondary flows (right) for the same test case. 
Streamlines describe the surface and the bed vortices clearly, which cause the velocity dipping.  

The computer code uses the wall functions described by Eqns. [19] to [29]. In the iterative solution 
process for the rough beds, the roughness height, ks, is varied until the computed water surface velocity 
matches the measured values with minimum averaged error for all point velocity data available. When solution 
is converged with no more changes in the roughness height, the discharge is computed by integration of the 
computed velocity field. The same computation has been repeated for the same roughness case for different 
flow conditions and the computed roughness heights are averaged to represent the bed roughness measure 
for that rib configuration. Similar study has been repeated for the 5 roughness pattern described in Table 1 
and the results are summarized in Table 2. The manning roughness parameter n (computed from Manning’s 
equation) is also shown in the last column of the table.  
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Figure 5. Numerical and experimental surface velocities for So=0.001, Zn=0.29 m, Q=171 l/s. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Computed velocity contours (left) and streamlines of secondary flows (right) (S0=0.004, Zn=0.15 m, 
Q=0.136 m3/s). 

 
Table 2. Numerical predictions of bed roughness. 

Test case 
Roughness 

symbol 

Roughness 
height  
(cm) 

Manning 
n 

 (cm) 
1 ks1 3.29 0.0242 
2 ks2 4.78 0.0263 
3 ks3 0.56 0.0161 
4 ks4 1.29 0.0193 
5 ks5 1.99 0.0214 

 
5 CONCLUSIONS 

A combined experimental and computational approach is described to compute the discharge and bed 
roughness in channel flows. The method requires measurement of water surface velocity to be applied as 
boundary conditions at the free surface for the numerical solution. The free surface velocity measurements 
have been accomplished using PTV technique. The complete 3D velocity field is obtained from the numerical 
solution describing the secondary flows also. Computational tool uses a nonlinear turbulence model that is 
capable of reproducing the secondary flows. Major contribution of this study is the development of the new 
wall functions to speed up the numerical solution and cover all ranges of boundary roughness from smooth to 
hydro dynamically rough. Wall functions are made explicit for the shear velocity by defining the dimensionless 
distance in terms of local velocity. The method is found to be successful in computing discharge while 
predicting the boundary roughness with satisfactory accuracy in rectangular channels. This approach removes 
the uncertainty in roughness determination in free surface flows. 
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ABSTRACT  
 
Southern China has been subject to some of the deadliest typhoons in history with records going back over a 
thousand years. Before the large waves associated with a typhoon reach the mainland of China, there is a 
delay between the typhoon reaching landfall and the time of the extreme waves arriving. This paper focuses 
on an approach to simulate this lag in the waves reaching landfall in the Qiongzhou Strait in southern China. A 
numerical approach has been adopted to simulate the typhoon and wave processes using a parametric 
typhoon model and the SWAN wave model. Two typhoon events are simulated (typhoon Kai- Tak in 2012 and 
typhoon Jebi in 2013) and used to tune the parameters for the numerical models. The simulated wind speeds 
and significant wave heights of the typhoon are compared with measured data. For the simulation of typhoon 
Kai-Tak, the correlation coefficient gives an 87% agreement between the simulated and measured values of 
wave height with a standard deviation of 0.29m. For typhoon Jebi, the fit is less good (66%). However, the 
simulation results have provided insight into improving the parametric typhoon model. 

 
Keywords: Typhoon waves; wind field; SWAN wave model; Qiongzhou Strait; numerical simulation. 

 
 

1 INTRODUCTION 
 Qiongzhou Strait is located in South China Sea. It goes E-W direction, and connects China mainland and 
Hainan Island. The strait is on average 30km wide associate with a maximum water depth of approximately 
120m. The location of Qiongzhou Strait is shown in Figure 1  
 The typhoons in the Qiongzhou Strait have characteristics such as frequent activities and serious harms. 
These typhoons are usually generated during the summer in the South China Sea or the Northwest Pacific 
Ocean near the Philippine islands, resulting in extensive loss of life and property. 

With more than ten years of feasibility research, a sea-crossing project of the Qiongzhou Strait will be 
planned and constructed in future. The strong wind and huge waves are significant factors in the construction. 
Since the measured data of typhoon waves are extremely limited, the preliminary research on typhoon waves 
with the numerical simulation technology is a good supplement. 
 

 
Figure 1. Location of Qiongzhou Strait. 

 
 In particular, the SWAMP Group (1985) developed the third-generation wave simulation models, such as 

the WAM model by WAMDI Group (1988) and the WAVEWATCH-Ⅲ model by Tolman (1989) for global scale 
applications. For nearshore applications, the most recent SWAN wave model by Delft University of 
Technology (Booij et al., 1996) was modified from third-generation models, especially from the WAM model. It 
includes more flexible options on the parameters for processes such as nonlinear wave–wave interactions, 

Hainan Island 
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wind wave generation, energy dissipation by breaking, and friction and frequency shifting due to current and 
local topographical conditions. After being satisfactorily verified with field measurements, it is considered to be 
a reliable simulating model of typhoon waves in the waters of Qiongzhou Strait once a typhoon’s cyclonic wind 
field is determined. Holthuijsen et al. (2003) added the diffraction effect in the SWAN model based on the 
mild-slope equation and further developed the model. Ou et al. (2003) applied the SWAN wave model to 
simulate typhoon waves in the coastal waters around Taiwan Island. Hsu et al. (2005) applied it to the Bay of 
Bengal, and Kim et al. (2008) applied it to the coastal waters of Korea. Zhao and Xu (2010) studied the 
numerical simulation of typhoon waves in the South China Sea based on the SWAN model. 
 With the sea surface driving winds obtained from the parametric models as the input for the SWAN wave 
model, one representative typhoon waves are simulated and the results are compared with the measured data 
from the wind-and-wave observation stations which are specially established at the Qiongzhou Strait, and 
typhoon wave numerical simulation method applied to the Qiongzhou Strait is studied and verified in the 
paper. 

 
2 EQUATIONS 
 The information of the typhoon is prepared before the numerical simulation of typhoon waves. Wind field 
models mainly include numerical models and parametric models. Although numerical models, such as MM5, 
WRF and other mesoscale atmospheric model, accurately describe the dynamic mechanism of wind fields, for 
practical applications the wind fields are always represented in terms of relatively simple parametric models. 
In this paper, the parametric wind models are adopted. This parametric model contains two parts, which are 
cyclone circulation field and typhoon movement field. The typhoon movement field is based on the equations 
(Takeo, 1981) as follows: 
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where yVxV , are x-component and y-component of wind speed, respectively. r is the distance from the 

computed points to typhoon center, Rmaximum velocity radius. Thus, the expression for cyclone circulation 
field can be expressed as: 
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where, yWxW , are the are x-component and y-component of typhoon circulation velocity, 0PPP  is 

pressure difference of peripheral pressure and typhoon-center pressure. 0x , x-coordinate of computed point 

and typhoon tracks. 0y , y-coordinate of computed point and typhoon tracks. f Coriolisforce coefficient, a is 

air density, r is the distance from the computed points to typhoon center, R maximum velocity radius. 
 
3 SWAN WAVE MODEL 
 SWAN (Simulating Waves Nearshore) is the third-generation research on the numerical model for 
nearshore shallow water wave, which was developed by the Delft University of Technology, Holland. The 
model simulates the wave propagation and transformation process by solving the spectral action balance 
equation, and now it is widely used in the wave numerical study. In Cartesian coordinates, the spectral action 
balance equation is as follows: 
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 The first term on the left-hand side of (6) represents the local rate of change of action density in time, the 
second and third term represent propagation of action in geographical space (with propagation velocities Cx 
and Cy in x and y space, respectively). The fourth term represents shifting of the relative frequency due to 
variations in depths and currents (with propagation velocity Cs in s space). The fifth term represents depth-
induced and current-induced refraction (with propagation velocity Cu in u space). The expressions for these 
propagation speeds are taken from linear wave theory (Whitham, 1974; Dingemans, 1997). The term S at the 
right-hand side of the action balance equation is the source term in terms of energy density, representing the 
effects of generation, dissipation, and nonlinear wave-wave interactions. 
  
4 CALCULATED PARAMETERS 
 Some representative typhoons passing nearby the Qiongzhou Strait are chosen for the simulation. The 
tracks of these typhoons are shown in Figure 2, according to the China Meteorological Administration (CMA)’s 
tropical cyclone database which includes not only the best-track dataset but also tropical cyclone induced 
wind and precipitation data (Ming, 2014). 
 

 

Figure 2. Tracks of Typhoon1213 and Typhoon 1309. 
 
The SWAN wave model is used for numerical simulation of typhoon waves. The area of size is from 

105.5°E~113°E and 6°N~16°N, and the triangular grid with local refinement in the waters of Qiongzhou Strait 
is adopted and the resolution is from 20m to 20km as shown in Figure 3, the region water depth using ETOP2 
global terrain database and the resolution is 1′×1′ also as shown in Figure 3. 
 

Typhoon1213 

Typhoon 1309 
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Figure 3. Mesh and bathymetry. 

 
5 SIMULATED RESULTS 
 In order to obtain the real field data of wind and wave, the wind and wave observation stations are 
established in the waters of Qiongzhou Strait since 2012 and three years wind and wave data have been 
collected, including the wind and wave data during the nine typhoons passing by the Qiongzhou Strait. 

The locations of observation stations are shown in Figure 4. The water depth of the wave observation 
point is measured as 47.6m. 
 

 
Figure 4. The location of observation station. 

 
The simulation duration for the typhoon is from 00:00, August 16, 2012 to 00:00, August 18, 2012. The 

calculated and observed values of wind speed and wind direction are compared as shown in Figure 5 and 
Figure 6, and the values of wind speed are converted to normalized values for security requirements of 
ongoing research program. The wind speed is the 10-minute mean wind speed.  

 

 

Wave observation station 

Wind observation station 
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It can be seen from the Figure 5 that the calculated and observed values of wind speed have good 
consistency in all. The curve shapes and peak values have small deviations. Actually, the consistency of initial 
curve shapes is not very good, mainly because the wind observation tower is far away from the typhoon 
center and which is a little affected by the typhoonfield. If the edge of the wind field is simulated more 
accurately, the background winds from some reanalysis data, such as CCMP, QuickSCAT, NCEP, EAR and 
other re-analysis wind fields, can be added into the parametric wind models. 

In Figure 5, the calculated peak value of wind speed is bigger than observed value correspondingly, 
mainly because the land terrains, detailed spatial variation of typhoon structure is not considered in parametric 
wind models, and the detailed typhoon parameters existing error either. In order to obtain the more accurate 
wind field, some half-empirical and half-numerical typhoon wind models, such as Shapirowind field (Shapiro, 
1983), Yang Meng wind field (Meng et al., 1995) and CE wind field (Tompson et al., 1996), are developed 
especially instructural wind engineering or typhoon hazard analysis. 
 

 
Figure 5. Wind verification. 

 
 It also can be seen from Figure 6 that the calculated and observed values of wave height have good 
consistency in all, and the curve shapes and peak values also have small deviations, which is similar with the 
wind field simulation. 
 The observed and computed comparison between wind and wave are showed in Figure 7 and Figure 8. 
From Figure 7 the delay hours for typhoon 1213 is 4 hours, and the simulated results show the delayed time is 
2 hours. And from Figure 8, for observed data there is no delayed hour between wind and wave extreme 
value, the simulated result shows the delay time is one hour. It is considered time difference between 
observed and computed wind process is due to the time error in wind simulation. The typhoon moving velocity 
is different in land and sea area, if the model considers the real terrain changes, the time differences can be 
improved. 
 

 
(a) Typhoon 1213 

 

(b)Typhoon 1309 
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Figure 6. Wave verification. 

 

 
Figure 7. Comparison between wind and wave for typhoon 1213. 

 

 
(a) Observed values 

 
(b) Calculated values

 
(a)Typhoon 1213 

 
(b)Typhoon 1309 
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Figure 8. Comparison between wind and wave for typhoon 1309. 

 
6 CONCLUSIONS 
 The parametric typhoon model and the SWAN wave model are selected to simulate the typhoon waves in 
the waters of Qiongzhou Strait. The Takahashi and Fujita nested pressure model, Gradient wind equation and 
Ueno equation construct the wind field model, and the comparison between the simulated results and the 
measured data showed that the selected parametric typhoon model is efficient and feasible. 
 The SWAN wave model is used for numerical simulation of typhoonwaves. With no consideration of tidal 
level, wave-current coupling effects and other factors, the simulation results of typhoon waves have a small 
deviation with the measured data, but holistic characteristics of typhoon waves have good consistency. It 
ascertains this simulation method applicable for coastal engineering practices or activities. Furthermore, this 
numerical simulation method of typhoon waves and the related simulation conclusions could provide the 
research references with the determination of the wind and wave designed parameters in planned sea-
crossing project of the Qiongzhou Strait. 
 In this study, the delayed time between wind and wave extreme value affected by typhoon processes is 
simulated. There is difference between the observed results and simulated results. It is considered the 
difference is due to the wind moving velocity changes on land and sea area. The empirical typhoon model is 
better to consider the terrain changes.  
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ABSTRACT  
  
The level of fecal contamination in rivers is one of major concerns when it comes to safety of contact 
recreation in rivers, since fecal contamination is related to presence of pathogen in rivers. Therefore there is a 
need to predict the level of fecal indicator bacteria in real-time through fast and simple method. In this study, 
the level of fecal coliform among various fecal indicator bacteria was predicted in real-time using logistic 
regression model which is one of data-driven models. Using logistic regression model, it is possible to predict 
directly whether the concentration of fecal coliform exceeds 200 CFU/100ml, which is the safe water quality 
criteria for contact recreation in terms of fecal contamination. Nakdong River was selected as a study site, 
since Nakdong River is becoming popular for recreational activity facilities thanks to Four Major River 
Restoration Project from 2010 to 2012. In this study, monitoring stations were classified into four groups, G1, 
G2, G3 and G4, according to their locations and hierarchical clustering results in order to reduce 
heterogeneity in datasets. Logistic regression models were developed using datasets from monitoring stations 
in three groups, G2, G3, and G4. G1 was excluded because exceedance of fecal coliform safe criteria was a 
rare event in G1 section. Developed models were tested using test datasets. As results, three models show 
relatively high accuracy of more than 80% in terms of total classification, specificity and sensitivity. 
 
Keywords: Contact recreation; fecal coliform; Nakdong River; logistic regression model; hierarchical clustering 

method. 
 
 
1 INTRODUCTION   
 Recently, Nakdong River, which is one of the major rivers in South Korea, has become a popular place 
for riverine contact recreation such as waterskiing and boating. It is because spaces for riverine recreation 
were created along the Nakdong River as part of river restoration project from 2010 to 2012. This popularity 
caused concerns about the level of fecal contamination in Nakdong River when it comes to safety of contact 
recreation, since contact recreation in fecally contaminated water can lead to gastrointestinal, respiratory, and 
skin illnesses (Byappanahalli et al., 2012). Thus, it is important to check if the level of fecal contamination 
exceeds certain safe level in real-time. The level of fecal contamination can be examined by measuring fecal 
indicator bacteria. However, fecal indicator bacteria cannot be measured in real-time and it takes at least 18 
hours to measure (Byappanahalli et al., 2012). Therefore, there is a need to predict the level of fecal 
contamination in real-time.  
 There are two ways to predict the level of fecal contamination: physics-based model and data-based 
model. Data-based model is more preferable for the use of real-time prediction, since data-based model tends 
to take less time to run and does not need any geometry data or nonpoint source pollutants data which are 
usually necessary to physics-based model. On the contrary, input data of the data-based model such as water 
quality and hydro-meteorological data can easily be measured in real-time using the existing auto-monitoring 
system. However, when data-based model is applied to spatially large scale such as Nakdong River, spatial 
heterogeneity of data can exist, which can weaken the prediction accuracy. Therefore, there is need to 
classify sections according to similarity and develop separate models for each classification. 
 In this study, prediction model of the level of fecal contamination in Nakdong River was developed using 
data-driven model. Among data-based model, logistic regression model was used because it can predict the 
exceedance and compliance of safe criteria for fecal indicator bacteria rapidly to indicate the level of fecal 
contamination. Herein, fecal coliform was used as fecal indicator bacteria since it is measured periodically in 
Korea. Furthermore, hierarchical clustering method was applied to group sections with similar water quality 
characteristic.  
 
2 METHODOLOGY 
 
2.1 Hierarchical clustering method 
 Clustering methods are used to find subgroups, or clusters in datasets. Clustering methods partition 
datasets into groups so that the datasets within each group are similar to each other, while datasets in 
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different groups are different from each other (James et al., 2013). Hierarchical clustering method is the most 
common approach of clustering methods. Hierarchical clustering method provides intuitive similarity 
relationships between datasets by illustrating dendrogram (McKenna, 2003). Dendrogram provides a 
summary of clustering results visually. In hierarchical clustering method, similarity between datasets can be 
measured by various ways. Among them, Euclidean distance, which considers similarity as distance of two 
dataset, is mostly used. In hierarchical clustering method, clustering process starts from n clusters when there 
are n  datasets. Then, similarities between clusters are calculated and the most similar two clusters are fused 
to one cluster. This process was repeated until whole datasets belong to one cluster. 
 
2.2 Logistic regression model 
 Logistic regression model is linear regression model for categorical response variable. It models the 
probability of Y  belonging to a particular category (James et al., 2013). Log-odds is introduced in order to 
calculate the probability of certain response variable. When response variables are given as 0 and 1, the odds 
can be defined as the ratio of (probability of response variable, 1 at a given explanatory variables, X ) to 
(probability of response variable, 0 at a given explanatory variables, X ) as Eq. [1]. 
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Then relationship between log-odds and explanatory variables is figured out as Eq. [2].  
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where, 0  is the intercept and  1 ,..., n  are the slope coefficients of each explanatory variables.  
 
The Eq. [2] can be expressed as following Eq. [3]. 
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 The coefficients were achieved by maximum likelihood method. For selecting explanatory variables to be 
included in the model, stepwise variable selection methods can be used. Stepwise selection methods is 
performed by adding and removing variables one by one until variables in the model have the best fit to data. 
Logistic regression showed prediction results as probability, which requires cut-off value which is used as 
threshold to determine that result can be determined as a certain response variable. The cut-off value from 0 
to 1 should be adjusted through cross validation. Proper cut-off value can solve the problem of unbalance 
between the numbers of datasets for response variables which can increase prediction inaccuracy. 
 
2.3 Model assessment 
 Developed models were tested in terms of three error measurement, Total Correct Classification Rate 
(TCCR), sensitivity and specificity. TCCR is the percentage of correctly predicted exceedance and compliance 
datasets. Sensitivity is percentage of exceedance datasets that can be predicted correctly. Specificity is 
percentage of compliance datasets that can be predicted correctly (Thoe et al., 2014). In this research, TCCR, 
sensitivity and specificity can be calculated as following Eq. [4] – [6].  
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where, ijn is the number of data which is observed as i class and predicted as j class. 
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3 STUDY SITE 
 The Nakdong River is located in the southeastern part of the Korean peninsula. The river is about 510.36 
km long, has a drainage area of 23,384 km2 (MOLIT, 2009). Within the Nakdong River watershed, Busan and 
Daegu, which are the second and fourth largest cities in South Korea, are located and more than 13 million 
people reside. The Nakdong River basin has distinct seasons. Summer (from June to August) is hot and 
humid, whereas winter (from December to February) is cold and dry. The average annual temperature is 11.1 

 from 1981 to 2010. The average seasonal temperatures show a cyclic variation between -2.5  in summer 
and 23.6  in winter. The average annual precipitation is 1,104 mm in the Nakdog River basin and about 60% 
of annual rainfall is concentrated in the summer (MOLIT, 2009). The water quality of the Nakdong River is 
generally good in the upstream (Lee et al., 2010). However, water quality in mid and downstream is worse 
than that in the upstream, since large industrial complexes and urban area are located in Daegu, Gumi, Jinju 
and Changwon at the mid and downstream of Nakdong River. Agriculture and livestock farming, which are 
practiced over the watershed, can also be the major source of fecal pollution and nutrients into the river.  
 

 
Figure 1. Nakdong River basin. 

 
4 DATA DESCRIPTION 
 In this research, response variables of the model are categorical types which mean fecal coliform 
concentration would violate safe criteria for river recreation at a given situation. Safe criteria for contact 
activities was determined as 200 CFU/100mL. If fecal coliform concentration was less than 200 CFU/100mL, 
categorical response variables became “Good”. In opposite case, “Poor” was given.  Potential explanatory 
variables were selected for model development. Potential variables should satisfy the following standards: 1) 
whether variables have some relationships with fecal coliform, and 2) whether variables measured in real-time 
through auto monitoring station. Following these standards, water temperature (WT), pH, dissolved oxygen 
(DO), electric conductivity (EC), total nitrogen (TN), total phosphorus (TP), chlorophyll-a (Chl-a), and rainfall-
related factors such as antecedent rainfall (AR3), antecedent rainfall duration (ARD3), antecedent rainfall 
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intensity (ARI3) were chosen. The relationships with these variables and fecal coliform were reviewed based 
on literature.  
  Water quality and rainfall data were collected from 2013 to 2016, since river environment changed after 
river rehabilitation project in 2009 to 2012. Water quality data included were WT, pH, DO, EC, TN, TP, Chl-a 
and fecal coliform. These water quality data were acquired from 16 water quality monitoring stations (Fig. 1) 
via Water Resources Management Information System (WAMIS) which is run by Korea Ministry of Land, 
Infrastructure and Transport. Cold seasons (October - April) data were discarded since riverine recreation 
activities are rare during cold seasons and water quality characteristics are different depending on seasons. 
Collected fecal coliform data was transformed into “Good” and “Poor” classes. Furthermore, in order to make 
AR3, ARD, and ARI3 data corresponding to collected water quality data, rainfall volume and duration data 
were also gathered from 12 rain gauges adjacent to 16 water quality monitoring stations. Created AR3, ARD, 
and ARI3 data were combined with water quality data to compose one dataset.  
  
5 RESULTS 
 
5.1 Grouping sections 
 In this study, 16 water quality monitoring stations representing water quality characteristics of each 
section were clustered using hierarchical clustering method. Herein, similarity of stations was determined 
whether stations have similar values of fecal coliform and other explanatory variables, such as WT, pH, DO, 
EC, TN, TP, Chl-a, ARV3, ARD3, and ARI3. Not only that, correlation pattern of fecal coliform with other 
explanatory variables was also considered to determine similarity of stations. For that, medians of all variables 
and correlation coefficients of fecal coliform concentration with other explanatory variables were calculated for 
each station and are as shown in Table 1 and Table 2.  
 

Table 1. Medians of fecal coliform and other explanatory variables. 

Station 
FC 

(CFU/ 
100ml) 

pH 
DO 

(mg/L) 
TN 

(mg/L) 
TP 

(mg/L) 
WT 
( ) 

EC
(μS/ 
cm) 

Chl-a
(mg/ 
m3) 

ARV3 
(mm) 

ARD3 
(hr) 

ARI3
(mm/ 
hr) 

1 4 8.5 9.2 1.931 0.0330 24.2 213 14.1 3.0 2 1.00 

2 4 8.2 8.5 1.906 0.0340 24.3 220 13.6 3.0 2 1.00 

3 4 8.0 8.5 1.979 0.0345 24.6 222 12.2 2.0 1 1.00 

4 4 8.2 8.7 1.875 0.0340 24.4 220 11.9 1.0 1 1.00 

5 6 8.1 8.2 2.233 0.0450 24.8 268 12.3 4.0 2 1.50 

6 11 8.2 8.5 2.282 0.0400 25.2 261 15.9 4.0 2 1.50 

7 5 7.9 7.3 2.139 0.0500 23.9 250 10.6 3.0 2 1.32 

8 6 8.4 8.9 2.853 0.0540 26.0 352 27.1 5.0 3 1.38 

9 6 8.0 8.4 2.947 0.0650 24.7 353 15.6 4.0 3 1.33 

10 20 8.2 9.9 2.541 0.0560 26.0 294 20.3 7.0 3 1.80 

11 6 8.0 8.3 2.724 0.0660 24.7 339 14.3 6.5 3 1.61 

12 15 7.9 8.8 2.607 0.0500 25.0 300 16.7 7.0 3 1.75 

13 28 8.3 10.5 2.047 0.0560 25.7 217 30.8 5.0 3 1.33 

14 13 8.1 9.2 2.186 0.0490 25.0 245 23.0 3.0 2 1.50 

15 24 8.4 9.6 2.220 0.0530 25.3 239 22.7 3.0 2 1.13 

16 28 8.3 9.7 2.154 0.0550 25.3 225 23.3 5.0 2 1.14 
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Table 2. correlation coefficients of fecal coliform with other explanatory variables. 

Station pH DO TN TP WT EC Chl-a ARV3 ARD3 ARI3 

1 -0.570 -0.277 0.378 0.675 -0.019 -0.545 -0.280 0.453 0.503 0.269 

2 -0.609 -0.085 0.317 0.678 -0.088 -0.471 -0.025 0.482 0.517 0.261 

3 -0.415 0.027 0.337 0.558 -0.156 -0.448 -0.211 0.557 0.589 0.102 

4 -0.512 -0.049 0.277 0.545 -0.086 -0.435 -0.089 0.555 0.482 0.221 

5 -0.329 -0.106 0.057 0.554 0.005 -0.378 -0.094 0.617 0.560 0.431 

6 -0.213 0.080 0.160 0.416 -0.045 -0.212 -0.057 0.484 0.372 0.325 

7 -0.273 0.028 0.130 0.420 -0.012 -0.273 -0.193 0.461 0.423 0.170 

8 -0.373 -0.144 -0.031 0.481 -0.052 -0.358 -0.169 0.615 0.507 0.280 

9 -0.442 -0.133 -0.082 0.459 -0.014 -0.424 -0.164 0.664 0.650 0.224 

10 -0.320 -0.272 0.205 0.568 -0.163 -0.254 -0.098 0.519 0.488 0.085 

11 -0.389 0.048 0.076 0.501 -0.077 -0.434 -0.148 0.400 0.408 0.060 

12 -0.262 -0.226 0.113 0.474 -0.082 -0.284 -0.051 0.447 0.438 0.106 

13 -0.406 -0.397 0.286 0.679 -0.207 -0.207 -0.194 0.606 0.510 0.333 

14 -0.354 -0.191 0.139 0.512 -0.037 -0.330 -0.221 0.548 0.451 0.312 

15 -0.422 -0.371 0.347 0.716 -0.139 -0.209 -0.147 0.575 0.486 0.539 

16 -0.411 -0.390 0.292 0.692 -0.205 -0.236 0.002 0.700 0.597 0.443 

 
 Hierarchical clustering was conducted on data shown in Table 1 and 2. Medians of all variables were 
scaled because variables have different units. Hierarchical clustering results were shown in Fig. 2. According 
to clustering results, stations were divided into four groups from G1 to G4. G1 included stations from S1 to S4, 
which are all located in upper stream. G2 covered stations from S5 to S7 which are located at downstream of 
Gumi industrial complex and at upstream of confluence of Geumho River. Geumho River, which is a major 
tributary of Nakdong River, flows through metropolitan area and industrial complexes in Daegu. From S8 to 
S12 belong to G3, which are located at downstream of confluence of Geumho River and at upstream of 
confluence of Nam River. Nam River is also important tributary of Nakdong River and is affected by 
metropolitan area and industrial complexes in Jinju. Remaining stations from S13 to S16 are located in 
downstream of Nakdong River belongs to G4.  
 

(a) Clustered by medians (b) Clustered by correlation coefficients 
Figure 2. Dendgram of hierarchical clustering result. 

 
5.2 Model training and testing 
 Logistic regression models for predicting FCG were developed based on clustered groups of water 
quality monitoring stations. However, model of G1 was excluded because the occurrences of “Poor” class 
were rare.  Collected datasets of G2, G3, and G4 were divided into training and test datasets using stratified 
sampling. 70% of “Good” and “Poor” class were sampled as training datasets. The remaining datasets were 
used as test datasets. Application of logistic regression model resulted in Eq. [7] - [9] for each group, G2 - G4, 
respectively. By these equations, probability at which response variable is classified as “Poor” class can be 
calculated. 
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 The optimal cutoff value which represented threshold for “Poor” class was selected before the model test. 
5-fold cross validation method was applied to compare cutoff value in terms of TCCR, sensitivity and 
specificity as shown in Fig. 3. Cutoff value, 0.10, 0.15 and 0.15 were chosen for G2, G3 and G4, respectively, 
since these values show similar high values of TCCR, sensitivity and specificity. In this study, relatively low 
cutoff value were chosen since bias exist between the number of training datasets for “Good” and “Poor” 
classes. The number of datasets corresponding to “Good” is 5 to 10 times larger than the number of datasets 
for “Poor”. Using chosen cutoff value, developed models were tested. Model test results are shown in Fig. 4. 
All three models show more than 80% of prediction accuracy in terms of TCCR, Specificity and Sensitivity.  
 

(a) G2 

(b) G3 (c) G4 
Figure 3. Result of 5-fold cross validation method for choosing optimal Cutoff value. 

 

 
Figure 4. Test of developed models for G2, G3 and G4 
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6 CONCLUSIONS 
 In this research, logistic regression models were developed for reaches with different water quality 
characteristics in Nakdong River. All developed model showed relatively high prediction accuracy, i.e. more 
than 80%. Nakdong River reaches were divided into four groups using hierarchical clustering. Clustered 
groups corresponded to their location and effect of industrial and domestic waste water. It was shown that G1, 
which is located in upstream of Nakdong River, has had rare event of “Poor”. Therefore, there is a need to 
apply other data-based model for rare event prediction. In case of G2, G3, and G4, logistic regression models 
could be applied and shown differently trained model. However, all three models show that rainfall related 
explanatory variables such as ARV3 and ARD3 are significant to predict the exceedance of fecal coliform.  
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ABSTRACT 
 
Despite the continuous advances in numerical modeling methods and the continuous increase of computer 
power and storage capacities in the last decades, physical modeling remains a common technique for 
evaluation of flow processes. One major advantage of this classical approach is given by the transparency of 
experiments as the flow can be easily observed in the laboratory and effects of changing boundary conditions 
may be better understood. Nowadays, the flow is commonly captured in most experiments with means of 
digital cameras or high-speed cameras to get a better insight and for further analyses after the model test. 
Besides some well-known techniques such as Particle Image Velocimetry, some new methods can be found 
in Computer Vision disciplines allowing for more detailed investigation of the images. This paper presents two 
modules of the new open-source toolbox FlowCV which has been developed to be applied in hydraulic 
laboratories. The first module is given by a synthetic particle image generator which provides the user with 
particle images of a predefined motion and turbulence. The second module implements different Optical Flow 
methods for determination of obstacle movement (here: particle movement). The Farnebäck method, which is 
presented in this paper, gives dense velocity fields, i.e. velocity data for every image pixel with moving 
particles. The Optical Flow results based on the synthetic images are then benchmarked against their 
predefined particle velocity. It will be shown that even the smallest turbulent flow structures are adequately 
detected.    

 
Keywords: Imaging techniques; computer vision; optical flow; turbulence; particle images.  

 
 

1 INTRODUCTION 
Physical modeling is still a common technique to evaluate flow features of complex flows. Investigation of 

flow parameters, such as velocity and turbulence intensity profiles are typically gathered by means of intrusive 
probes, e.g. 1D flow anemometers or 3D ADV probes in clear water or dual-tip phase detection probes in air-
water flows. Most of these probes provide point measurement data only, thus requiring multiple 
measurements to obtain some idea about complete velocity fields in a given area of interest.  

A complementary technique is given by non-intrusive imaging techniques, with the Particle Image 
Velocimetry (PIV) being the most recognized method among the fluid mechanics community. It has reached a 
maturity stage (Adrian and Westerweel, 2011) and is commonly employed in almost every hydraulic laboratory 
nowadays. For PIV, the flow is seeded with neutrally buoyant particles and captured with a (high-speed) 
camera. The field of view is then divided into several smaller interrogation windows of a pre-defined size. By 
application of a cross-correlation technique (in spatial or frequency domain) to two subsequent frames and a 
certain peak finding method, the most likely average movement of the particles within the interrogation area is 
obtained. It is obvious that particles within a given interrogation window must not leave this window from one 
frame to the next in order to be taken into account for cross-correlation. This requirement leads to a minimum 
feasible interrogation window size for a given field of interest and camera sample rate, thus to a limited spatial 
resolution of the resulting velocity fields. Although the temporal resolution may be sufficiently high when a 
high-speed camera is employed, small-scale flow structures are still difficult to visualize.  

It was recently shown that the so-called Optical Flow (OF) method may help to overcome this problem. 
Bung and Valero (2016a; 2016c) and Zhang and Chanson (2017) presented velocity and turbulence intensity 
profiles for complex air-water flows while Corpetti et al. (2006), Liu and Shen (2008), Liu et al. (2015) and 
Bung and Valero (2016b) applied this method to common particle images from PIV. Optical Flow is a well-
recognized technique in the Computer Vision (CV) community and has become essential in many industrial 
applications (Fortun et al., 2015). It helps to determine obstacle displacements in a series of images on the 
basic assumption of pixel intensity (brightness) conservation: 
 

dܫ
dݐ
ൌ
ܫ߲
ݐ߲

ܫ߲
߲ܺ

߲ܺ
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ܫ߲
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In Eq. [1], ܫ is the pixel intensity, ܺ and ܻ are the pixel coordinates and ݐ is the time. With the temporal 
derivative ܫ௧, and the spatial derivatives ܫ௫ and ܫ௬, it yields 
 

௧ܫ  ܷܫ  ܸܫ ൌ 0 (2) 
 
where ܷ and ܸ are the unknown spatial displacements of a pattern in ܺ and ܻ directions. Eq. [2] is the so-
called spatial term which needs to be extended by an additional constraint (i.e. the data term) to become 
iteratively solvable. The most classical proposals for such data terms are those given by Horn and Schunck 
(1981), yielding a dense velocity field (with information for every pixel), and Lucas and Kanade (1981), 
providing sparse velocity data at selected locations only. Numerous more advanced approaches have been 
developed in the recent past. A comprehensive overview is presented in Sun et al. (2010), Wedel and 
Cremers (2011) and Fortun et al. (2015). One of these novel techniques was introduced by Farnebäck (2003) 
assuming that the pixel intensity in a pixel neighborhood can be approximated by a quadratic polynomial: 
 

,ଵሺܺܫ ܻሻ ൎ ቂܺ
ܻ
ቃܣଵሾܺ ܻሿ  ܾଵ்ሾܺ ܻሿ  ܿଵ (3) 

  

ଶሺܺܫ  ܷ, ܻ  ܸሻ ൌ ,ଵሺܺܫ ܻሻ ൌ ቂܺ  ܷ
ܻ  ܸ

ቃܣଶሾܺ  ܷ ܻ  ܸሿ  ܾଶ
்ሾܺ  ܷ ܻ  ܸሿ  ܿଶ (4) 

 
with 1 and 2 the indices related to image 1 and image 2, ܣ a symmetrical matrix, ܾ a vector and ܿ a constant. 
By a simple polynomial expansion, Farnebäck (2003) shows that the unknown displacement vector may be 
determined as: 
 

ቂܷ
ܸ
ቃ ൌ െ0.5ܣଵିଵሺܾଶ െ ܾଵሻ (5) 

 
Thus, requiring ܣଵ to be invertible. It must be noted that Eq. [5] holds only for absolute pixel intensity 

conservation (ܣଵ = ܣଶ), i.e. an ideal condition which is rarely met in practice. By consequence, the symmetrical 
matrix in Eq. [5] may be replaced by 0.5ሺܣଵ   ଶሻ as a reasonable approximation. Eq. [5] can be solvedܣ
pixelwise. However, Farnebäck (2003) describes the results to be affected by noise and proposes to solve Eq. 
[5] for an ensemble of pixels within a neighborhood while applying a weighting function for the pixels involved. 
This step is reasonable if it is assumed that the displacement field is only slowly varying. Eq. [5] turns then into 
a more complex minimization problem which needs to be solved iteratively. For more detailed information, the 
reader is referred to the original literature (Farnebäck, 2003). One drawback of this technique is that the local 
polynomials are likely exposed to spatial variance, thus involving some error which increases for large 
displacements. If a rough estimate of an a priori displacement would be known, the final displacement could 
be determined by adding the solution of above method to this a priori displacement. Such a priori 
displacement may be obtained by application of a multi-scale approach where the first rough estimate is 
obtained by solving above equations for a coarser scale of the image (with lower resolution). This technique is 
known as image pyramid in the Computer Vision community. Bung and Valero (2016a) demonstrated the 
significant influence on the quality of results. More detailed information on the image pyramid technique can 
be found in Adelson et al. (1984) and Burt and Adelson (1983). The above mentioned Optical Flow methods, 
and more than 2,500 other Computer Vision methods, are implemented in OpenCV, being an Open Source 
computer vision and machine learning software library (Bradski and Kaehler, 2008). OpenCV is natively 
written in C++, but APIs for Python, Java and Matlab are also available.  

The first aim of the present paper is to present the new FlowCV Python toolbox, which is an easy-to-use 
work-around combining the OpenCV library with other useful scientific Python libraries for pre- and post-
processing. FlowCV allows for estimation of various hydraulic parameters, such as flow velocity and 
turbulence, flow depth and void fraction, on basis of images taken during hydraulic model tests. The second 
aim of this paper is then to demonstrate and quantify the capabilities of OF. Hereby, the current paper is 
limited to the Farnebäck method. In order to quantify the accuracy of velocity estimation, exact values for both 
are necessary. To obtain such exact data, another toolbox module has been implemented, namely a synthetic 
particle image generator, which provides the user with artificial images of a specified particle density, mean 
velocity and turbulence.  

 
2 FLOWCV 
 
2.1 General remarks 

The herein presented Open Source toolbox FlowCV has been developed in Python (2.7) and is primarily 
based on OpenCV libraries. Further important libraries are NumPy for scientific computing (van der Walt et al., 
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2011) and Matplotlib for post-processing (Hunter, 2007). A preformatted Excel spreadsheet serves as an 
easy-to-use user interface (using the openpyxl library) and allows the use of Computer Vision methods in 
Python without requiring any Python skills of the user. FlowCV is distributed under the GNU GPLv3 license 
and is freely available at https://github.com/FlowCV. The toolbox has been developed using Enthought 
Canopy, but has also been successfully tested with other Python installations on different operating systems. 
In this paper, only the Optical Flow module (FlowCV-OF) and the synthetic particle image generator (FlowCV-
SPIG) are presented.  
 
2.2 FlowCV-OF: Optical Flow estimation 
 
2.2.1 Pre-processing 

The Excel interface allows selection of some image pre-processing techniques. For instance, contrast 
enhancement can be conducted by means of standard histogram equalization as well as contrast limited 
adaptive histogram equalization (CLAHE). With histogram equalization, the pixel intensity values of the 
histogram are spread out to the extreme values. CLAHE is more suitable to improve local contrast as it divides 
the full image into smaller subareas and locally equalizes the pixel intensities. By consequence, a very dark 
area in a single part of the image does not affect the resulting contrast of over all the image. In order to avoid 
over-amplification of noise in homogenous areas of the image, the resulting contrast is limited to a certain 
threshold value.  

As OF is known to be better suitable to continuous patterns instead of particle images due to its 
differential nature (Liu et al., 2015), a Gaussian blur option has also been implemented. It is a low-pass filter 
using a Gaussian transfer function in frequency domain. Image restoration, i.e. removing of blur due to noise 
or long exposure times, can be applied using a Wiener filter (Wiener, 1949). 

For detailed information and mathematical descriptions on the implemented pre-processing techniques, 
the reader is referred to Bung and Valero (2015). 
 
2.2.2 Solver 

Besides the Farnebäck (2003) method, the Horn-Schunck and Lucas-Kanade methods can be selected 
in the current version 1.0. To execute the Farnebäck method, which will be tested subsequently, the function 
“cv2.calcOpticalFlowFarneback” is called from the OpenCV library. This function allows different settings, such 
as the averaging window size, the size of the pixel neighborhood to find the polynomial expansion, the number 
and scale of image pyramid levels and the number of iterations to solve the problem. Input and variation of all 
settings can be easily conducted via the Excel interface. 
 
2.2.3 Post-processing 

The post-processing module allows the generation of different types of plots as well as the export of 
ASCII files. Spatial and temporal scales can be specified to scale the calculated displacements from 
[px/frame] to [m/s]. Moreover, videos can be directly exported. In addition to the calculation of displacements 
between specified images, the mean or median results can be determined. Divergence of velocity fields is 
checked. All output parameters can be selected and specified via the Excel interface. 
 
2.3 FlowCV-SPIG: Synthetic particle image generation 
 
2.3.1 Motivation 

In order to test the accuracy of a new optical technique, PIV seems to be the model of reference (Bung 
and Valero, 2016b). However, errors may occur also and the accuracy of the new technique will always be 
related to that of the employed PIV method. Another alternative would be to test the proposed technique 
against canonical flows (where analytical solution is available) reproduced in the laboratory. In such case, the 
velocity fields would be subject to particle slip and other sources of error (Adrian and Westerweel, 2011) 
yielding velocity differences and inescapable mistakes in the experimental facilities. Thus, a third option 
emerges as an alternative: the use of synthetic particle images. In this case, the exact velocity of each particle 
can be known but focus must be put in the accurate generation of the velocity fields to ensure that conclusions 
can apply to other types of flows. 

 
2.3.2 Particle generation 

Particles are generated with different fraction rates ( ݂, ratio between particles area and the total image 
area). Their center location is then randomly initialized by using a uniform distribution. Particle radiuses are 
also randomly generated by specifying a mean and standard variation normal distribution (ݎ and ݎ௦௧ௗ 
correspondingly). Negative radiuses are avoided by taking the absolute values of the generated sample.  
Pixels within the radius of the particle are assigned 1.0 whereas the partially filled pixels receive a fractional 
value. Additionally, a “shadow” mask is applied. This shadow mask aims to reproduce the pixel errors 
commonly happening for a camera by modelling it as a white noise. The illumination of the experimental setup 
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also enters into this shadow mask altogether with the aforementioned white noise by using a normal 
distribution with center ݏ and standard deviation ݏ௦௧ௗ. Values larger than 255 are restricted in order to keep 
image values as integers between 0 and 255. An exemplary generated image is shown in Fig. 1. 

 

 
Figure 1. Synthetic image generated for ݂ ൌ ݎ ,0.05 ൌ 2.5 px, ݎ௦௧ௗ ൌ 1.25 px, ݏ ൌ ௦௧ௗݏ ,170 ൌ 40 and high-

resolution (HD). 
 

2.3.3 Stochastic particle displacement: simulating isotropic turbulence 
Particles displacement (ݔଶ െ  ଵ) can be computed by integrating the instantaneous velocity of a particleݔ

between ݐଵ and ݐଶ: 
 

ଶݔ ൌ ଵݔ  න ܷ ݐ݀
௧ଶ

௧ଵ
 [6] 

 
with ܷ is the instantaneous velocity in the ݔ coordinate, which can be expressed in terms of its mean and 
fluctuating component as: 
 

ܷ ൌ	 〈ܷ〉   [7] ݑ
 

with 〈ܷ〉 being the expected value of ܷ and ݑ the instantaneous fluctuation. For 〈ܷ〉, many experimental and 
analytical solutions exist (i.e.: boundary layer flow, mixing region, wake), which can be easily found in classic 
literature of fluid mechanics as Pope (2000) and White (2006). By definition, the expected value of ݑ would be 
zero, so that it is common to study 〈ݑଶ〉. Herein, it becomes necessary to simulate the behavior of ݑ to define 
a realistic turbulent velocity for each particle. 

With this purpose, Langevin equation can be used. Langevin equation was first proposed as a stochastic 
model for the velocity of a particle subject to Brownian movement (Langevin, 1908) just three years after 
Einstein (1905) initiated the modern study of random processes. The stochastic process ݑ∗ generated by the 
Langevin equation is known as Ornstein-Uhlenbeck process and its probability density function is governed by 
the Fokker-Planck equation (Pope, 2000). Thereby, it is here modelled the instantaneous quantity ݑ by means 
of a stochastic differential equation for ݑ) ∗ݑሺݔ, ,ݕ ,ݖ ሻݐ 	ൎ  :(∗ݑ

 

ሻݐሺ∗ݑ݀ ൌ 	െݑ∗ሺݐሻ
ݐ݀

ܶ
 ቆ

ଶߪ2

ܶ
ቇ

ଵ
ଶ
ܹ݀ሺݐሻ [8] 

 
where ܶ is the time scale defined by the Lagrangian velocity autocorrelation function ߩሺݏሻ ൌ exp	ሺെݏ/ ܶሻ as: 

 

ܶ ൌ න ݏሻ݀ݏሺߩ
ஶ


 [9] 

 
In the stochastic differential equation (Eq. [8]), ߪ is a measurement of the velocity fluctuation scale and 

ܹሺݐሻ represents a Wiener process. Equation [8] can be approximated by the following finite difference 
equation (Pope, 2000): 

ݐሺ∗ݑ  Δݐሻ ൌ ሻݐሺ∗ݑ 	െ ሻݐሺ∗ݑ
Δݐ

ܶ
 ቆ

ݐଶΔߪ2

ܶ
ቇ

ଵ
ଶ
 ሻ [10]ݐሺߦ

 
where ߦሺݐሻ is a standardized Gaussian random variable (mean zero and unit standard deviation). 
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Figure 2. Left: exemplary ݑ∗ generated with Eq. [10] for one particle; and right: autocorrelation of 1,000 

generated particles. 
 
Eq. [10] represents a diffusion equation which is consistent with Kolmogorov (1941) hypotheses for the 

turbulence inertial subrange, thus: 
 

߬ఎ ≪ Δݐ ≪ ܶ [11] 
 

with ߬ఎ the Kolmogorov time scale. It can then be demonstrated that, instead of the two parameters ߪ and ܶ, 
Eq. [8] can be written in terms of the turbulent kinetic energy ݇, its dissipation ߝ and a model coefficient ܥ 
(Pope, 2000): 

 

ሻݐሺ∗ݑ݀ ൌ 	െ
3
4
ܥ
ߝ
݇
ݐሻ݀ݐሺ∗ݑ  ሺܥߝሻ

ଵ
ଶܹ݀ሺݐሻ [12] 

 
While the choice of ܥ value is not completely clear (Pope 2000; Pope 1994), Lien and D’Asaro (2002) 

studied a broad range of DNS and experimental results concluding that ܥ ൌ 6 േ 0.5 is consistent. 
Consequently, a value of ܥ ൌ 6.0 is used in this study. In FlowCV, 〈ܷ〉, 〈ܸ〉, ݇ and ߳ can be varied at the Excel 
interface. 
 
3 CASE STUDIES 

Eq. [6] has been integrated, both for ݔ and ݕ direction, by using a fourth order Runge-Kutta method as 
described by White (2006). A mean velocity 〈ܷ〉 of 5 px/frame is assumed for each case and the velocity 
fluctuation ݑ is modelled by using Eq. [12] for each particle and time step. In order to advance from one frame 
to another, Δݐ is chosen to be small enough to satisfy Eq. [11] and the Courant-Friedrich-Lewy (CFL) condition 
(Hirsch, 2007). Main features of the synthetic velocity fields generated can be found in Table 1, altogether with 
the corresponding turbulence intensity ( ௨ܶ). Exemplary, instantaneous velocity fields for all cases are shown in 
Fig. 3 by using the synthetic velocity information. 
 

Table 1. Turbulence information on the generated particles synthetic images. 
Case 〈ࢁ〉 [px/frame] 〈ࢂ〉 [px/frame]  [px2/frame2] ࢿ [px2/frame3] ࢛ࢀ [%] Resolution 

U01 Uniform (5.0) Null 0.094 0.004 5.0 1920x1080 
U02 Uniform (5.0) Null 1.500 0.067 20.0 1920x1080 
U03 Uniform (5.0) Null 6.000 0.267 40.0 1920x1080 
U04 Uniform (5.0) Null 13.50 0.600 60.0 1920x1080 
U05 Uniform (5.0) Uniform (5.0) 27.00 1.200 60.0 1920x1080 
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a) Case U01 
 

b) Case U02 

 
c) Case U03 

 
d) Case U04 

 
e) Case U05 

Figure 3. Exemplary, instantaneous velocity fields; interpolated by using the synthetic velocity information 
generated for the particles of all cases U01 to U05. Particles are marked with circles; dashed lines indicate 

location of extracted velocity profiles in Fig. 5. 
 
4 RESULTS 
 
4.1 General remarks 

As the focus of this study is to generally demonstrate velocity estimation applying FlowCV and the 
Farnebäck method to synthetic particle images, no parameter sensitivity study was conducted. All results were 
generated with an averaging window size of 3 x 3 px, a pixel neighborhood size of 5 x 5 px and a maximum of 
7 iterations. As it is known from earlier studies (Bung and Valero, 2016a), the image pyramid essentially 
enhances the quality of results. Accordingly, this multi-resolution approach was applied here as well. Three 
different level numbers were tested, namely a single level (no image pyramid), three levels and five levels. 
The level scale was set to 0.5 for all cases, corresponding to an image resolution decrease of 50 % between 
two pyramid levels.  
 
4.2 Image pyramid 

The effect of the image pyramid technique is illustrated in Fig. 4 for an exemplary, instantaneous OF 
velocity field obtained for case U04. Obviously, most of the local velocity peaks from the synthetic image (see 
Fig. 3d) were not detected when this multi-resolution approach was not applied (Fig. 4a). The related 
histogram confirms that particularly velocities between 8 and 10 px/frame are underestimated while even 
higher velocities up to 15 px/frame are totally missed. On the other hand, low velocities up to about 2 px/frame 
tend to be overestimated by OF. When a multi-resolution approach was chosen, the OF method was first 
applied with same settings to a coarser copy of the image. In the given example with a level scale factor of 
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0.5, the maximum distance or velocity of 15 px/frame was reduced to about 4 px/frame for the coarsest image 
pyramid level when three pyramid levels were chosen. Starting from the coarsest level, the calculated 
displacement was refined according to the new results from the next finer level. As shown in Fig. 4b, three 
image pyramid level are sufficient for this study to accurately determine the velocities. More pyramid levels do 
not further improve the results (this finding was consistently found for all other cases).  

It is pointed out that some higher deviation between synthetic and calculated velocities appear at the left 
and right image edges. The presented case U04 considers a translatory particle movement from left to right. 
Thus, particles suddenly appear at the left image edge and disappear at the right image edge and cannot be 
correctly detected. However, the results in Fig 4b and 4c compare well with expected data shown in Fig. 3d. 

a) No image pyramid  

b) 3 pyramid levels  

c) 5 pyramid levels  
Figure 4. Effect of the multi-resolution approach (image pyramid) on the instantaneous velocities, exemplarily 

for case U04; results to be compared with synthetic particle velocities from Fig. 3d; left: OF velocity fields, 
right: related OF velocity histograms (from FlowCV) in comparison to synthetic velocity histogram. 

 
4.3 Velocity profiles 

Fig. 5 shows some extracted, instantaneous velocity profiles for all tested cases. All profiles are taken 
from the velocity fields shown in Fig. 3 (note that the profile locations are indicated in Fig. 3 as dashed lines).  
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It is found that the velocity data from OF compares fairly well with the expected velocities from the 
synthetic images. Some higher deviation is found for higher turbulence intensity cases. However, an adequate 
accuracy is still obtained as even local velocity peaks are detected. It must be noted that the Farnebäck 
method provides velocity data at image coordinates where a moving obstacle (here: particle) was found and 
null velocity elsewhere. A high-resolution velocity profile from OF may be obtained by averaging numerous 
velocity fields taken from a long series of images or interpolating the data.  

 

 
a) Case U01 

 
b) Case U02 

 
c) Case U03 

 
d) Case U04 

 
e) Case U05 

 
Figure 5. Extracted, instantaneous velocity profiles from OF (black markers) compared to synthetic data (red 

markers), locations and order of velocity profiles as indicated in Fig. 3. 
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4.4 Discussion 

The extracted velocity profiles compare well with the expected data from the synthetic particle images. 
Thus, it can be concluded that the Farnebäck method, which was developed for detection of obstacle 
displacements in a series of images, may be applied to fluid problems as well without any further modification 
of its original formulation. The processing time for an image pair with full HD resolution using 5 pyramid levels 
and 7 iterations is about 1.5 s only and thus, about two orders of magnitude faster than the classical Horn-
Schunck scheme (run in Matlab on the same computer) and about 5 times faster than PIV (run in Matlab on 
the same computer), though yielding more of a much denser velocity dataset (see Bung and Valero, 2016b). 
The high resolution of velocity data may be used for some turbulence analysis (Zhang and Chanson, 2017).  It 
is pointed out that the results in this paper are obtained without any image pre-processing or OF parameter 
optimization, although both steps are known to potentially improve the results. 
 
5 CONCLUSIONS 

In this paper, two modules of the new Open Source toolbox FlowCV are presented. FlowCV is based on 
the OpenCV libraries and has been developed to help analyzing videos or images captured during hydraulic 
model tests and extracting relevant flow parameters. It is freely available under the GNU GPLv3 license at 
https://github.com/FlowCV.  

The first presented module FlowCV-SPIG allows to generate synthetic particle images for benchmarking 
of imaging techniques for velocity estimation. Particles with a realistic appearance can be generated and a 
stochastic particle motion is simulated based on a Langevin equation. Knowledge of exact particle position 
and velocity is essential to evaluate the performance of velocity estimation, such as Optical Flow. 

The second module FlowCV-OF computes flow velocities on basis of the Optical Flow method. The 
presented results are obtained using the Farnebäck method. A major advantage of this approach when 
compared to classical PIV is given by the resulting dense velocity data. i.e. a velocity information for every 
image pixel computed. This high-resolution data allows to detect small-scale turbulent flow structures. It is 
shown that the results compare fairly well with the expected data from synthetic particle images. 

Additonal FlowCV modules include water surface extraction for flow depth estimation and void fraction 
estimation based on pixel intensity distributions. A continuous future development and improvement of the 
FlowCV toolbox is planned. 
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ABSTRACT 
 
Tides are the rise and fall of water level caused by gravitational forces exerted by the sun, moon and earth. 
Understanding sea level variation and its impact on currents is very important, especially in coastal regions. 
Traditional methods such as harmonic analysis, least mean squares method, and hydrodynamic models have 
disadvantages in that they require excessive data, are time consuming, and are tedious to carry out. Artificial 
Neural Network (ANN) has been widely applied in the coastal engineering field in the last two decades for 
solving various problems related to time series forecasting of waves and tides; predicting sea-bed liquefaction 
and scour depth; and estimating design parameters of coastal engineering structures. In the present study, an 
attempt was made to predict the tides in the area off Mithividi which is north of Alang ship breaking yard, 
Gujarat, west coast of India using tidal harmonic analysis and ANN. Predictions were carried out for various 
durations using the daily and weekly data sets. The harmonic analysis predicted mixed semidurinal dominant 
tide which was same as the field data. The results were compared and it was observed that ANN can be a 
good alternative tool for tidal prediction. Results obtained were encouraging with ‘r’ value greater than 0.94. 
 
Keywords: Tidal current; harmonic analysis; tidal constituents; artificial neural network. 

 
 

1 INTRODUCTION  
The phenomenon of oceanic tides has been observed and studied by humanity for centuries. Success in 

localized tidal prediction and in the general understanding of tidal propagation in ocean basins led to the belief 
that this was a well understood phenomenon and no longer of interest for scientific investigation. However, 
recent decades have seen a renewal of interest for this subject by the scientific community. 

Monitoring and prediction of tidal level are thus important so that activities that are controlled by it are 
planned and operated properly. Tidal ranges are largely affected by the gravitational pull of the sun and moon 
on the oceanic water body, the component of tide being called ‘the astronomical tide.’ Other factors such as 
bottom topography, sea-level atmospheric pressure, and wind speed also contribute to the other component 
called ‘non-astronomical tide.’ 

The tide can be predicted at any location on the earth as a sum of a number of harmonic terms contained 
in the polynomial expansion representation of the tide-producing forces. The harmonic analysis of tides is 
based upon an assumption that the rise and fall of the tide in any locality can be expressed mathematically by 
the sum of a series of harmonic terms having certain relations to astronomical conditions. Many researchers 
have adopted this technique successfully to predict the long term tide data (Cheng and Gartner, 1985; 
Foreman and Henry, 1989; Pawlowicz et al., 2002; USACE, 2002).  

A new model based on the working of human brain has been conceptualized to meet the objective of 
learning the relationship between complex parameters involved in the interaction without having to know the 
underlying physics behind it. As it is an attempt to mimic the capabilities of human neural system, it is called 
Artificial Neural Network (ANN). It imbibes the qualities of exploiting non-linearity, adaptability to adjust free 
parameters (in this case the connection weights, comparable to synaptic connections in the human nervous 
system) by mapping input/output data sets using various learning algorithms and fault tolerance. Also, 
compared to the available techniques in majority of the cases, it gives accurate results. It has been 
extensively used for solving problems in coastal engineering ever since it was used for stability analysis of 
rubble mound breakwaters. Some of the studies that implemented the ANN for tide predictions are reviewed in 
the following section. 

The back propagation neural network method was applied for accurate prediction of tides (Mandal, 
2001). Their neural network model predicted the time series of hourly tides using quick learning process called 
quick prop. The correlation coefficient between predicted tides and measured tides was found to be 0.998. 
Large data requirement by the traditional method for prediction tidal level can be avoided by adopting neural 
network with little dataset (Lee and Jeng, 2002). To predict long term water levels in a coastal inlet a Regional 
Neural Network–Water Level (RNN-WL) model using feed forward, back propagation neural network structure 
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was developed by Huang et al. (2003). The results of the model indicated that RNN-WL model could be used 
as a supplement for the long-term historical water level data. Lee (2004) developed a back propagation neural 
network model using short term on site tidal level data obtained from Taichung Harbor in Taiwan. Model 
predicted results were compared with conventional harmonic methods, indicates that the back propagation 
neural network efficiently predicted the long term tidal levels. The feed forward neural network was used to 
predict hourly sea level variations for 1/2, 1, 5 and 10 days mean sea level (Makarynskyy et al., 2004). The 
functional and sequential learning neural networks were applied for accurate prediction of tides using very 
short-term observations (Rajasekaran et al., 2005; 2006). The comparison between the measured and 
predicted tidal levels for 3 days and 1 month’s prediction using 1 day observation showed the correlation 
coefficients, 0.981 and 0.999, which were higher than the values obtained by Tsai and Lee (1999). 

The present study focuses on creating a model that requires minimum amount of data for the satisfactory 
prediction of month long half hourly tide-level predictions to overcome the disadvantage of excessive data 
requirement in the existing methods. This can be further developed to create a regional neural network for the 
prediction of tides where similar conditions exist and will help in obtaining a preliminary but reliable tide data 
for greenfield projects at places where permanent tide gauge stations are not established. 

 
2   STUDY AREA AND DATA DIVISION 

The study is carried out for station of Mithividi, Gujarat. The tides in the Mithividi region are mixed semi-
diurnal dominant. The average tidal range at Mithividi is 1.90 m. ANN has been used for the prediction of tides 
at Mithividi, located on the west coast of India. One month of observed half hourly tide-level data (from 
February 2011 to March 2011) were obtained from the National Institute of Oceanography; Goa is used in the 
present study. The success of ANN largely depends on the amount and quality of the data that are used for 
training purposes. The present data used at the Mithividi region are void of any missing values. Also, being 
observed/measured real time data obtained from tide gauge station, the information regarding the 
meteorological parameters is built in. 

The data are divided into daily and weekly data sets for the prediction of tides using various durations of 
data sets. In daily data sets, a row in the input data matrix comprises 48 data points corresponding to an equal 
number of half hours in the week. These rows represent a single node in the input and output layer of the 
network. Similarly, in weekly data sets, a single row (or a node) consists of 336 data points corresponding to7 
days.  

 
3 METHODS 
 
3.1 Harmonic analysis 

The traditional method of tide prediction is done by the harmonic method, which accounts for the 
parameters or constituents of astronomical tide. When studying variations in tidal levels at a location, it is 
possible to decompose them into harmonic components with specific periods. A harmonic component has the 
form of cosine function whose argument increases linearly with time according to known speed criteria. If the 
expansion terms of the tide-producing forces are combined according to terms of identical period (speed), 
then the tide can be represented as a sum of a relatively small number of harmonic constituents. Each set of 
constituents of common period are in the form of a product of an amplitude coefficient and the cosine of an 
argument of known period with phase adjustments based on time of observation and location. Observational 
data at a specific time and location are then used to determine the coefficient multipliers and phase arguments 
for each constituent, the sum of which are used to reconstruct the tide at that location for any time. This 
concept represents the basis of the harmonic analysis, i.e., to use observational data to develop site-specific 
coefficients that can be used to reconstruct a tidal series as a linear sum of individual terms of known speed. 
Tidal height at any location and time can be written as a function of harmonic constituents according the 
following general relationship, 

 

       ctCbtBatAHH o coscoscos                     [1] 

 
where H is the height of the tide at location; Ho is the MSL; A, B, and C are the amplitudes of the constituents; 
and (at+ �), (bt+�) and (ct+�) are the phase constituents. 

The combination of the two sytems, earth-moon and sun-earth, gives rise to four basic periods, called the 
basic tidal constituents, viz., M2, S2 (semi-duirnal lunar and solar respectively) and O1, K1 (duirnal lunar and 
solar respectively). For an almost complete estimation, about 390 harmonic components are needed. To 
reach a high degree of accuracy about 115 semi-diurnal, 160 diurnal and 100 long periodic components are 
needed to be considered. 

The relative importance of the semidiurnal constituents against the diurnal constituents is measured by a 
non dimensional number called the Form Factor (F), 
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Here, the letters indicate the amplitude of the constituents. In other words, the form factor is defined as 

the ratio of the combined amplitudes of the diurnal constituents against the combined amplitudes of the 
semidiurnal constituents. Four categories are distinguished: 

 
Table 1. Values of F and its classification. 

Values of F Classification  

0 – 0.25 Semidurinal 

0.25 – 1.5 Mixed, manily semidurinal 

1.5 – 3 Mixed, mainly durinal 

> 3 Durinal 

 
3.2   Artificial neural network (ANN) 

The artificial neuron mimics the characteristics of the biological neuron. The artificial neuron basically 
consist inputs, each inputs represents the output of another neuron (Figure 1). The amount of information 
about the input that is required to solve a problem is stored in the form of weights. Each input is multiplied with 
an associated weight before it reaches to the summing node. In addition, the artificial neuron has a bias term, 
a threshold value that has to be reached or extended for the neuron to produce a signal, a nonlinear function 
(f) that acts on the produced signal net and output (Y) after the nonlinearity function. Figure 1 shows the basic 
mathematical model of ANN where, x1; x2; ……. xn are the input parameters; w1; w2; ……. wn are the weights 
associated with the connections; i.e., synaptic weight connections from input neuron ‘i’ to neuron ‘k’ and i = 1 
to n. The ‘k’ neuron is the summing junction where net input is given by 

 

                                      
i

n

i
kik xwu .

1



                                                [3] 

 

                                          kkk buv                                               [4] 

 
where bk is the bias value at the ‘k′th node. The final output yk is the transformed weighted sum of vk, or in 
other words, yk is the function of vk represented by 

 

                                        
 kk vy                                                  [5] 

 
where Φ is the transfer function used to convert the summed input. A non-linear sigmoid function, which is 
monotonically increasing and continuously differentiable, is the commonly adopted transfer function. 

 

 
Figure 1. Basic structure of ANN. 
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3.3 Network performance indicators 
The performance of the network is measured in terms of various performance functions such as sum 

squared error (SSE), mean squared error (MSE), root mean squared error (RMSE) and Correlation coefficient 
(r) between the predicted and the observed values of the quantities. In the present study, ‘mse’ and ‘r’ are 
used as performance indicators; the lower value of MSE and higher value of CC indicate better performance 
of the network. 

The root mean squared error (RMSE) is given by, 
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Correlation coefficient measures the strength of association between the variables and is given by the 

formula 
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4 RESULTS AND DISCUSSION 
 
4.1 Harmonic analysis 

The maximum tidal range during the measurement period was 1.90 m at Mithividi station. Predominant 
tidal constituents are M2, S2, K1, M4 and O1 with constituent M2 (2.61 m) having the highest magnitude 
followed by S2 (0.91 m) constituent (Table 2). The form factor is 0.256 and hence, classified as mixed with 
predominantly semidiurnal in nature. The mean spring tide range i.e., 2(M2+S2) is 7.16 m and the mean neap 
tide range is 1.836 m. The comparison of the harmonic analysis and with observed data and ANN is shown in 
Figure 2. The prediction is good with R2 of 0.922 and 0.996 respectively. 

 
Table 2. Harmonic analysis. 

Constituent A (m) A_ci (m) g (degrees) g_ci (degrees) Percent Energy 

M2 2.61 0.136 200 3.61 80.11% 

S2 0.97 0.166 244 9.62 11.08% 

K1 0.569 0.0314 315 3.85 3.82% 

M4 0.405 0.0507 231 7.11 1.92% 

O1 0.349 0.0302 296 5.12 1.45% 

MS4 0.285 0.0611 282 11.2 0.95% 

MSF 0.194 0.0481 12.2 12.3 0.45% 

2SM6 0.0619 0.0128 166 11.6 0.06% 

2MS6 0.0593 0.0121 44.8 12.7 0.04% 

M3 0.0568 0.0153 201 17.4 0.04% 

S4 0.0566 0.0583 287 61.3 0.03% 

M8 0.0416 0.0106 333 13 0.02% 

SK3 0.0404 0.0173 69.6 26.2 0.02% 

M6 0.033 0.014 292 22.4 0.01% 

2MK5 0.0219 0.0111 105 25.8 0.01% 

2SK5 0.0209 0.0101 327 31.8 0.00% 

3MK7 0.0112 0.00774 121 39.7 0.00% 
Where, A = Amplitude, A_ci =95% confidence interval for A, g = Greenwich phase lag,  
g_ci = 95% confidence interval for g 
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Figure 2. Comparison of measured and predicted values. 

 
4.2 Daily Predictions 

In the present study, daily predictions are carried out using single day data to predict tide levels for 1, 7, 
14 and 30 days, respectively. The results obtained for training and testing data in terms of ‘rmse’ and ‘r’ 
values are shown in Table 3. The accuracy of the prediction for testing data is good with ‘r’ ranging from 0.977 
to 0.9533 and ‘rmse’ ranging from 0.044 to 0.0206 for 1 to 30 days respectively. A typical plot for 30 days 
prediction for testing is shown in Figure 3. 

 
Table 3. Statistical measures for daily predictions. 

 Days  1 7 14 30 

Training 
R 0.997 0.995 0.994 0.998 

Rmse 0.0018 0.0022 0.0016 0.0020 

Testing 
r 0.977 0.9832 0.959 0.9533 

Rmse 0.044 0.018 0.0154 0.0206 

 

 
Figure 3. Comparison of measured and predicted values for 30 day prediction. 
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4.3 Weekly Predictions 
Weekly predictions were carried out in similar lines to that of weekly predictions. One week data were 

used as input for predictions of one month tide levels. The results are tabulated in Table 4. The accuracy of 
the prediction for testing data is good with ‘r’ ranging from 0.983 to 0.941 and ‘rmse’ ranging from 0.024 to 
0.0406 for 1 to 3 weeks respectively. A typical plot for 3 weeks prediction for testing is shown in Figure 4. 

 
Table 4. Statistical measures for weekly predictions. 

 Weeks  1 2 3 

Training 
r 0.9979 0.9972 0.9975 

rmse 0.0028 0.0031 0.003 

Testing 
r 0.9832 0.9547 0.9413 

rmse 0.024 0.0383 0.0406 

 

 
Figure 4. Comparison of measured and predicted values for 3 week prediction. 

 
4 CONCLUSIONS 

Conventionally, tide-level predictions are carried out using harmonic analysis, which is data-intensive and 
does not account for the ‘non astronomical’ component of the observed tide levels. From the harmonic 
analysis, predominant tidal constituents obtained were M2, S2, K1, M4 and O1 with constituent M2 (2.61 m) 
having the highest magnitude. The form factor 0.25 also confirms the mixed with predominantly semidiurnal 
tidal nature. The comparison of measured values with Harmonic analysis and ANN showed good prediction 
with R2 of 0.922 and 0.996. The present study makes use of ANN modeling, which has been tried and tested 
in solving various problems related to coastal engineering applications. Predictions carried out using one day 
tide level gave satisfactory results for 30 days prediction with ‘r’ value of 0.953; whereas excellent results were 
obtained for equal length prediction of one week with ‘r’ value reaching up to 0.977. Week predictions done 
using one week data sets also gave very high ‘r’ value of 0.941. The predictions of one-week tide level using 
one week’s tide level also gave ‘r’ greater than 0.983. 
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ABSTRACT 
 
Piano Key Weirs (PKW) are useful overflow structures to increase discharge capacity per unit length of 
spillway crest for relatively small heads over the weir compared to a standard straight weir crest. PKW can be 
used as a side or frontal weir in many circumstances to regulate reservoir levels with small changes in water 
surface elevation. Nearly constant reservoir level has many advantages in optimum operation of water 
reservoirs for instance in maximizing hydropower production. There are several empirical formulations available 
in the literature to find the discharge over the PKW for a given head. However, because of large number of 
geometric parameters involved in the weir design, available experimental data gathered from different sources 
do not overlap showing significant variations indicating dependence on specific experimental conditions of each 
data source. There is a physical model at 1/30 scale used in this study involving three units of PKW which was 
constructed as a part of hydraulic model testing for the spillway of Aşağı Kaleköy Hydropower Plant which is 
under construction in Turkey. Head-discharge data was measured for the specific design available. Then, Flow- 
3D was used to numerically solve flow over PKW for different configurations, one configuration being identical 
to that of the physical model, at the model scale. The experimental results are compared to numerical ones to 
validate the CFD code. It was noticed that CFD solution is very sensitive to mesh size and quality. After 
validation, Flow 3D was used to investigate various design configurations at prototype scale to maximize the 
discharge capacity of the PKW. Compared to the flat shape, having curved parapet walls increases the 
discharge capacity of the system by approximately 3%. 
 
Keywords: Piano Key Weir; spillway; discharge capacity; CFD solutions. 
 

 
1 INTRODUCTION 
 Piano Key Weirs are overflow structures which are preferred because of their increased discharge 
capacity within the same crest length compared to the conventional weirs (Machiels et al., 2011; Anderson 
and Tullis, 2012; Riberio, 2012). This is a rather recent design where only several applications are available 
all over the World. Therefore, no sufficient research has been conducted on PKW’s up to date. There are a 
number of geometric parameters which affect the discharge capacity of a piano key weir like: length of the 
PKW, B; upstream and downstream overhang crest lengths Bo and Bi; base length, Bb; height of the outlet and 
inlet entrance measured from the PKW crest, Po and Pi; total width of the PKW, W; outlet and inlet key widths 
Wo and Wi; and the sidewall thickness Ts (Figure 1). Although several researches worked on obtaining a 
discharge relationship (Kabiri-Samani and Javaheri, 2011; Machiels et al., 2014), there is not a unique 
discharge expression valid for all PKW designs.  
 Aşağı Kaleköy Dam is built on Murat River in eastern Anatolia region. It is an RCC dam 125m high from 
the foundation. The spillway inlet is equipped with 24 Piano Key Weirs (PKW) overlaying the 240m long crest 
which will be the first PKW application in Turkey. The PKW is planned to operate together with 6 orifice type 
bottom outlets to pass the maximum flood discharge. The outlet channel is designed as stepped spillway 
which is contracted to 130m at the bottom from the 240m at the crest. The flip bucket type outlets of the 6 
orifice units are located at the central portion of the spillway and assumed to discharge as water jets into the 
stilling basin.  
 The design discharge is 5773m3/s that corresponds to flood discharge of 10000-year return period. The 
total capacity of the bottom outlets is expected to be 1460m3/s which will be discharged as water jets from the 
flip buckets as the orifice outlets. Remaining 4313m3/s will be spilled over the 24 units of PKW and flow over 
the stepped channel until it reaches to the stilling basin.  
 The main source of uncertainty in the design is the discharge capacity of PKW on the spillway crest. 
This type of weir design is preferred to pass the required flowrate over a 240m long spillway crest for the 
maximum reservoir operation level of 1102.5m in an uncontrolled manner, without any gates. The main idea is 
to minimize the reservoir level variations in spite of large variations in the discharge so that the maximum 
power production is achieved from the hydroelectric power plant (HEPP). The weir formulae available in the 
literature for the PKW are not collapsing to a single curve, indicating strong dependency on the experimental 
conditions from which they are derived. Therefore, the discharge capacity of PKW system formed by 24 units 
needs to be verified.  
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 It was not practical to construct a comprehensive hydraulic model including complete spillway at a valid 
scale for model studies because of large space and flowrates required. Therefore, an investigation 
involving 3D numerical simulations is aimed. In this case, precise computation of overflow discharge from 
such a large and complicated geometry involving 24 units of PKW from 3D simulations would require a very 
fine mesh size that would be another practical limitation as a source of uncertainty again. Finally, it was 
decided to construct a truncated hydraulic model involving 3 units of PKW only and validate the computational 
tool by the experimental data and then perform 3D numerical simulations to study all aspects of flow over the 
PKW’s. 
 
 
 

B 
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W Ts 
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Figure 1. Geometric parameters for a PKW. 

 
2 EXPERIMENTAL AND NUMERICAL MODEL 
 Hydraulic model was constructed in Hydromechanics Laboratory of Civil Engineering Department at 
METU (Figure 2). Model-prototype similitude is based on Froude number and model scale is 1/30. The main 
purpose of the hydraulic model is to measure the discharge capacity of the specific PKW design. The model 
reservoir is an elevated tank 4m wide and 6m long. Three units of PKW are installed at the spillway crest 
(Figure 2). Discharge was measured by an electromagnetic flow meter before entering the model reservoir. 
The stepped outlet channel has the same width as the PKW units modeling only a unit strip of the prototype 
spillway and the stilling basin. Thus, the 3D effects that should occur in the prototype at the entrance from 
the reservoir was not observed in the model. The model scale (1/30) is satisfactory for the measurement of 
discharge capacity of PKW as there is sufficiently large flow depth of 5 cm over the PKW crest to eliminate the 
surface tension effects (Erpicum et al., 2016). Characteristic dimensions of one PKW unit in the prototype 
scale are given in Table 1. During the experiments water was pumped to the elevated tank from a reservoir via 
a supply pipe where discharge was measured using an electromagnetic discharge measuring device that is 
connected to the pipe. Waited until the water level in the model reservoir remains unchanged, then the 
discharge reading from the electromagnetic discharge measurement device and the water depth in the 
model reservoir are recorded. This procedure was repeated for different water levels and thus for different 
discharges. 
 

Table 1. Characteristic PKW dimensions given in meters. 
B Bo Bi Bb Po Pi W Wo Wi Ts 
24.05 6.20 6.20 11.65 8.75 8.75 240 4.18 5.02 0.40 

 
 Flow-3D software was used in the numerical simulations which solves incompressible Reynolds 
Averaged Navier Stokes equations on orthogonal structured meshes. The code uses volume of fluid method 
for tracking the free surface deformations. RNG k- type turbulence model was used in the calculations 
which utilizes wall functions close to the solid surfaces. A hydrostatic pressure distribution was assumed at 
the inlet section with a specified water depth. No slip boundary condition was used along all the solid surfaces. 
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Two separate numerical models were generated one for simulating the physical model which contains 
three PKW units and one for simulating one PKW unit in the prototype scale (Figure 3). For the model in the 
prototype scale symmetry, boundary condition was used on both sides of the model which assumes an infinite 
number of PKW’s are in operation side by side. Two separate mesh blocks were used in the numerical 
simulations: a finer mesh block to resolve the PKW’s and a coarser block to solve the reservoir part of the 
domain. In the model scale simulations, the mesh sizes were selected as 0.01m and 0.04m whereas in the 
prototype simulations the corresponding mesh sizes were 0.20m and 0.40m. The total number of grid points 
were approximately 1.3 million and 1.8 million in the model and prototype scale simulations, respectively. 
Note that these mesh sizes were selected after a grid dependence test. The grid used in the simulations 
was refined until the difference within the discharge values calculated with different meshes drop below 1%. 
 

 
Figure 2. Hydraulic model (left) and the PKW details (right) used in the experiments. 

 

 
Figure 3. Numerical model and the computational mesh used in the validation study conducted in the model 

scale for three PKW units (left) and in the prototype scale for one PKW unit (right). 
 
3 RESULTS 
 
3.1 Validation 
 There were three units of PKW in the model constructed. The discharge capacity of PKW units at both 
ends were significantly reduced due to 3D contraction effects at the entrance from the reservoir. Therefore, 
it was not possible (in the physical model) to correctly measure the unaffected discharge of single unit. 
Instead, the total discharge of the three units was measured. In the numerical solution, the same configuration 
was simulated in the model scale with completely the same boundary conditions. Therefore, the comparison 
of the two approaches were done for the same geometry and flow conditions.  
 After completion of the hydraulic model construction, the discharge over the PKW design was 
measured for variable water levels in the reservoir. The results are shown in Figure 4, discharge as function of 
head over weir. Experiments were repeated four times by different engineers and each experiment set is 
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shown with different colors in Figure 4. All readings were averaged over one minute recording time. A 
continuous line is also shown on this figure to represent the best fit to measured data.  
 In Figure 4, the numerical simulation results are also shown by squares for three different water levels in 
the reservoir. When compared to the best fit curve, the deviations of the computed discharge values are very 
similar to that of experimental data. In the numerical simulations in the model scale, the difficulty is related 
to the computational grid used to describe the weir crest. To represent the semi-circular weir crest accurately, 
more grid points have to be placed. But, small mesh size then reduces the computational time step that 
resulted in some convergence problems. It was possible to perform the numerical simulation with finer mesh 
sizes in the prototype scale without any convergence problems. Therefore, numerical simulations in 
prototype scale are expected to be more confident. 
 

 
Figure 4. Discharge over the PKW as function of head over 

weir (three units of PKW). 
 
3.2 Discharge calculations for a single PKW 
 In order to obtain the head-discharge relationship for one PKW unit under parallel approach flow 
conditions, simulations at prototype scale were run. A numerical model was developed as shown in Figure 5. 
In the numerical model one full inlet key and two half outlet keys on both sides of the inlet key was used as 
shown in Figure 5. Effect of the domain size on the solution was investigated. Different domain lengths and 
heights within the reservoir were tested and it was decided to have a domain height of 35m and a length of 
58m inside the reservoir was sufficient to not to be affected from the boundary conditions. 
 

 
Figure 5. The perspective view (left) and top view (right) of the numerical model for single PKW 

simulations. 
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 At the maximum reservoir level of 1104m, one piano key weir of the initial design (Table 1) offered by the 
designer was run at different piano parapet shapes of flat, half circular and circular. Parallel to the findings 
of Anderson and Tulis (2013), it was observed that for half-circular and circular parapet shapes the piano 
discharge was 3-4% larger than the flat parapet shape. Considering the hydraulic conditions and the possibility 
of wear of the parapet walls, it was decided to use circular parapet walls. From this point on, all the 
results given corresponds to a circular parapet shape. At the maximum reservoir level, one piano key weir 
was only able to discharge 152m3/s which was not sufficient to pass the corresponding portion of the required 
10000-year return period design discharge. A revision was proposed by increasing the upstream and 
downstream overhang crest lengths, Bo and Bi by 1 meter each which was called as the modified model.  
 In the modified model, at different flow depths simulations are run for one piano key. The following 
head discharge relationship was obtained as in Figure 6. It was observed that at the maximum reservoir level 
of 1104m (net head of hnet = 1.5m) approximately 166m3/s discharge was passing through one PKW unit. 
Velocity magnitude contours were given for the simulation run at maximum reservoir level in Figure 7. Velocity 
magnitudes are largest along the outlet key and goes up to values of 15m/s. Each simulation was run for a 
75 second duration which lasted for 24-60 hours of computation on a 16 core 2.00GHz Intel Xeon processor 
workstation. 
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Figure 6. Discharge vs net head over the piano crest. 
 

 

Figure 7. Velocity magnitude contours in m/s for flow over one PKW unit at 
maximum reservoir water level of 1104m. 
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3.3 Discharge calculations for all PKW units 
 In order to investigate the effect of approach flow conditions on the PKW performance, all PKW units 
should be modeled with the reservoir. However, because of the huge mesh requirement, it was not possible to 
simulate this case with the 24 PKW units. Instead, the reservoir and the weir part was modeled such that 
piano keys were taken out of the model (Figure 8). Approximately 250m of length in the streamwise direction 
within the reservoir was modelled containing the actual topography of the dam site. The system was modeled 
such that approximately the same amount of discharge that was supposed to pass through the 24 PKW 
units (~4000m3/s) was discharged from a broad crested weir along the same crest length of 240m. Having 
24 PKW units along the 240m crest length, at every 10m of the broad crested weir discharge is measured. Each 
measurement recorded here was then linked to the corresponding PKW unit in the original design. Applying 
this methodology indirectly, the effect of the approach flow conditions on the individual PKW units were 
evaluated.  
 Three mesh blocks were used in this model: the first mesh block along the weir part; the second mesh 
block on the reservoir part which is adjacent to the weir and the third mesh block at the far upstream part 
of the reservoir as shown in Figure 8. Similar to the single PKW unit model, a grid dependence study was 
conducted and the mesh sizes used for blocks one to three were selected as 0.1m, 1m and 4m, respectively. 
The total number of grid points used in this simulation was around 21 million. The simulation was run until 
steady state conditions were reached at approximately 1400 seconds. 
 

 
Figure 8. The perspective view of the reservoir numerical model with (right) and without (left) the mesh. 

 
 Streamline patterns in the reservoir are drawn at 1400 seconds in Figure 9. As it can be seen from this 
figure, at the middle portion of the weir streamlines were parallel to each other suggesting that the 
symmetrical approach flow assumption made in single PKW unit calculations was reasonable for these piano 
keys. On the other hand, at both sides of the weir the streamlines were not parallel to each other. Especially 
on the right-hand side of the reservoir in the streamwise direction, there was a big recirculation region close to 
the shore line which affects the flow entering the PKW unit on this side. These flow features affected the 
discharge capacity of the PKW units close to the two sides. This observation was confirmed from the 
discharge measurements on the weir which is given in Table 2. Here, PKW units were numbered from right 
hand side towards left hand side in the streamwise direction as PKW-1 to PKW-24. Discharge passing at each 
10m width of the weir (which corresponds to one PKW unit) is calculated and normalized with the discharge 
passing through the opening where PKW-12 would lay. Obtained discharge values at each PKW were given 
as a percent of PKW-12 which is given in Table 2. It was clear that symmetrical approach flow assumption 
made in the single PKW unit calculations was reasonable for PKW-3 to PKW-22 as they passed the same 
discharge. However, the first two piano keys both on the right and left were affected from the reservoir inflow 
conditions. PKW-1 and PKW-24 have a discharge capacity reduction of 21% and 12%, respectively, whereas 
PKW-2 and PKW-23 have an increase in discharge by 2%. Overall the whole system has a discharge capacity 
loss of 29% of one PKW unit which corresponds to 48m3/s as a result of the asymmetrical approach flow 
conditions. 
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Figure 9. Streamline patterns in the reservoir. 

 
Table 2. Discharge passing through individual 

PKW units. 
PKW unit discharge (%) discharge (m3/s)
PKW 1 79 131 

PKW 2 102 169 

PKW 3 100 166 

. . . 

. . . 

. . . 
PKW 22 100 166 

PKW 23 102 169 

PKW 24 88 146 

 
4 CONCLUSIONS 
 Aşağı Kaleköy Dam spillway which contained 24 PKW units was investigated experimentally and 
numerically. Three out of twenty-four units were constructed within the physical model was is completed 
based on Froude similitude. On the other hand, Flow-3d software was used in the numerical simulations. 
Initially, to assess the predictive capabilities of Flow-3d software, a numerical model is created which has 
identical flow conditions with the physical model. Simulation results showed that the discharge values 
observed at the maximum reservoir level in both experimental and numerical model were in good agreement. 
 Since it was not computationally possible to model all the PKW units because of the huge grid 
requirement, it was decided to model only one PKW unit assuming symmetrical approach flow conditions in 
the reservoir. Single PKW unit was tested in the prototype scale and a head-discharge relationship was 
obtained. It was observed that using circular or half circular crest shape instead of a flat crest on the PKW 
units increased the discharge efficiency by 3-4%.  
 The effect of approach flow conditions on the PKW capacity was also tested. The whole reservoir width 
for a length of 250m in the streamwise direction was modelled as a broad crested weir eliminating the PKW 
units. Approximately the same amount of discharge was passed through the weir and the discharge passing 
through the opening of each PKW unit is calculated. It was observed that because of the recirculating flows 
forming on the sides of the reservoir the first and last PKW units were not working at full capacity. The decrease 
in their capacity were in the order of 10-20%. It is shown that numerical simulations can be used as a useful 
tool in design of hydraulic structures. 
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ABSTRACT  
 
A drop shaft is typically characterized by a vertical connection between two pipes at different elevations which 
facilitates the conveyance of water from one elevation to another. The hydraulic analysis associated with the 
design of a drop shaft is complex due to the entrainment of air, the loss of energy throughout the structure and 
the region where the water jet enters the lower pool. A poorly designed drop structure can lead to drastically 
reduced lifespans of the structures caused by erosion, in addition to very serious safety concerns. Smaller 
scale physical models have been used to develop the hydraulic design criteria associated with these 
structures and predict flow patterns of various designs. This procedure is very expensive and time consuming, 
particularly if modifications are required, even if the modifications are minor. This research compares the 
physical model of a drop shaft with a computational fluid dynamics (CFD) model of the same structure. The 
physical scale was completed by Hubert Chanson. The flow regime simulated by these models consists of a 
free jet which emanates from the inlet channel and hits the opposite wall. This jet travels vertically down the 
opposite wall creating a “film” or a curtain in front of the outlet pipe. Results of this work show that when 
identical inflow conditions are set, very similar flow behaviors, water levels and hydraulic residence times 
results were produced by both types of models. This suggests that CFD software can be used as a tool to 
evaluate drop shaft model designs.  All the salient data sets produced from the Chanson’s work could be 
duplicated.  In addition, other information can be extracted from the CFD model such as air content, pressure, 
velocity at any point throughout the flow regime. 
 
Keywords: Computational fluid dynamics (CFD); drop shaft; energy dissipation; air entrainment; residence 

time. 
 
 
1 INTRODUCTION 

A drop shaft is a vertical connection between two pipes at different elevations. This arrangement poses a 
myriad of analytical problems with respect to loss of kinetic energy, volume of air entrainment and water 
surface elevations in the drop shaft. These hydraulic structures have been used since ancient times and are 
very commonly used in managing combined sewer overflows. Proper design implementation of these 
structures is crucial for economic, maintenance and safety reasons. Improper dissipation of energy can lead 
to rapid deterioration or damage to the structure itself, thus drastically reducing the useful lifespan and 
increasing maintenance costs (Anderson, 1961). Additionally, excessive residual downstream energy, 
resulting from poor design, can result in a large flow surge which can be very dangerous. Excessive 
accumulated entrained air from the drop can create excess pressure downstream of the structure and 
produce large hydraulics forces at unanticipated locations (Anderson, 1961). Blowbacks and blowouts which 
are the release of highly pressurized air in the opposite and same direction of flow, respectively, are common 
results of poor design and can be very hazardous (Williamson, 2001).  

Due to the complicated hydraulics and the negative impacts associated with them, drop shafts are 
commonly overdesigned with large factors of safety (Anderson, 1961). Most of the past research on these 
structures has been based on experimental data and scaled hydraulic models, noting the difficulty and 
inaccuracy associated with evaluations involving air entrainment and aeration behaviors with traditional flow 
mechanics (Williamson, 2001). While studies using physical models have been applied with great success, it 
has been found that slight variations in the structure dimensions can cause large unexpected variations in flow 
behavior (Williamson, 2001). The literature also indicates that air entrainment behaviors cannot be accurately 
correlated between model and a full-scale structure (Williamson, 2001).   

Computational fluid dynamic (CFD) modelling is a useful tool and facilitates the potential to minimize 
many of the problems associated with scale up of physical models. This is because it has the ability to model 
hydraulic structures at full scale, air and water simultaneously and the ability to easily incorporate changes to 
the model dimension in supplemental simulations.   
 
2 PURPOSE 

The purpose of this work is to use ANSYS Workbench 16.2, a CFD platform, to model the hydraulic 
performance of a drop shaft and compare it to an identical physical model. The results from this computational 
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model are compared to results and observations from the physical hydraulic model of the same dimensions 
and flow conditions as evaluated in Hubert Chanson’s “An Experimental Study of Roman Dropshaft 
Operation: Hydraulics, Two-Phase Flow, Acoustics” (Chanson, 2002). In Chanson’s work flow measurements 
were made using pointer gauges, rulers and total head tubes. These values were extracted from the CFD 
model by setting up surface monitors which reported the average velocity and phase composition for each 
mesh cell intersecting the set plane.  
 
3 COMPUTATIONAL FLUID DYNAMIC MODEL  

The ANSYS Workbench platform was used to perform the CFD analysis. Workbench includes several 
different components which can be linked to perform different CFD analyses. In this project, four different 
components were used. Design Modeler was used to generate the 3D geometry, ANSYS mesher was used to 
generate the mesh, ANSYS Fluent was used to process the model for some post-processing purposes and 
CFD-Post was used to produce additional graphics. To process the model ANSYS fluent uses the three 
fundamental fluid flow equations, conservation of mass, conservation of energy and conservation of 
momentum to predict fluid flow properties 

 In ANSYS Workbench, the mesh is used to divide the model volume into a discrete domain so each 
governing equation can be solved. In a discrete domain, the flow variables are only defined at each grid node. 
The flow equations are solved at a specific node defined by a boundary condition, and then these values are 
interpolated to predict these values at undefined nodes (Oxford University, 2014).  

The mesh representation of the drop shaft geometry was generated using the assembly meshing 
algorithm. In this process, the mesh for the entire geometry was generated in one step using the cutcell 
algorithm. This algorithm uses the volume meshing approach, while other meshing algorithms generate the 
mesh from the body surface and then generate the interior mesh from the generated surface mesh.  

With assembly meshing, a Cartesian grid mesh is generated within the body. This grid mesh is 
constrained by the user input max mesh size (ANSYS, 2016c). As the name suggests, the cutcell algorithm 
divides or cuts the inner mesh cells to almost perfectly fit the geometry limits. With this method the elements 
are not stretched or compressed to trace the model extents, resulting in a high quality mesh. The cutcell 
meshing method generates a large proportion of hexahedron (or brick) mesh cells. When comparing similar 
comparable number of elements in the mesh, hexahedral meshes produce the most accurate solution 
(ANSYS, 2016c). The mesh layout for this model is shown in Figure 1. The model contains 264,574 mesh 
cells.  

 

 
Figure 1. Model mesh. 

3.1 Volume of Fluid Model  
A volume of fluid model can model the flow behaviors of multiple independent phases by solving a single 

set of momentum equations. This model is most commonly selected when the interface between the two 
phases is of specific importance. In this model the volume fraction of each phase (in this case water or air) is 
tracked in each mesh cell (ANSYS, 2016a), by solving the volume fraction equations are for the secondary 
phase only (in this case water). The volume fraction for the secondary equation is solved assuming the 
volume fraction of both phases sums to one.  
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3.2 Turbulence Model 

In a plunging drop structure, the turbulence model is important in this simulation since turbulence is the 
major cause of air entrainment (Hirt, 2012). The realizable k-Ɛ model was specifically chosen because it is 
known to be more robust than most turbulence models (ANSYS, 2016b).  

 

 
Figure 2. CFD model set-up. 

 
3.3 Solution Methods  

The coupled algorithm is much faster than the alternative segregated algorithm when pressure based is 
chosen. In addition to added speed, this method also tends to produce a more stable solution (ANSYS, 
2016a). A pressure based solver was chosen since this solver was historically designed for low speed 
incompressible flows (ANSYS, 2016a). In general, solver decisions were made to improve stability and model 
convergence.  

 
3.4 Convergence  

In general, convergence shows the imbalance in the principle equations which Fluent used, summed over 
each cell. The two of the convergence criteria used to access convergence of this model were the consistency 
of water surface height in the drop shaft, stability of surface monitor input and outputs and mass flux at the 
inlet and outlet.  
3.5 Model Outputs  

Various surfaces were created in ANSYS Fluent to act as data output planes. Automatic export of data 
was generated for the depths, impact points and velocity outputs. These outputs report the average value for 
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each specified parameter (in this case, velocity and phase fraction) for each mesh cell associated with the 
surface. The depth and velocities were taken from the mesh cells aligned center point of the plane (z=0.382m) 
and averaged to present an output value. Only mesh cells with a volume fraction of water greater than 0.5 
were used in the average calculation.  
 
3.6 Model Work Flow 

It must be stated that the CFD model was completed without constantly comparing back to the physical 
model results, rather the team relied on Hallie Thornburrow’s experience to model as if the physical results 
were not available.  After that the comparisons were made.  

 
4 RESULTS 

Much of this work in terms of comparison between the CFD model and physical model is focused on the 
subset of Chanson’s work that he describes as the R3 regime. Under this flow regime: 

1)The jet from the upper pipe is supported partially by a small lip; 
2)The orientation of the inlet and outlet pipes are at a 180º angle; 
3)The jet from the upper inlet pipe strikes the opposite wall of the drop shaft;  
4)The wall opposite of the inlet channel acts as a deflector; 
5)The flow downward along the far wall forms what Chanson describes in his literature as a ‘film’ this acts 

as a barrier causing higher water surface elevations in the pool, than if the water plunged directly 
into the pool; 

6)The flow jet wall spreads as it travels reaching a width greater than that of the vertical shaft before it 
reaches the opposite wall;  

7)Air is entrained in the jet flow; and 
8)Air is entrained at the water surface in the drop shaft. 

 

   
Figure 3. Three dimensional CFD volume rendering. 

 
Figure 3 shows volume rendering of the CFD model results showing these features. In this figure, water 

is depicted as solid red while air is shown as blue, green indicates a 50% mixture. The figure accurately 
depicts the flow pattern described in the physical model ran in Chanson’s experiment. The rendering on the 
right of this figure is an isometric view which shows the flow pattern at the corners of the vertical drop is 
different from that directly beneath the invert of the outlet pipe, where no bubble swarm present It should be 
noted that the portion of the physical model below the invert of the outlet was built with plywood, therefore no 
visual comparison could be made.  

Figure 4 shows the air-water rendering through progressive cross-sections through the CFD model. The 
cross-section of the far wall, x=0.755, shows the spreading of the flow is evident and it clearly shows that 
there is no significant bubble swarm beneath the invert of the outlet pipe. The fact that air is being entrained in 
the downward flow but it being absent beneath the invert suggests that the portion of the jet that strikes the 
wall directly above the outlet pipe is not entering the pool.  
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Figure 4. Contours colored by phases at various section. 

 

 
Figure 5. Pool height verses dimensionless flow. 

 

 
Figure 6. Pool height verses flow. 
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The next point of comparison between the physical and CFD model was the yp variable, which is the 
measured distance between the outlet invert and the pool height. Figure 5 shows the pool depth versus flow in 
terms of yp/D & Q’ from Chanson’s work. In this case, Q’ is a dimensionless discharge number, calculated by 
Q’=Q/(g*b2*D3)0.5. It must be noted that the Q (flowrate) had to varied significantly to obtain this data set and 
the data points to the left were not all from the R3 regime. Figure 6 shows the identical results except the x-
axis is flow (Q) measures in cubic meters per second. 
 

 
Figure 7. Head loss verses critical depth. 

 
Another point of comparison between the physical and CFD model was completed for the variable H2/H1, 

where H1 represents the total head at the inlet, and H2 is the residual head, both measured in meters.  This is 
a measurement of the energy loss, this data is shown in Figure 7. These results show an excellent correlation 
between the CFD and physical model results. 

The next area of comparison was between the hydraulic retention time of particles that were dropped into 
the pool. Chanson did this by dropping 3.3 to 15 mm diameter particles that were neutrally buoyant into the 
upper pipe at the end of the inlet channel, also referred to as the brink. The time it took for each particle to exit 
the model was measured. This was repeated to complete his data set. Chanson reported his results in terms 
of a dimensional parameter T*vc/dc where T is the time the particle spent in the model (in seconds), vc is the 
critical velocity and dc is the critical depth. The results of the physical model are shown in Figure 8.  Note the 
comparison to be made is for prototype P2 and the CFD results. 
 

 
Figure 8. Particle residence time – physical model. 
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Figure 9. Particle residence time – CFD model. 

 

 
Figure 10. Particle track data of a trapped particle. 

 
The CFD analysis of the particle hydraulic retention time was completed slightly differently. In the CFD 

analysis, all the particles were released from the inlet (far left, shown in Figure 3) of the model simultaneously.  
The reported T was calculated by subtracting the travel time to the brink location to obtain similar data sets. 
This calculated value is reported as ‘Brink Time Adjustment’ in Figure 9 in terms of the dimensional parameter 
T*vc/dc. While the release point of the particles was different, the CFD results also showed the same bimodal 
distribution as the results from the physical model.  That is both data sets show most particles leave the model 
very quickly, although there are nearly 10% of the particles that have very high detention times that get 
trapped in the pool.  Figure 10 shows the tracked flow path of one of these few particles that gets trapped in 
the pool. 

These two data sets can be explained again by the flow pattern shown in Figure 3. The majority of the 
flow and the particles do not enter the pool, but instead travel down the far wall and enter the outlet channel 
near its invert, this accounts for no bubble swarm beneath the air vent.  

 
5 DISCUSSION AND IMPLICATIONS 

The results produced from the CFD model agreed to those obtained from the physical model. The CFD 
results show that the bubble penetration (bubble swarm) is not even across the far wall of the vertical shaft as 
would be expected if the jet was just plunging into a pool without hitting the far wall. The CFD model clearly 
shows very little of the bubble swarm directly beneath the outlet even though there is a significant amount of 
air in the plunging flow. This indicates that most the flow from the inflow channel in conveyed directly into the 
outlet channel.  This accounts for the bimodal distribution of the particle hydraulic detention time.  The 
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hydraulics of the drop shaft specifically in the R3 regime are controlled by the downward ‘film’ across the inlet 
of the outlet pipe.  

The full-scale implications of this work are very important in relation to air entrainment. A drop shaft must 
have provisions for the handling air under great pressure. As earlier research has noted, air entrainment does 
not scale up accurately, therefore CFD modelling done at the full scale of the proposed structure might be 
used to overcome this limitation. 
 
3 CONCLUSION AND FUTURE WORKS 

The results presented in this paper show that the CFD software platform ANSYS Workbench can 
accurately represent the hydraulics associated with a vertical drop structure across varying flow conditions.  

In the future, the most practical use of the work described in this paper might be in accounting for the air 
entrained in the flow. The CFD software can account for air quantity in each cell but there is an expectation 
that this might be improved by the refining of the mesh in certain zones. Since air entrainment is so important, 
an important next step would be to analyze a full-scale drop shaft to quantify the air entrainment scale up 
factor. 
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ABSTRACT  
  
The increased stress on the natural landscape due to human impacts and climate change has triggered an 
increase in water-related hazards (e.g., floods, river pollution), which in turn impose direct and immediate 
implications for the sustainability, resilience, and security of our watersheds. Because of their complexity, 
hazards are typically studied in isolation, as stand-alone processes. Moreover, the interconnections between 
different types of hazards are vast and not fully known. In most of the cases, however, the primary difficulty to 
simultaneously address hazards stems from our limited capabilities to integrate and handle the vast amount of 
data needed for solving the problem at the appropriate scale, i.e. the full size of the drainage area converging 
to the point of interest. The lack of the technological capability precludes not only the thorough the 
understanding of the feedback dynamics between the multiple hazards, but also accounts for the synergies 
and tradeoffs among the possible solutions used to address them. Overcoming the status-quo requires the 
development of evidence-based decision support systems (DSS) that are focused on the end-user interests. A 
DSS typically provides users with interfaces that are easy to understand and use by all stakeholders using the 
DSS tools for problem-solving and decision-making. This paper presents a prototype DSS used for a Multi-
Hazard Tournament (MHT) organized by the US Army Corps of Engineers’ Institute for Water Resources in 
the state of Iowa (U.S.A.). The computational environment, referred to as IoWaDSS, provides data insights for 
problem solving and supports decision-making for the mitigation of multiple hazards. The platform was 
developed using single-page application while implementing serious gaming concepts in order to enhance 
social learning. The platform was built with open source technologies that make the system light-weight, low-
cost, and flexible. The objective of this paper is to present the IoWaDSS software architecture and its 
components while illustrating the interfaces used for collaborative planning in the game-like environment.  
 
Keywords: Natural hazards; integrated water resources management; flood mitigation; decision support systems; web-

based.  
 
 

1 INTRODUCTION   
 In recent decades, increased anthropogenic interventions in the natural landscape (e.g., agriculture and 
urbanization) have aggravated the water-related hazard frequency and intensity affecting the security, 
resilience and sustainability of our watersheds (Dibike and Coulibaly, 2005; Crossman et al., 2013; Luo et al., 
2013). In effect, hazards have appeared in a wide variety of forms such as flood, sedimentation, water quality, 
and ecological habitat deterioration causing considerable devastating social and economic negative impacts. 
One of the notable examples is Iowa’s great flood of 2008. As a result of this event, 85 of Iowa’s 99 counties 
were declared a Federal Disaster Area and the total statewide damage was estimated at $10 billion. Many of 
those hazards produce risks that are assessed using diverse disciplines (e.g. hydrology, meteorology, 
ecology, and socioeconomics), and over multiple scales (e.g., physical and socio-political). In some of these 
events, multiple hazards (e.g., flood, water pollution, soil loss) occur simultaneously, hence they have to be 
addressed simultaneously (Kappes et al., 2012). The planning associated with multi-hazard mitigation faces 
multiple challenges, such as: (1) assemblage of large amounts of data for covering the holistic view of the 
watershed; (2) ensuring close collaboration and clear communication between multiple heterogeneous actors 
(e.g. decision makers, analysts, stakeholder) with diverse expertise and interests (Andrienko et al., 2007) and 
(3) capturing the feedback among multiple hazard drivers. The massive amount of data and information 
required to develop plans for multi-hazard mitigation is time- and labor-intensive if tackled with conventional 
methods. Beginning in the past decades, hazard mitigation plans have been increasingly approached with 
customized Decision Support Systems (DSS) that adopt the architecture and technologies developed in other 
socio-economic domains (e.g., banking, e-commerce, etc). DSS focused on watershed management have 
been already tested by government agencies, academic institutions, and consulting firms (Zhang, et al., 
2011).  
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 DSSs are defined as interactive computer-based systems and subsystems intended to assist decision 
makers’ use of communication technologies, data, documents, knowledge and/or models to identify and solve 
problems and make decisions  (Power and Kaparthi, 2002). In many applications, DSSs are powered by 
modern Geographic Information System (GIS) technologies to solve problems with spatial data (e.g. 
watershed management, resource management). The DSSs with spatial capability are also known as Spatial 
Decision Support System (SDSS) according to Power and Kaparthi (2002). Most of the initial SDSSs target 
one aspect of watershed management by integrating data and models specific to one or few disciplines 
(Watson et al., 2002). Advancement in computer and information technologies have promoted the extensive 
use of web-based SDSS. The web-based SDSSs have the capability to discover, access share, and integrate 
data and resources in an automated and systematic fashion using the Internet, hence having direct access to 
a multitude of resources using machine-to-machine communication.  
 An alternative definition for domain-specific SDSS is Problem Solving Environment (PSE). Typical PSE 
features include users-defined problems, strategies selection, results in visualization and analysis, and 
problem solving tasks extension and coordination (Rice and Boisvert, 1996). The Iowa Watershed Decision 
Support System (IoWaDSS) is designed in conformity with the principles of a web-based PSE for: (1) 
automating data resource integration, (2) evaluating of the best management practices from multi-hazard 
perspectives through competitive gamification techniques, and (3) facilitating collaboration and results 
communication between different actors. The IoWaDSS was originally designed to address floods, droughts, 
and water quality hazards. The system is designed to accommodate multiple actors with well-defined roles, 
i.e., players, referees, team facilitators, and announcers. Each individual user operates the system through a 
registered user-account. Described below are the system design considerations and selected interfaces of the 
IoWaDSS.  

 

2 SYSTEM DESIGN 
 
2.1   PSE design  
       Conceptually, the PSE structure entails four modules: (1) the watershed characterization (offering a digital 
representation of the existing data about the watershed), (2) the watershed planning (new data and 
information created with multi-domain modeling), (3) the competitive gaming environment (enabling game-like 
competitions), and (4) the plan evaluation (entailing a metric for evaluation of the proposed alternatives and 
scoring of the competitors). Figure 1 illustrates the PSE modules and associated components.  
 

 
Figure 1. Problem Solving Environment structure for the IoWaDSS prototype 

 
2.1.1 Watershed characterization.  

The watershed characterization module is the foundation of the PSE as it has the background data and 
information about the watershed existing at a given instant. The sub-components within this module include 
the Digital Watershed (DW) and tools to select the watershed of interest. The DW concept was introduced by 
Maidment (2006) to define the comprehensive digital characterization of the eco-hydrologic systems residing 
in a given watershed. The IoWaDSS architecture uses DW as a spatial unit for assembling multi-scale, multi-
domain data acquired in-situ or resulting from models produced by various agencies. The selection tool offers 
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multiple choices for the search (e.g., HUC or administrative key words) and subsequently triggers visualization 
of the selected watershed with the upstream drainage areas and downstream effluents associated with the 
watershed. Using the spatial boundary of the delineated drainage area, the IoWaDSS dynamically generates 
a DW of the area entailing the data and information stored in the system’s database. Organization of the data 
in DW is made by indexing the data with a watershed identifier and relating data with watershed connectivity. 
       The backbone of the watershed characterization module is the National Hydrography Dataset Plus 
(NHDPlus), which provides physical (e.g. shapefiles of rivers, catchments, and watershed boundaries) and 
topological (e.g. river connectivity, hierarchy of tributaries, hydrologic unit code system) descriptions of the 
real-world hydrologic system in a digital environment. The physical description includes features, such as 
streams, catchments, and hydrologic unit code (HUC) watersheds that are either displayed on map or spatially 
indexed with the data resources (e.g. raster data, point-observation) associated with them. Results of previous 
models and additional information relevant to planning studies are also spatially indexed. The use of this 
approach from the watershed data and info (generically labeled as resources in the planning process) can be 
easily discovered and retrieved for each indexed watershed (e.g. by watershed name, hydrologic unit code, 
river name). The topological description of the watershed search engine defines the upstream-downstream 
relationship among the individual physical features. The NHDPlus covers hydrologic features at a national 
level, and it is widely used among hydrologic research groups and watershed management communities in 
the U.S. The dataset can be easily extended in terms of spatial coverage and new attributes. 
 
2.1.2 Watershed planning.  

This module provides users with diverse management options to be used for mitigating hazards. The 
module was developed on the top of the watershed characterization module. The IoWaDSS application 
presented in this paper entails data and options associated with the Middle Cedar River watershed in central 
Iowa (U.S.A). The module contains two sub-components: planning specification and planning alternatives. 
The planning specification enables users to specify the objectives of the plan and existing constraints (e.g., 
limitations in the available data and budget). The sub-component also retrieves from DW results of available 
multi-domain models. The planning alternative module allows users to place best management practices in 
targeted control points (such as urban areas) or upstream in the watershed for mitigating the hazards.  The 
practices are spatially distributed within the watershed and visualized for convenience on the map. The such-
defined planning alternatives are converted into inputs for the models used for exploration of the alternative 
scenarios.  

The scenarios simulated for the IoWaDSS initial implementation in the Middle Cedar River watershed 
were obtained with 8 different multi-domain models (physical and socio-economic). The watershed based 
simulations used 40 different alternative practice combinations (IWR, 2016; Muste et al., 2017). Each 
combination was applied for four climate scenarios (historic, flood, drought, composite) to build a landuse 
change database. Watershed based actions were combined with localized practices based on their flow, stage 
and/or temperature relationships to generate a numeric database of localized and watershed actions. These 
numeric results were then tied to a suite of economic, social and environmental metrics by normalizing the 
numbers. The input and output data associated with the pre-run simulations were stored in the IoWaDSS 
relational database along with information on how each of these pre-run simulations, if selected in different 
combinations by the teams, would interact with each other and ultimately impact the environmental, economic, 
and social scores. The models used for simulations are provided in Table 1. Figure 2 provides the links 
between the various models leading to the results targeted by the risk analysis module. 

 
2.1.3 Competitive gaming environment.  

This module utilizes the concept of gaming to facilitate collaborative planning and communication. It 
creates an environment where users with different interests and backgrounds can share and discuss planning 
experiences through competition towards a consensus management plan. The module consists of two sub-
components: gamification and single-page application (SPA). Gamification, also known as gaming science, is 
defined as the application of game-design elements and game principles in solving scientific problems 
(Deterding et al., 2011). By using a competitive gaming environment, the traditional watershed planning 
process is converted into a competitive game by defining the game actors and rules. The implementation of 
the gaming science concept results in a computational environment with capabilities to support multiple users 
and to render Graphic User Interface (GUI) based on different users-roles. SPAs are web applications that 
load, cache and dynamically update information and views in one HTML page. The application of SPAs in the 
gaming environment has made the planning process smoother and the user experience more interactive, 
without interrupting the flow of information visualization. Behind the SPA, a multi-user web-based system 
manages users’ activities through user registered accounts. It stores the user’s information, ongoing and past 
plans, and their performances (i.e. scores) generated from the planning evaluation module. The module 
enables user to share, compare plans, and even to learn from previous plans. 
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Table 1. List of the multi-domain models used in the IoWaDSS initial implementation. 

Model Name Domain Output type 

North American Regional Climate Change Assessment 
Program (NARCCAP) 

Climatology Climate scenarios 

SWAT: Soil & Water Assessment Tool Hydrology Discharge and water quality at control points 

Agricultural Conservation Planning Framework (ACPF) Agroecology Screening of various conservation practices 
Hydrologic Engineering Center's (HEC) Statistical 
Software Package (HEC-SSP) 

Hydrology Flood frequency analysis 

Hydrologic Engineering Center's (HEC) River Analysis 
System (HEC-RAS) 

Hydraulics  Stage at control points 

Hydrologic Engineering Center's (HEC) Flood Impact 
Analysis (HEC-FIA) 

Risk Management Socio-economic impacts of hazardous 
events 

Hydrologic Engineering Center's (HEC) Geospatial River 
Analysis System (HEC-GeoRAS) 

Hydraulics & 
Geoinformatics 

Inundation map and visualization 

Integrated Valuation of Ecosystem Services and 
Tradeoffs (InVEST) 

Ecology Hazards impact on ecosystem and benefits 
of the ecological services 

 

 
Figure 2. Flow of data and information among the models used in the scenario analysis. 

 
2.1.4 Planning evaluation.  

The module evaluates all plans created by users through a scoring system, and communicates the 
scores through dedicated graphics. A scoring engine and a result communication sub-component are also 
included in this module. The scoring engine has built-in evaluation metrics as the criteria for evaluation, and 
produces scores with both technical evaluation and jury evaluation. The technical evaluation is solely driven 
by watershed modeling results in the watershed planning module. It calculates scores of individual plans 
based on the modeling outputs (e.g. maximum flood peak reduction) of the simulation. The jury evaluation is 
an expert system that brings human expertise into the loop. As mentioned earlier in the section, in addition to 
the player role, the IoWaDSS accommodates the judge role, which is designed for watershed experts to 
oversee and evaluate the performance of individual players. An administration system is provided within the 
module so that judges can create an expert score for each plan based on their technical experiences. 
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The IoWaDSS was originally developed for the Middle Cedar watershed as a delivery means for a Multi-
hazard Tournament (MHT) hosted by the US Army Corps of Engineers’ Institute for Water Resources in 
collaboration with other federal, state, and local agencies involved in water resources management (IWR, 
2016). The tournament brought together a diverse group of multi-sector participants including representatives 
of local/regional government offices; resource management agencies; the private sector; interest groups; and 
universities. The objective of the MHT is to promote multidisciplinary preparedness and strategies for 
addressing hazards in a competitive and collaborative game-like environment. The MHT also helps 
participants to better understand their risk in their watershed and the feasible hazard mitigation options. Even 
more importantly, it promotes the building of relationships and understanding of interests between basin 
participants.  
 
2.2   Software architecture and & technologies  
       Following the modern web-application templates, the IoWaDSS, adopts a three-tier architecture that 
includes the following components: (1) presentation, (2) logic, and (3) data. To ensure the platform reliability, 
flexibility, extendibility, modularity, and maintainability, industrial design patterns and architecture patterns 
(e.g. MVC and MVVM) were applied in the system development. Figure 3 illustrates the overall architecture, 
along with the web, informatics, and GIS technologies that are associated with each tier. 
 

 
Figure 3. Overall architecture. 

 
       The presentation tier is primarily rendered at the front-end in user’s web or mobile browser. It contains 
platform elements that a user can see and interact with. This tier provides users with Graphic User Interfaces 
(GUI), a map engine, and visualization tools to facilitate map operations, information retrieval, workflow 
control, watershed planning, and result communication. The presentation tier in IoWaDSS entails four 
components: (1) the map engine, (2) the GUI, (3) logic management, and (4) the visualization tools. The map 
engine is the means to visualize geo-spatial information, such as basemaps, river networks, watershed 
boundaries, locations of BMPs, and modeling results (e.g. soil maps, inundation maps). For IoWaDSS, the 
presentation tier is developed with Leaflet JavaScript library and its extensions. The GUI provides a media for 
users to navigate through the platform, to manage and control tools, and to retrieve information. The GUI is 
developed using JQuery and the Bootstrap library, which guarantees both the user interactivity and mobile 
compatible for multiple screen sizes.  

The logic management component contains a front-end Model–view–controller (MVC), that improves 
fluid web page design and two-way data-binding. The main reason to have a logic management component is 
that our platform contains Single-Page Applications (SPAs), which make the front-end very heavy. The front-
end  
 
MVC, a JavaScript library itself, helps structure and optimize the front-end developments with practical 
industrial conventions, which increases the maintainability and extendibility at the front-end. Visualization tools 
are primarily responsible for visual communication and representations (e.g. plots, chart). They are developed 
with D3JS and Highchart libraries, both of which are data-driven and user-responsive. The entire presentation 
tier is developed using popular front-end technologies (e.g. JavaScript, HTML, and CSS). To perform multiple 
system operations (e.g. updating data & information, displaying spatial features on a map, user log-in, saving 
user-defined watershed plans), the presentation tier sends Asynchronous JavaScript and XML (AJAX) 
requests to exchange information with the server-side applications in the form of JSON, XML, and images. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5393



  
          

  

 

       Unlike the presentation tier, the logic tier and data tier are deployed on the server-side (i.e., “back-end” of 
the platform). The logic tier is responsible for organizing the data, assembling the services according to 
relationships between the user scenarios and the models, and for providing the necessary information 
requested by the presentation tier. The logic tier consists of three sub-components: (1) the map server & map 
services, (2) the application framework, and (3) the web services for real-time sensors. The map server and 
the web services prepare and manage spatial information, as well as handle request from the presentation tier 
for the map visualization. The IoWaDSS uses Geoserver, an open-source map server application, to host 
spatial information that is stored locally on the server (e.g. river, watershed boundaries). The Geoserver is in 
complying with a number of open standards, such as Web Feature Service (WFS), Web Map Service (WMS), 
and Web Coverage Service (WCS), which improve the interoperability of spatial data effectively. Third-party 
map services, such as Google maps, ESRI, USGS, are also used to increase the diversity of the basemaps 
(e.g. satellite imagery, topo-maps, and NHD basemap) within the platform. The application framework 
components manage the overall back-end logics (e.g. scientific models, PSE design, and data integration) 
and user-scenarios (e.g. multi-user web-based system).  

Many of the platform’s tool and applications (e.g. watershed search engine) that are too heavy to be 
hosted in the presentation tier, were hosted in the application framework module. This module hosts and is 
responsible for managing the local web services. The system design adopts a Service Oriented Architecture 
(SOA) to bring multiple web services in one place. There are two types of web services in the IoWaDSS: (1) 
local web services (that are developed within the application framework on the local server), and (2) external 
web services (that are hosted on third party servers). External web services in IoWaDSS are mainly third-party 
data providers (e.g., USGS, EPA). The web services are important components for the presentation tier as 
they facilitate the communication between the presentation tier and the logic tier. The backbone of the 
application framework module is Yii (a PHP framework that also follows the MVC pattern).  
       The data tier is located on the bottom of the architecture. This tier consists of databases and datasets. 
The spatial data are stored in the PostGreSQL database with its PostGIS library, which adds support for the 
use and management of spatial objects. The knowledge base is the customized database that stores results 
of simulations with the 8 multi-domain models and their relationship as entities (as a computational term). 
Details of model connection and information flow are illustrated in the Figure 2. 
 
3 IOWADSS INTERFACES 

The IoWaDSS was developed, and hosted under the “iowawatersheds.org” domain as a web-based 
platform for assisting the MHT delivery. The IoWaDSS is launched from a landing page that provided users 
guidance and tutorials pertaining to the platform, as well as the navigation to several platform features. The 
landing page entails an introduction, a map of watershed management authorities in Iowa, a Menu bar, and a 
navigation bar in the lower middle of the page. The Menu bar contains the IoWaDSS title and three tabs: 
about, support, and contact. The user can access the full introduction page through the “About” tab, and the 
platform tutorial videos through “Support” tab. The “Contact” tab provides the user contact information of the 
development team of the platform. The navigation bar includes four tabs: (1) decision support platform, (2) 
watershed infrastructure, (3) water resources management, and (4) communities & collaboration. By clicking 
the “decision support platform” tab, the user can launch the actual PSE. The “water resource management” 
tab presents the user with relevant management concepts, policies, and guidance in watershed management. 
While the “Communities & collaboration” tab directs user to the webpage of Iowa-Cedar watershed 
interagency coordination team and several watershed organizations. Figure 4 shows the overview of the 
landing page. 

The “Decision-support platform” contains three workflows: (1) watershed -search, (2) watershed-info, and 
(3) watershed-planning.  The Decision-support platform landing page is shown in Figure 5. The decision-
support web page contains four functional blocks (1) the Menu bar, (2) the Workflow bar, (3) the functional 
panel, and (4) the web map, as illustrated in Figure 5. Similar to the landing page, the Decision-support 
platform carries the title of the platform and three tabs that lead user to the landing page, the DSS introduction 
page, and the tutorial page. The “Task bar” supports various aspects of the decision-making process by 
providing the user with the needed resources to carry out a watershed plan. For this purpose, four workflows 
have been designed: a) Search Watershed, b) Overview, C) Data resources, d) Planning. A “Help” button 
opens for the guidelines for using the platform.  

 
The “Search Watershed” interface corresponds to the “Watershed characterization” module in the PSE 

design. The objective of this workflow is to define the study area on the map as well as the drainage area 
upstream (from where does the water come) and the main effluent leaving the watershed. Multiple search 
criteria are enabled: state level, HUC 8 watershed, HUC 12 watershed, city, county, and Point of Interest 
(POI) such as an address or a point on the map. Figure 6A presents the interface for the search criteria using 
as a point of interests the “Iowa state” (Figure 6A). Figure 6B shows the same for a HUC 8 watershed search. 
After the desired study area is identified, the user can access the DW by activating the “Load POI” button. 
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Figure 4. IoWaDSS landing page. 

Figure 5. IoWaDSS customized interfaces 
 

  
Figure 6. Search Watershed workflows using as criteria: a) the state of Iowa, and b) HUC 8 watershed. 

 
       Additional functions in the Workflow bar includes “Overview” and the “Data resources” options. These 
workflows assemble, synthesize and visualize important watershed data and information regarding the study 
area. The “Overview” workflow displays summary geographic information, displays dynamically the type of 
data available in the watershed including their providers (see Figure 7A), and lists the previous studies 
conducted in the watershed (see Figure 7B). The data resources tool displays the locations of different 
sensors grouped by their domain: hydrology, geomorphology, water quality, meteorology, land and water 
habitat, and socio-economic. Each domain contains selected variables. For example, hydrology contains: 
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stream discharges, stream stages, lake levels, runoff potential. The extension of the number of domains and 
variables for each domain can be increased if more on-line data is available. Uniformly-designed windows 
allow to view data for the variables acquired at various locations using two sub-interfaces. The first sub-
interface shows the last recorded data and essential information about the source of the data that was 
selected for visualization (see Figure 7A). The second sub-interface shows the location of the sensor in an 
interactive map along with the time series for the variable plotted for a pre-established time window as 
illustrated in Figure 7D. Essential statistics of the visualized time series is also shown in this visualization sub-
interface. This window is fitted with functions that allow to compare multiple time series acquired at other 
location and to download the data for further analysis. 
        The watershed-planning interfaces can be accessed from the “Planning” tab in the workflow bar (see 
Figure 8). This workflow is the most complex one in the platform and cannot be described fully in the present 
context. More details are provided in IWR (2016), Muste et al. (2017) and in the interactive tutorials published 
on the platform’s website (iowawatershed.org/iowadss/support.php). The workflow provides users with options 
to either manage previous watershed plans or to create new plans. The “Planning” workflow entails a phased 
sequence of seven steps: 1) Objectives, 2) Resources, 3) Alternatives, 4) Asessment, 5) Selection, 6) 
Implementation, and 7) Evaluation. The progress of the plan development is visually displayed as the work 
advances. Each of the planning steps has multiple sub-menus and interfaces that will be not described in this 
paper. The work on the plans can be interrupted and continued at the pace of the user’s availability. The 
Content Management System (CMS) developed behind the planning tool using PHP Yii framework allows 
simultaneous access of multiple contributors to the development of the plan. They all can store data and 
information, share, and manage the plans within the PSE.  
Figure 9 illustrates the interface for the “Alternative” step (#4 in the upper part of the figure) of the “Planning” 
workflow. The choices of planning alternatives illustrated in this figure are those developed for the Multi-
Hazard Tournament delivered in the Middle Cedar River watershed using the sequence of models shown in 
Figure 2 (IWR, 2016). The interactive interface asks the user to assemble an integrated hazard mitigation 
strategy using best management practices (BMP’s) deployed locally (“Localized Actions”) or within the 
watershed (“Watershed Actions”). The BMPs can be selected in in multiple combinations to accommodate 
various hypothetical climate scenarios and budget limitations, which are the constraints in the game-like 
environment. The finalized plan is stored under the user’s account, and is submitted for evaluation in the 
“Assessment” step. The interface for the “Assessment” step is basically the front-end representation of the 
planning evaluation module (described in Section 2.2.  
 

 
Figure 7. Interfaces for IoWaDSS workflows: A, B “Overview”; C) “Data resources”, and  

D) viewer for the discharge time series 
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Figure 8. Watershed “Planning” initial interface 

 

 
Figure 9. The interface for the “Alternative” step (#4) of the Planning workflow. 

 
4 CONCLUSIONS 
       A growing number of researchers have recognized that technical solutions do not always perform well in 
addressing sustainability and adaptability strategies for practical situations, and thus have proposed role-
playing games where the stakeholders are the decision makers. The co-production of the decision making 
with the involvement of management agencies and local stakeholders has the potential to improve the quality 
and efficiency of the decision-making process. By transferring the roles in the actual decisions, this approach 
increases considerably the viability of the plan implementation as the local stakeholders are co-owners of the 
plan. The IoWaDSS used for delivery of the MHT serious-gaming prototype presented in this paper is one of 
the possible paths to engage the community in the planning process by hiding the complexity of the technical 
aspects and providing a problem-solving environment that is understandable and adapted to the technical 
skills of the local watershed stakeholders. A user-friendly and interactive prototype of IoWaDSS was 
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developed by seamlessly integrating open-source Web GIS tools, multi-domain models, real-time sensor 
network, and other open-source components and libraries. Compared with other generic watershed decision 
system, the IoWaDSS has two unique computational concepts: the single-page application and gamification 
implemented in collaborative watershed planning.  
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ABSTRACT  
 
In winter, duration and strength of explosive cyclones, whose development is rapid and strong winds with low 
pressure ranges are shown to be on an increasing trend in the last few years around Japan and they are 
becoming important factor affecting high wave and storm surge. Global Spectral Model (GSM) climate 
distribution data set by Japan Meteorological Agency (JMA) is applied to the wave and storm surge estimation 
around Hokkaido and Tohoku for explosive cyclone in January 2016. Wind and atmospheric pressure 
condition for the wave and storm surge estimation is obtained by two ways using GSM data set. One way is 
that GSM data set is interpolated linearly while another is Myers method based on the data set. Comparison 
between calculation and observation for the time variations of significant wave height and mean wave period 
and mean sea level departure from normal is conducted at observation points. The applicability of the data set 
to wave and storm surge estimation is verified. The main results are summarized as follows; 1) Maximum wind 
speed value by Myers method approximately matches the value of observation, but timing does not match. On 
the other hand, the fluctuation by liner interpolation is approximately equal to the observation fluctuation. 2) 
Significant wave height, mean wave period and mean sea level departure from normal of calculation by Myers 
method are underestimate as compared with observation values. 3) Significant wave height of calculation by 
linear interpolation is approximately equal to observation values, but the maximum values are a little 
underestimate. Mean wave period, mean sea level departure from normal and maximum them of calculation 
by linear interpolation are approximately equal to observation values. 
 
Keywords: Storm surge; high waves; explosive cyclone; SWAN and STOC-ML; GSM winds. 
 
 
1 INTRODUCTION  
 There are concerns regarding the risk of high waves and storm surge disasters due to global warming in 
recent years. Explosive cyclone in winter due to global warming causes high wave and storm surge around 
Japan. World Meteorological Organization (WMO) defines explosive cyclone as extratropical cyclone where 
the central pressure is required to decrease more than 24hPa×sin(φ)/sin(60°) at φ latitude in 24 hours. It 
causes strong wind and low atmospheric pressure over a wide range. In winter, duration and strength of 
explosive cyclones are shown to be on an increasing trend in the last few years around Japan (Saruwata et 
al., 2015). On the other hand, climate is an important factor of wave and storm surge estimation. Around 
Japan, Grid Point Value (GPV) climate distribution data set by Japan Meteorological Agency (JMA) is often 
used by the estimation. GPV data set includes several kinds of data sets which are divided based on analysis 
method. One of them, Meso Scale Model (MSM) climate distribution data set is the highest resolution and 
wave estimation by using highly precise without mesoscale numerical weather prediction system around 
Japan. (Nonaka et al., 2016) However, fetch and duration of wind are related to wave estimation, the 
estimation for explosive cyclones which reach peaks around Hokkaido and Tohoku needs range of climate 
data wider than MSM. Therefore, Global Spectral Model (GSM) climate distribution data set by Japan 
Meteorological Agency (JMA) where the range is wider and resolution is lower than MSM data set is applied to 
the wave and storm surge estimation around Hokkaido and Tohoku for explosive cyclone in January 2016 and 
comparison between calculation and observation by PARI (Port and Airport Research Institute) for the time 
variations of significant wave height, mean wave period and mean sea level departure from normal is 
conducted at observation points. 
 
2 CONDITIONS OF OCEANOGRAPHIC AND ATMOSPHERIC PHENOMENA 
 
2.1 Atmosphere phenomena 
 Explosive cyclone on January 2016 occurred in northern Taiwan and approached Japan while developing 
rapidly. When the cyclone passed over the Japan Alps, center of it divided to two centers. The lowest 
pressure was 974.1hPa off the Pacific coast of Hokkaido. Observation values of the maximum instantaneous 
wind speeds by Japan Meteorological Agency (JMA) were 45.1m/s at Erimo, 33.3m/s at Nemro in Hokkaido 
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and 35.4m/s at Enoshima in Miyagi. Figure 1 is a weather chart made from GSM data set when the pressure 
was the lowest. 

 
Figure 1. Weather map at 1/19/2016 15:00. 

 
2.2 Oceanographic phenomena 
 The explosive cyclone caused high wave and storm surge off the Pacific coast of Hokkaido and Tohoku. 
Ports and harbors were damaged by wave overtopping. Observation values of the maximum significant wave 
heights by PARI (Port and Airport Research Institute) were 6.6m/s at Tokachi in Hokkaido, 9.4m/s at Kuzi in 
Aomori and 11.1m at off northern Iwate. The values of maximum mean sea level departure from normal were 
0.67m at Nemuro, 0.45m at Muroran and 0.34m at Shiraoi in Hokkaido. Observation values for the time 
variations of maximu wave height and maximum wave period at Tomakomai are shown in Figure 2. The 
values of mean sea level departure from normal at Nemuro are shown in Figure 3. 
 

 
Figure 2. Observation values of maximum wave height and 

period at Tomakomai. 
 

 
Figure 3. Observation values of mean sea level departure from 

normal at Nemuro. 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5400 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          

 

 

3 NUMERICAL SIMULATOR 
 
3.1 SWAN 
 Third-generation wave hindcasting model, Simulating Waves Nearshore (SWAN) which developed at the 
Delft University of Technology was used for wave estimation. It is the model for calculating wave propagation 
in time and space based on energy balance equation. 
3.2 STOC-ML 
 A quasi-3-dimensional model, multi-layered static dynamics model (STOC-ML) which developed at PARI, 
was used for storm surge estimation. It is the model for calculating fluid dynamics that result from a tsunami 
by using hydrostatic approximation. 
 
4 NUMERICAL CONDITION 
 
4.1 Wind and atmospheric pressure Condition 
 GSM climate distribution data set by JMA was calculated by Global spectral model and applied objective 
analysis. About GSM data set and MSM data set are shown in Table 1 and Figure 4. 
 

Table 1. Format of GSM and MSM data set. 
Data set GSM (Japan area) MSM
Domain 10.0N-60N/110E-160.0E 22.4N-47.6N/120E-150E 

Spatial Resolution 0.2°×0.25° 0.0625°×0.05° 

Grid  251×201 481×505 

Temporal Resolution 6hourly 
3hourly (analysis) 
1hourly (forecast) 

 

 
Figure 4. Domain of GSM and MSM 

data set. 
 
 Wind and atmospheric pressure condition for the wave and storm surge estimation is made by two ways. 
One way is that GSM data set is linearly interpolated while another is Myers method based on the data set. 
 The comparisons between observation and calculation for the time variations of mean wind speed, 
atmosphere pressure and wind direction at Shiraoi are shown in Figure 5. Maximum wind speed value by 
Myers method approximately matches the value of observation, but timing does not match. On the other hand, 
the value by linear interpolation is approximately equal to the observation speed. The explosive cyclone had 
two centers that the wind and atmospheric pressure condition by Myers method is poorly reproducible. 
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Figure 5. Observation and calculation values of mean wind 

speed, at Shiraoi. 
4.2 Topography condition 
 Gridded bathymetry data by GEBCO (General Bathymetric Chart of the Ocean) is spatially interpolated 
linear to made topography condition. 

 
4.3 Condition of wave estimation 
 Wave estimation is calculated by two step nested Domain. The calculation period is 2016/1/17 9:00 – 
1/21 3:00. About conditions of the estimation are shown in Table 2. Domain of estimation and observation 
points are shown in Figure 6. 

 
Table 2. Condition of wave estimation. 

Domain 1 2 3 4 

Lat./Lon. 
135E-154E 
32N-48N 

138E-149E 
36N-46N 

139E-146E 
40.5N-44.5N 

140E-145E 
37.5N-42.5N 

∆x,∆y 6000m 2000m 1000m 1000m 

∆t 360s 180s 60s 60s 

 

 
Figure 6. Domains of estimation and observation points. 

 
4.4 Condition of storm surge estimation 
 Storm surge estimation is calculated one step nested Domain. The calculation period is 2016/1/17 9:00 – 
1/21 3:00. About conditions of the estimation are shown in Table 3 Domain of estimation and observation 
points are shown in Figure 7. 

 
Table 3. Condition of storm surge estimation. 

Domain 1 2

Lat./Lon. 
135.5E-151.5E 
35.5N-47.5N 

137E-147.5E 
38N-45N 

∆x,∆y 5000m 2000m 

∆t 1s 1s 
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Figure 7. Domains of estimation and observation points. 

 
5 RESULT 
 
5.1 Verification of wave estimation 
 Comparison between calculation and observation for the time variations of significant wave height and 
mean wave period is conducted at observation points. The comparisons at Tomakomai are shown in Figure 8 
and Figure 9. 
 

 
Figure 8. Calculation and observation of significant wave height at Tomakomai. 

 

 
Figure 9. Calculation and observation of significant wave periodt at Tomakoma. 

 
 The fluctuation of calculation which use wind by linear interpolation approximately matches the fluctuation 
of observation, but the fluctuation of calculation which use wind by Myers method does not. Correlation of 
calculation and observation at 6 points are shown in Figure 10 and Figure 11. ρ is correlation coefficients. 
Correlation about maximum values are shown in Figure 12. 
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Figure 10. Correlation of calculation by linear interpolation and observation. 

 

 
Figure 11. Correlation of calculation by Myers method and observation. 

 

 
Figure 12. Correlation about maximum value of calculation and observation. 

 
 Wave values of calculation by Myers method are underestimated, and wave values of calculation by 
linear interpolation approximately equal to the value of observation. Maximum significant wave heights of 
calculation are a little underestimate and maximum mean wave periods approximately match. 
 
5.2 Verification of storm surge estimation 
 Comparison between calculation and observation for the time variations of mean sea level departure 
from normal is conducted at observation points. The comparisons at Tomakomai are shown in Figure 13. 
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Figure 13. Calculation and observation of mean sea level departure from normal at 

Shimokita. 
 
 The fluctuation of calculation which use atmosphere pressure by linear interpolation approximately 
matches the fluctuation of observation, but the fluctuation of calculation which use wind by Myers method 
does not. Correlation of calculation and observation at 4 points are shown in Figure 14 and Figure 15. ρ is 
correlation coefficients. Correlation about maximum values are shown in Figure 16. 

 
Figure 14. Correlation of calculation by linear 

interpolation and observation. 
 

 
Figure 15. Correlation of calculation by linear 

interpolation and observation. 
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Figure 16. Correlation about maximum value of 

calculation and observation. 
 
 Value of calculation by Myers method are underestimate, and wave values of calculation by linear 
interpolation are approximately equal to the value of observation. Maximum values of calculation 
approximately match. 
 
 
6 CONCLUSIONS 
 High wave and storm surge which is caused by explosive cyclone development, is rapid with strong wind 
and low pressure ranges is estimated by GSM data set as numerical condition. The applicability of the data 
set to wave and storm surge estimation is verified. The main results are summarized as follows: 

(a) Maximum wind speed value by Myers method approximately matches the value of observation, but 
timing does not match. On the other hand, the fluctuation by liner interpolation is approximately 
equal to the observation fluctuation; 

(b) Significant wave height, mean wave period and mean sea level departure from normal of calculation 
by Myers method are underestimated as compared with observation values; 

(c) Significant wave height of calculation by linear interpolation is approximately equal to observation 
values, but the maximum values are a little underestimated. Mean wave period, mean sea level 
departure from normal and maximum them of calculation by linear interpolation are approximately 
equal to observation values. 
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ABSTRACT  
  
The subject matter of this research work considers improvement of the leakage detection and localization in 
water supply networks. The proposed method involves an application of a simulation model, which in order to 
be applied successfully implemented has to be carefully calibrated. For the calibration process, an expert 
system was designed and implemented. The mentioned expert system and applied algorithms are presented 
in the paper. Furthermore, the paper presents the characteristics of the studied object, which is waterworks of 
the city Kedzierzyn-Kozle, Poland.   
  
Keywords: Water Supply Network; modeling; simulation; calibration; genetic algorithm. 
  
 
1 INTRODUCTION 
 Water supply networks (WSN) are one of the basic components of the technical infrastructure of towns 
and settlements. The necessitate to reduce the operational costs, especially due to loss of water, causes a 
continuous need to develop new methods for supporting monitoring and diagnosing of these objects. The 
most common damage of water supply infrastructures, beyond the extensions and strictures in pipes, the 
sludge causing changes of surface roughness, etc., is the occurrence of cracks that cause water leaks. 
Unfortunately, only part of the water outflow is manifested on the surface of the ground, the other part is 
invisible and difficult to locate. The problem arises in areas of those cities, where as a result of conducted 
exploitation of coal and calcium, which are located under the city. The occurrence of failure is more common 
and will be felt for a long time after the cessation of mining.  

The well-known method for diagnosis of the WSN state is a phone accepting failure notification observed 
and reported by people (customers). On the emergency call the water supply is the only source of information 
about the so-called reported leaks. The leaks reported are part of all leaks, but there exist also leaks 
unreported, which are difficult to detect and which can, in the long term, cause much more damage. Despite 
the duty hours on the emergency all, the water supply is the method of diagnosis, used as primary source of 
knowledge about the state of the network. Frequently, in the cases of leakage, a leak location service is 
outsourced to an external company, which is provided with necessary equipment enabling diagnosis of 
auscultation and poses knowledge and skills of its application. But this service is payable in each case, thus in 
the event of minor leaks, it should be considered if the service cost is not higher than the possible losses 
resulting from WSN failure. 

In the current exploitation of WSN, numerous solutions for the diagnosis are applied, with particular 
emphasis on the detection and location of leaks. The first group of solutions existing on the market is 
combination of network monitoring and expertise. In this embodiment, a well-designed measurement systems 
registers data are then presented in a SCADA (Supervisory Control and Data Acquisition) system (Piechurski, 
2013; Urbaniak, 2007). An expert (employees) observes the network parameters and finds anomalies. 
Another group of solutions to diagnose the state of the WSN is the auscultation diagnostics. It is currently the 
most popular and most widely used solution, involving the location of leakage in the ground by finding 
anomalies in the sound waves accompanying the flow of water. Acoustic zonal loggers are applied in addition 
to the functionality of diagnostic auscultation equipment. Positioned in the most strategic parts of the network, 
they archive the emergency information based on the acoustic noise and allow further data analysis in a wider 
time window. The service of radio loggers is much more comfortable than of portable auscultation, because 
reading can be done remotely. Pressure loggers archive the momentary pressure value at predetermined time 
intervals. Representation of knowledge about the state of the network based only on the pressure, however, is 
very difficult to translate into knowledge about the state of installation, because a momentary pressure value 
depends on many factors that are not included in the record. Only after verification of this knowledge by an 
expert, it can be determined whether the measured pressure values are consistent with expectations, or 
evidence of failure. The last group addresses solutions which are most complex and technologically advanced 
and are based on simulation models of WSN. In this group is embodied implementation of a simulation model 
(through digitization or by GIS skeleton migration), and then fine tuning (calibration) of the model parameters. 
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It is possible to simulate the current day using incomplete data (prediction), as well as detection of the 
existence of leaks by the Night Minimum Flow (MNP), and in some systems by the Integrated Flow 
Measurement methods. 

The existing methods for failure location in the WSN, which utilize listening devices, are less effective 
when PVC (polyvinyl chloride) and PE (polyethylene) pipes are included in the network infrastructure. 
Therefore, modern industry requires development of improved tools and mechanisms for signaling the 
appearance and location of the failure. The basic principles of the understanding, monitoring and control of 
leakages are renowned within the water industry and have not changed significantly in recent years. There is, 
however, the opportunity to introduce additional innovations in the strategy of reducing leaks and leak 
detection technology, supporting faster and more accurate decisions about leaks and leakages in the water 
supply infrastructure. These technologies have a major impact on the improvement of network performance 
and further reduction of water leakage, thereby on minimizing financial losses for both the suppliers and the 
recipients (Pieczyński et al., 2007). 

Simulation models of water supply systems are nowadays commonly used by network operators 
(Schmid, 2001; Ulanicki et al., 1996; Jia et al., 2008). An important application of OFF-LINE WSN simulation 
models is the ability to analyze the effects of network expansion, connecting new clients (e.g. When 
determining the conditions for new investments), etc. In such cases, the calibration of the network model can 
be performed off-line in the cycle e.g. monthly or seasonal. The main limitation of OFF-LINE methods is the 
approximation of the unknown parameters of the water supply system using historical data. The calibration 
results may represent the state of the system in a short time and are not able to accurately represent the 
system state for a long period of time, due to the lack of stationarity of the water supply system. For water 
supplies the water demand can vary over a wide range, for economic reasons, demographic climate random 
events, and the like. It should be noted that the determination of flow in the water network comprising of 
thousands of nodes and sections of pipes of different sizes, and tens of thousands of recipients of water, 
based on a limited set of measurement data (several dozen) is impossible from the formal point of view 
(mathematical), due to the ill-conditioned/ill-posed problem. Determination of the network status in real time, 
with a certain time step allows the determination of the current water flows in the individual pipe sections and 
the pressure in the nodes of the network, which in turn allows carrying out diagnosis of leakages in the 
network. Network conditions are changing from hour to hour, as well as in a daily cycle, weekly and seasonal. 

A diagnostic system working ON-LINE allows one to track current changes in the network. Due to the 
necessity to collect measurement data and to perform a set of complex calculations, cycle diagnostic system 
cannot be shorter than 15 minutes. However, the need to perform additional series of operations related to the 
diagnosis of leakage in the water supply system entails the necessity of lengthening the duty cycle of 
diagnostic system to about 1 hr. The computing power of today's PCs (4-core processor, RAM 4 GB) enables 
for to realize this task. 

The authors’ research area considers development of a leakage signaling tool applied for WSN which is 
based on computer simulation. One of the main parts is a well-designed and carefully calibrated simulation 
model. In further chapters the object under study, the measurement system and the modeling and calibration 
procedure, which are performed by a specially designed expert system, are presented.  
 
2 THE OBJECT UNDER STUDY 
 The object under study is a WSN of the city Kedzierzyn-Kozle (WSNKK), which includes the following 
elements: 

 Two pumping stations: water treatment plant (WTP) and water treatment station (WTS); 
 Two zonal pumping stations located in the towns: Slawiecice and Cisowa; 
 Transmission pipelines with valves; 
 Junction valves; 
 The water recipients. 

 
2.1 The WSN characteristics 

The distributed system of pipelines, supplying water from the pumping station to the recipients, consists 
of buses and the backbone network, with a total length of about 153 km, and of junction valves of total length 
of about 74 km. The pipelines are mainly made from iron and PVC. Connections on the other hand are mostly 
galvanized steel or PE pipes. In recent years, more and more products are made from PE and all new 
connections, as well as the majority of the network is built using PEHD (high density polyethylene). The 
largest diameter of the pipe is 500 mm and the average diameter of buses is 200 mm, while the average 
diameter of the pipes is 100 mm. The total length of the pipe sections with diameters greater than 50 mm is 
more than 155 km.  

The area covered by the network is in shape of a rectangle with dimensions of 6392 x 12322 m 
(excluding wholesale customers in the neighboring communities). The city has an area of 123.4 km2 where 
about 64000 residents live. The city is situated in lowland, but there exists a difference of over 30 m in the 
levels within the network. 
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2.2 The pumping systems 
The WTP pumping station serves as the main water supply system of the city Kedzierzyn-Kozle. It 

consists of six centrifugal pumps of type PJM that are powered by engines with a capacity of 3 x 45 kW and 3 
x 75 kW, connected in a parallel arrangement. The overriding control system for WTP is a SCADA system, 
which has the additional function of data recorder. In Figure 1, example time courses of pressure P (Figure 1 
left) and flow rate Q (Figure 1 right) measured in the WTP pump are depicted. The flow in the WTP reaches 
400 m3/h; the annual production of water reaches nearly 2 million m3. 

 

 
Figure 1. Example daily courses of pressure P (left) and flow rate Q (right) measured in the WTP. 

 
In addition, the WSN is supplied with water from the WTS. It is made up of the five pumps powered by 

engines with a power of 5.5 kW. The pressure setting during the day is 475 kPa, while at night the pressure is 
lowered to 400 kPa. At night the WTS is completely switched off. The flow here reaches 300 m3/h and the 
annual production reaches a size of nearly 1 million m3 of water. 

Apart from the mentioned WTS and WTP pumping systems, intermediate (zonal) pumping stations and 
hydrophores also operate in the system. The hydrophore pumps provide local solutions and may be defined in 
the simulation model as specific wholesale recipients; but the intermediate pumping stations are an important 
element of the network. For both of the zonal pumping stations, the pressure setting is 350 kPa; the flow 
reaches 35 and 45 m3/h and the annual production exceeds 70 000 and 100 000 m3 of water.  

All registered measuring signals of flow and pressures in each of the four pumping stations (WTP, WTS, 
Cisowa, Sławiecice) are transferred via GPRS to a computer station located in the central control room in the 
WTP.  
 
2.3 The measurements and data acquisition system 

In order to obtain, during normal operation of the water supply system, a large number of measurement 
data, a distributed measurement system was designed and implemented. A PMS (Pressure Measurement 
System) is responsible for measuring and acquisition of analog signals, power failure control, and battery 
voltage control. The measured data is sent via the GSM network using GPRS data packets. The main element 
of the PMS is a microprocessor module - ePMS (economical PMS). 

The main element of the data acquisition system is a server cooperating with a MySQL database, web 
server, providing data in the Internet, and with the diagnostic system. The server collects measurement data 
from the pumping stations and PMS devices. 
  
3 MODELING AND CALIBRATION PROCEDURES 
  
3.1 Computer model of the WSN  

The WSN is a multi-node and multi-eyelet system, involving thousands of nodes that may be described 
by a system of nonlinear algebraic equations. The network model consists of the following: water sources, 
feed pumps, pumping stations and transmission pipelines of a specific topology and the water recipients, who 
determine a time-varying demand for water. Most of the parameters characterizing the WSN are strictly 
defined from the follwing: the network topology, length and diameter of pipes, water pressure in the supply 
stations, nodes, junctions, etc. In contrast, the water demand is the subject to stochastic daily, weekly, and 
seasonal fluctuations. 

Epanet system is a widely used software package, developed by the US Environmental Protection 
Agency on behalf of the American Government. The software is made available under public domain license 
(USEP, 2013). Epanet al.ows to edit the parameters of the WSN and provides tools for solution of the 
algebraic equations systems. In addition, Epanet contains tools to calibrate the network model. The main 
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advantage of Epanet, which is applied in the here presented expert system, is a library for using the available 
functions remotely, by e.g. MATLAB. The WSN simulation model must be subjected to tuning operation 
(calibration) using empirical data, obtained during measurements. Calibration is performed based on historical 
data, assuming that it has been recorded during a period when there were no leaks in the network. It is 
possible to calibrate three groups of parameters for all the pipes and the nodes: 

 Roughness of a pipeline (link); 
 Water losses in the various nodes, based on the natural leakage; 
 Water demand in various nodes. 

The roughness of a link depends significantly on the material from which it is made (cast iron, PVC), 
lifetime of the pipeline and the degree of water hardness. The roughness significantly affects the pressure 
drops in the individual sections of pipelines. It cannot be measured and further as it undergoes changes slowly 
in time. The numerical size of roughness is determined strictly, by defining the film thickness in mm, or 
relatively, by referencing the layer thickness to the diameter of the pipeline. As an example, for pipes made of 
PVC, the initial absolute value of roughness is assumed at approx. 0.02 mm, while by cast iron pipes it is 
approx. 2 mm.  

Water losses in the individual network nodes take a small value. This parameter allows to fine-tune the 
flow in the individual sections of the network. In the first step of the model calibration, the same course of daily 
water demand patternt is assumed for all nodes. In the second step, the calibration should take into account 
the different courses of patternt in the individual network nodes due to the different nature of the water 
recipients (multi-family buildings, houses, offices, industrial plants, service companies, etc.). Generally, the 
method of network calibration can be grouped into three categories (Clark et al., 2006): 
Iterative methods (trial and error) 

 Iterative methods (trial and error); 
 Direct methods (hydraulic models simulation); 
 Optimization methods. 

In each step of iterative algorithm parameters are determined and modified on the basis of the solution of 
the balance equations describing the water supply system. Iterative methods are characterized by a slow 
convergence and can be used for a small number of parameters tuned. Hydraulic models simulation methods 
are based on the solution of the balance equations describing the water supply system. The system of 
nonlinear equations is solved using an iterative method of Newton-Raphson. The number of determined 
parameters is limited to the number of available measurements. In the case of undetermined problem the 
calibrated parameters must be grouped. In this method measurement errors are not taken into account and it 
is impossible to determine the uncertainty of the designated parameters. Optimization methods combine the 
methods of hydraulic simulation with methods of determination of the extreme of functions of several 
variables. The algorithm for evaluation of the unknown parameters of the studies WSN is shown in Figure 2.  

 

 

Figure 2. General state chart of the optimization algorithm applied for the WSN model 
parameters calibration. 

 
The searching process, from the point of view of a particular criterion, which is the measure of the 

difference between the empirical and theoretical values, modifies the parameters and then passes them to the 
WSN simulation model, which in turn transfers it to the optimization process, which seeks the extreme of 
objective function (OF), Eq [1].  

 
ܨܱ ൌ ∑ ‖ ܲ െ തܲ‖


ୀଵ                                  [1] 

 
where, n - no of pressure measurement points ܲ, തܲ - the estimated (theoretical) pressure value. 
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For determining the minimum value of the objective function a whole range of gradient and non-gradient 
methods is applied (Savic et al., 2009). Due to the fact that the problem of parameters tuning is often 
characterized by a much larger number of unknown parameters rather than the number of measurement data, 
there exist no unique solution of the optimization task (Clark et al., 2006). The objective function is 
characterized by many local minima and determining the global minimum is practically impossible. The 
problem of tuning parameters of the water supply network is a non-convex problem (Clark et al., 2006), which 
means that there is no clear solution of a search for the minimum of the objective function. Currently, in order 
to determine the global minimum of the objective function, stochastic search algorithms are used, of which the 
main role is played by the evolutionary algorithms (Savic et al., 2009). 

The evolutionary methodologies have a number of advantages over the other methods: 
 Calibration using a genetic algorithm is conceptually very simple and does not require complex 

mathematical apparatus; 
 Size of the problem to be solved can be very large; 
 Easy to take into account a number of constraints for the searched parameter values; 
 Can be applied for parallel computing by large problem sizes. 

The evolutionary methodologies are also characterized by a number of drawbacks, which include: 
 Genetic algorithms do not provide determination of the global optimum, and by each time the 

algorithm will start, from the principle of the appointment, a slightly different solution will be found; 
 Running of a genetic algorithm requires a precise set a number of parameters individually for each 

task; 
 Genetic algorithms are more efficient than traditional gradient algorithms. 

Optimization methods for WSN parameters determination have been developed (Clark et al., 2006; Prais 
et al., 2011). Nevertheless, it can be stated that there are lack of works on specific practical applications and 
solutions.  
 
3.2 Reduction of model complexity  

For the WSNKK simulation model, which is implemented in the Epanet environment and containing more 
than 1000 nodes and a similar number of sections of the pipelines, it is impossible to calibrate all the network 
parameters with reasonable time. It becomes necessary to reduce the computational complexity of calibration 
tasks. There exist a number of methods to reduce the complexity WSN models, whose aim is to obtain a 
hydraulic model with a smaller number of elements than the original model. The reduced model must have the 
non-linear properties similar to the original model and be approximated well fitted to the original model. 
Methods of reducing the complexity of WSN models can be divided into three groups (Perelman et al., 2013): 

 Method creating a backbone network model; 
 Methods for the elimination of variables; 
 Grouping of network elements (clustering). 

The backbone of water supply system includes only those components that are the most important for 
the network properties. The backbone enables replacement of several pipelines connected in parallel or serial 
with one link. For example, Saldarriaga et al. (2008) stated that under normal operating conditions, a number 
of the pipes can be removed from the model without any significant influence on the pressure values 
determined. In Figure 3, the WSN backbone (skeleton) implemented in Epanet is depicted. 

Reduction methods involving the elimination of variables are based on mathematical formalism. The 
mathematical model of WSN is a set of nonlinear algebraic equations. Through several algebraic operations, 
some data can be eliminated from the model and thereby less complexity can be provided. In the WSNKK ten 
clusters (sectors) were extracted (see Figure 4) based on the following criteria: 

 Separation of neighborhoods in the city, characterized by different nature of recipients (multi-family 
housing, single-family housing, offices and offices, industrial plants, buildings, rural, etc.). Due to the 
different nature of the water recipients, various sectors have a different course of daily water 
demand. 

 Separation of relatively distinct parts in the WSN, where the specific sectors are connected only by 
the bus transmission pipes. 

 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5411



 
            

  

 

 
Figure 3. WSN skeleton  created using the Epanet software (screenshot). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. WSN divided into sectors numbered from 1 to 10. 
 

The course of momentary demand for water in the k-sector in the network describes the parameter 
ܦܰܵ - Sector Nodal Demand. This parameter is analogous to the parameter patternt, however, it has an 
equal value for all nodes with the same sector. The current water demand in the i-node is given by Eq. [2]. 

 
௧ܦܣ

 ൌ ܦܤ ∗ ௧ܦܰܵ
                              [2] 

 
where, ܦܣ௧

 - water demand in i-th node located in the sector k, ܦܤ-base demand in the i-th node, ܵܰܦ௧
   

- the sector nodal demand in the k-th sector, t-hour. 
 

Currently there is a whole range of implementations of evolutionary strategies to solve complex 
optimization tasks. In this study, two methods were applied: 

 Evolutionary algorithm implemented in the Epanet ver. 2.0; 
 Evolutionary strategies implemented in MATLAB. 
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Implementation of GA (Genetic Algorithm) in the Epanet software does not allow for a selection of all 
optimization parameters thus the results obtained are often unsatisfactory. These disadvantages are not 
present in the MATLAB. Due to the possibility of a detailed selection of any parameter of the GA algorithm, the 
gathered optimization results are much more favorable. Communication between MATLAB and Epanet is 
possible when using the epanet2.dll library.  

The designed tool is applied for estimation of the optimal values of parameters: roughnessk and ܵܰܦ௧
, by 

using the GA available in MATLAB. The operation was performed in two steps. First, rhe roughnessk was 
tuned, assuming that the values of ܵܰܦ௧

	are the same for all sectors of the network. The following parameters 
of GA were defined: the number of variables to search for: 10, population size: 50, fitness limit: 10-6, start 
values: random, the search range: 10-4 - 60, stochastic uniform selection, Ladder scaling, Gauss mutation, 
scattered crossing, migration: forward direction every 20 generations, and 20% of the population. In Figure 5, 
example of the results of the one-day course calibration procedure of pressure, showing the before and after 
states for chosen pipe, are presented. 
 
 

 
Figure 5 Example result of the calibration procedure, showing the before and after state for chosen pipe. 

 
The pressure values in Figure 5, which were given prior in the model (before simulation), are marked in 

blue, the measured (empirical) pressure values are shown in black, and the calculated values (after 
roughneesk calibration) are marked with green. The mentioned calibration procedure of the roughnessk 
parameters was performed for all nodes within the 10 defined sectors on the basis of empirical data obtained 
during 100 measurement days in the WSNKK network. In Figure 6, the calibration results are shown in blue 
while the mean values are depicted in red.  

 

 

Figure 6 The estimated values of the roughness parameter for 100 selected measurement days. 
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4 THE STRUCTURE OF THE EXPERT SYSTEM 
The main elements of the system are:  
 User interface; 
 WSN knowledge base; 
 Inference engine; 
 Explaining module.  

The user interface is implemented in the editor of Epanet. It enables WSN and automatic control (AC) 
experts for the introduction of the specialized knowledge considering the backbone of water supply network, 
i.e. the number and localization of nodes (junctions), parameters of pipes, pumps, valves, reservoirs, and 
information concerning the rules used to control the value of the network pressure. 

The WSN knowledge base includes rules and physical models, which are used by the calculation module 
to determine the value of the objective function, Eq. [1]. Within the knowledge base contained are the 
following: the skeleton of the WSN with rules for controlling the pressure at each node; information on sector 
nodal demand (SND), which is gathered from the real object in form of measurement data; and result from the 
inference engine, i.e. the roughnessk of pipelines in the k sectors of the WSN. In addition, the knowledge base 
contains information about eventual leakages C, which in further procedures, are detected and localized (the 
leakages detection and localization procedures are beyond the scope of this paper). 

The inference engine is based on the calculations made using the GA, which takes into account: (1) the 
reference values gathered as measurement data from a server installed in the real object, and (2) the values 
calculated in the simulation model. The inference engine determines in an optimization process the value of 
roughness parameter, which corresponds to roughness of pipes in particular sectors in the WSN. The result of 
inference is stored in the form of a report and is transferred to the explaining module, which is then presented 
to the user. 

 

 

Figure 7 Functional diagram of the expert system for calibration of WSN parameters. 
 
5 CONCLUSIONS  

So far WSN simulations were based on theoretical estimates and were mainly focused on expert analysis 
of extreme situations that may arise during the operation of the network. Meanwhile, simulation models also 
allow the detection of so-called unreported leaks, which according to the literature account for up to 60% of all 
leaks. Creating a precise simulation model using measurements results carried out under industrial conditions 
translates directly into economic benefits for the network operator. It can greatly facilitate the strategic 
decisions made so far by experts, guided mainly by intuition on the location of the failure, which was 
confirmed by performing a series of measurements using the auscultatory (electro-acoustic) or infrared 
methods. In this paper, a method for determining the current state of the WSN in real time based on the 
measurement data was described. The WSN structure was given in the paper. Furthermore, it was shown 
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how evolutionary algorithms are applied for to determine the distributions of pressure values in the individual 
network nodes and flows in the individual sections of pipelines. For calibration of chosen model parameters, 
an expert system was designed, which combines Epanet, a software for modeling of hydraulic and water 
quality behavior of water distribution piping systems, with MATLAB environment by using the epanet2.dll 
dynamic link library. Based on the calibration results, a very good fitting of the simulated values to the 
empirical data, which were recorded during measurements in the real WSN, was achieved. From the studies 
conducted, it follows that for proper operation of the diagnostic system, a precise measuring system, working 
in real time, is essential. Furthermore, it was stated that for the purposes of diagnostic system pressure 
measurements at various points in the water supply system and flows measurements in the supply points and 
points of water consumption by large wholesale customers is sufficient. 
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ABSTRACT 
 
V-shaped stepped spillway is a new type of stepped spillways, which has distinguished three-dimensional flow 
program and greater aerated characteristic. In this paper, the flow characteristics of V-shaped stepped 
spillway are systematically studied, including the flow pattern, velocity vectors, pressure distribution on step 
surfaces and energy dissipation rates by physical and numerical models. And through comparing with 
traditional stepped spillway, the unique flow field is analyzed. These results are useful when choosing V-
shaped stepped spillway to use. 
 
Keywords: V-shaped stepped spillway; flow characteristics; physical model; numerical model. 

 
 

1 INTRODUCTION 
 Owing to the special structure in stepped spillways, the flow structure is changed and produces vortices 
of energy dissipation (Chen et al., 2002; Amador et al., 2006), which easily proceed the conversion of kinetic 
energy to turbulent kinetic energy and heat energy, effectively increasing the energy dissipation. Therefore, 
the applications of stepped spillway have been widely adopted (Chanson et al., 2001; Emiroglu et al., 2003).  
 Researches on stepped spillways are hot topics, including the flow pattern, velocity distribution, pressure 
distribution, energy dissipation rate, aerated characteristics with the factors of step size, the arrangement of 
steps, slope and so on. The flow pattern was studied (Chanson and Toombes, 2004; Ohtsu et al., 2004; Bung, 
2011) for it can reflect the hydraulic characteristics of flow and it can be divided into: nappe flow, transition 
flow and skimming flow. Some researches focus on energy dissipation rates with factors of flow pattern, step 
roughness, step size and slope of stepped spillway (Christodoulou, 1993; Chinnarasri and Wongwises, 2006; 
Felder and Chanson, 2011; Shahheydari et al., 2015). There are also some researches on pressure 
distributions for negative pressure may lead to cavitation damage (Sánchez-Juny, 2007; Qian et al., 2009; 
Zhang et al., 2012; Daneshfaraz et al., 2016). 
 It can be seen that most researches are about traditional stepped spillway. Most studies were primarily 
focused on the step size and step arrangement, among other factors, but few studies investigated steps by 
changing the horizontal face angles of the steps. V-shaped stepped spillway as a new shaped stepped 
spillway by changing the horizontal face angles of the steps, there should be some different characteristics 
from traditional stepped spillway. In this paper, physical model and numerical model were performed to study 
the water flow of V-shaped stepped spillway. The flow pattern of V-shaped stepped spillway was observed 
through physical model in different flow regimes. The streamlines and velocity vectors were analyzed by 
numerical model to illustrate the unite flow pattern in skimming flow regime. Furthermore, pressure distribution 
and energy dissipation rate were studied. These results can provide support when choosing V-shaped 
stepped spillway. 
 
2 MODEL SETUP 
 
2.1 Physical and numerical model 
 In this paper, θ represents the horizontal face angle of the stepped spillways, as shown in Figure 1. 
When θ=120o, the stepped spillway is named as the V-shaped stepped spillway and when θ=180o, it is the 
traditional stepped spillway. The physical model consisted of an upper water tank, a press slope section, a 
smooth section, a stepped spillway, a tail water section, a measuring weir and a reservoir. The total model 
height was 5.4m, and the stepped spillway was made of organic glass to observe the flow pattern on the 
steps, as shown in Figure 2. In both models, the chute width was B = 0.4m; the height of the model inlet was h 
= 0.12m; the outlet of the press slope section was 0.08m; and the step section consisted of 56 steps. The first 
28 steps were transitional steps to improve the flow regime, then was the uniform steps. The slope of the 
stepped spillway was 1V:2H. 
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Figure 1. The numerical model layout. 

 

 
Figure 2. The physical model layout. 

 
2.2 Turbulence model for the VOF model 
 The renormalization group (RNG) k–ε turbulence model was presented by Yakhot and Orszag (1986). 
And the volume of fluid (VOF) (Hirt and Nichols, 1981) method was used to track the air-water interface. The 
equations of turbulent kinetic energy, k, and its dissipation rate, ε, are as follows: 
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where αୟ and α୵ are the volume fraction of air and water, respectively; ρୟ and ρ୵ are the density of air and 
water, respectively; ρ is the mean density; μ and μ୲ are the molecule viscosity coefficient and turbulent 
viscosity coefficient, respectively; u୧ is the mean velocity component in the ith direction; α୩, αக are the inverse 
effective Prandtl numbers; η, β, Cஜ, Cଵக and Cଶக are empirical constants and the empirical constants are 
specified as follows: η=4.38, β=0.012, Cஜ=0.0845, Cଵக=1.42, Cଶக=1.68. 
 
2.3 Boundary conditions 
 The boundary conditions are as follows: 

(1) Inlet boundary: the velocity inlet was used; 
(2) Outlet boundary: pressure outlet; the normal gradient of all variables was 0; 
(3) Wall boundary: no-slip velocity boundary condition; the method of standard wall function was used to 

analyze the near-wall regions; 
(4) Free surface: pressure inlet; the pressure value was P=0. 

 
3 RESULTS AND ANALYSIS 
 
3.1 Flow pattern 
 Figure 3 is the flow pattern of nappe flow and transition flow in V-shaped stepped spillway. It can be seen 
that the flow pattern of nappe flow and transition flow in V-shaped stepped spillway is similar with that of in 
traditional stepped spillway. In nappe flow, when the water flow drops on the horizontal step surface and then 
travels in the downstream direction, there is an approximately triangular cavity between the step surface and 
the mainstream, and there is an approximately trapezoidal hydrostatic pool below the cavity. As the unit 
discharge increases, the water flow is in transition flow regime. In transition flow, in some steps, the flow 
pattern is similar with the flow in nappe flow, but the cavity is smaller; whereas in other steps, it is full of water 
where it is cavity in nappe flow and forms some vortices. 
 

 
Figure 3. The flow pattern of nappe flow and transition flow in V-shaped stepped spillway. 

 
 As the unit discharge continues to increase, the water flow is in skimming flow regime, as shown in 
Figure 4. As we all know, in traditional stepped spillway, when the water flows from one step to the next step, 
the flow drops on the horizontal step surface, then part of the flow travels in the downstream direction, and the 
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other part changes direction and forms vortices in skimming flow regime. Because there is no difference in the 
transverse section, the vortices parallel to the axial plane and the water free surface is nearly the same in 
different profiles along the cross section in traditional stepped spillway. But Figure 4 shows that the flow 
pattern of skimming flow in V-shaped stepped spillway is different from that of in traditional stepped spillway 
for the unique body type. Figure 4(c), (d) are the photo and numerical result of water free surface, 
respectively. All of them indicate that the water free surface changes along the cross section. 
 

 
Figure 4. The water flow of skimming flow in V-shaped stepped spillway. 

 
3.2 Velocity distribution of profile 
 Figure 5 shows the streamlines and velocity vectors of skimming flow in V-shaped stepped spillway. In 
order to show the spiral flow and downstream flow clearly, the streamlines are shown in different steps in 
Figure 5(a). Figure 5(a) shows that the streamlines are not parallel to axial plane and that there is transverse 
velocity, which is not like in traditional stepped spillway. Therefore, the vortices are not parallel to axial plane 
and the vortices decay from the sidewall to the axial plane, but there is little change from the profile of Z/B=0.5 
to Z/B=0.25 and there are great changes from the profile of Z/B=0.25 to Z/B=0, as shown in Figures 5(b)-(d). 
Near the axial plane, the flow from the sidewalls to the axial plane makes collision and the mainstream is 
raised, so there is no vortex near the axial plane. Because of these flow characteristics, the unique flow 
pattern is formed in the skimming flow. 
 

 
Figure 5. The streamlines and velocity vectors of skimming flow in V-shaped stepped spillway. 
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3.3 Pressure distribution 
 Figure 6 shows the pressure distribution on steps of transition flow and skimming flow, where L 
represents the width of the step and H represents the height of the step. It can be seen that: 1) as we all know 
that, the pressure distribution of traditional stepped spillway doesn’t change along the cross section, but there 
are obvious differences in V-shaped stepped spillway; 2) pressure distribution changes along the cross 
section when the flow is in transition flow regime and skimming flow; 3) comparing the pressure distribution of 
transition flow and skimming flow, the location of the extreme pressure values is similar, but the fluctuation of 
pressure distribution is larger in skimming flow regime; 4) the maximum negative pressure occurs on the 
upper edge of vertical step surface near the sidewalls and the maximum pressure occurs on the outer edge of 
horizontal step surface near the sidewall profile. 
 

 
Figure 6. The pressure distribution on steps of different flow regimes. 

 
3.4 Energy dissipation rate 
 The flow has three-dimensional characteristics and the flow field increases the turbulence intensity in V-
shaped stepped spillway. So the energy dissipation rate was studied. In this paper, the comparison of energy 
dissipation rates in V-shaped and traditional stepped spillway was analyzed. The energy dissipation rate in 
traditional stepped spillway was calculated by numerical model and the model size was same as the V-shaped 
stepped spillway. And the energy dissipation rate is defined by the energy loss of upstream and downstream: 
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where ܧଵ and ܧଶ are the total energy in the first step section and the beginning section of tail water section, 
respectively; ∆݄ is the difference in height between the two sections, and ݒଵ and ݒଶ are the mean velocities in 
the two sections, respectively.  
 Figure 7 is the ratio of energy dissipation rates in V-shaped and traditional stepped spillways 
corresponding to various unit discharges, where Vedr and Tedr represent the energy dissipation rates in V-
shaped and traditional stepped spillways, respectively. The figure shows that: 1) the energy dissipation rate in 
V-shaped stepped spillway is larger than that of in traditional stepped spillway; 2) as the unit discharge 
increases, V-shaped stepped spillway has better energy dissipation rate than traditional stepped spillway. 
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Figure7. The ratio of energy dissipation rates in V-shaped and 

traditional stepped spillways. 
 
4 CONCLUSIONS 
 In this paper, the water flow characteristics of V-shaped stepped spillway was studied by physical and 
numerical model. The following conclusions can be drawn: 

(1) There are also three flow patterns in V-shaped stepped spillway: nappe flow, transition flow, and 
skimming flow. Nappe flow and transition flow are similar with that of traditional stepped spillway, but 
the flow pattern in skimming flow regime is quite different from the traditional stepped spillway. 

(2) The maximum negative pressure occurs on the upper edge near the sidewalls not on the hole cross 
section and V-shaped steps have better energy dissipation rate than traditional stepped spillway, but 
is more susceptible to erosion damage than traditional stepped spillway. Furthermore, three-
dimensional flow characteristics will lead to better aerated properties. In ecological water 
conservancy and aeration tanks, the velocity is smaller, so we can make full use of its aerated 
properties, but avoid erosion damage. This will be studied in the future. 
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ABSTRACT 
 
Fluid-structure interaction (FSI) is an independent branch of mechanics which comprises of fluid mechanics 
and solid mechanics. The crux of the FSI problem is the interaction between the flow field and solid 
deformation field. When the field is overlapping and penetrative, the coupling can be realized by establishing 
the differential equations of constitutive equations which are different from the single-phase medium. 
However, when the field is contrary to the above one, the coupling takes effect by the interface force. In this 
paper, the current research status of fluid-solid coupling numerical simulation methods is discussed from the 
point of view of continuum mechanics and non-continuum mechanics, and the shortcomings of the numerical 
simulation methods of fluid-solid coupling are described. The result of this research has instructive 
significance relevant for the development of FSI numerical simulation methods and helps engineers make 
better choices for reliable simulation methods for the physical behaviour of materials. 

 
Keywords: Fluid-structure interaction; numerical simulation; discrete element method; SPH. 

 
 

1 INTRODUCTION 
 Along with the development and application of engineering technology, the research on fluid-structure 
interaction (FSI) has received widespread attention in the academic community since the 1980s. In general, 
the problem of FSI can divided into two types according to its coupling mechanism:  

 The coupling action only occurs at the two-phase interface and the coupling equation is introduced 
by the equilibrium and coordination of the two-phase coupling surfaces, such as aero elastic, 
hydrodynamic, etc.; 

 As the fluid and structure field overlap partially or completely and cannot be separated, the 
equations which describe the physical phenomena, especially the constitutive equation, must be 
built based on concrete physical phenomena, and its coupling effect is reflected by the differential 
equation of the problem. 

 For a long time, the research on FSI mainly focused on the macro research methods, such as using the 
rock and dam body as the research object. This working scale and research depth of FSI have undoubtedly 
been necessary and important in this area (Dullien, 1992). However, there are many problems, especially on 
the coupling mechanism, that cannot be addressed using only use the macro research methods. One feature 
of FSI is that the structural deformation not only lies on the load given by a moving fluid, but it also affects the 
motion of the fluid and then changes the load on the structure surface as a result. The solution to the FSI 
problem can divided into two types, which are unidirectional and bidirectional FSI. 
 The unidirectional FSI method is applicable for situations where the solid deformation change is small 
after the flow field affects the solid. However, the flow field boundary is also changed; the distribution of flow 
field also varies greatly. Two types of influences, the interaction between the flow field and stress of solid as 
well as how the solid deformation affects the flow field, must be considered to achieve balance. Thus, it is 
necessary to utilize the bidirectional FSI method (Xu, 2012). 
 In this paper, the current research status of fluid-solid coupling numerical simulation methods is 
discussed from the point of view of continuum mechanics and non-continuum mechanics, and the 
shortcomings of the numerical simulation methods of fluid-solid coupling are described. The result of this 
research has instructive significance relevant for the development of FSI numerical simulation methods and 
helps engineers make better choices for reliable computational methods for the physical behaviour of 
materials. 

 
2 FSI IN CONTINUUM MECHANICS 
 When using existing finite element analytical software, only the coupling data exchange platform is 
needed, and the software can apply appropriate solution methods in both the fluid and solid domain (Wang 
and Yang, 2008; Deng, 2012). It is common for the finite element method for the Lagrangian description to be 
employed in the solid domain, since one of its features is that the computational grid is fixed on the solid and 
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moves along with it. In other words, both the grid and material coordinates are always in the process of 
deformation or movement, so there is no relative motion between the material and grid. However, in regard to 
the problem of large deformations, the aberrant grid caused by the object’s distortion can lead to the failure of 
the calculation. 
 For the fluid field, the finite difference method for the Eulerian description is often used. However, finding 
the solution of the moving surface on a solid requires very complex mathematical mapping which can also 
lead to significant error. Due to the influence of the material transfer item, the coefficient matrix of the system 
is asymmetric, which will sharply increase the solving difficulty. 
 To address this problem, a new method called the arbitrary Lagrangian-Eulerian (ALE) method, was 
presented, and it became a commonly used numerical method to solve the FSI problem. The ALE method, as 
its name implies, combines features of both the Lagrangian and Eulerian descriptions. Even though the 
computational grid and material coordinates are separated, the computational grid can be in arbitrary motion 
in space, and the material is transferred between the grids at different times. The method can track the 
existence of the boundary of the material structure effectively by processing structural motion boundaries, so it 
has this advantage over the Lagrangian description. Within the division of the internal grid, the grid is 
independent of the material, so that the calculation grid can adjust its position. This prevents significant 
distortion, so the ALE method also has this advantage over the Eulerian description. 
 When using the ALE method to solve FSI problems, the particles move with the corresponding nodes in 
solid grid, therefore, the ALE method has good treatment of the coordination problem of the coupling surface, 
and reflects the interaction between fluid and solid more realistically. However, when structures with irregular 
shape were used for numerical simulation with the ALE method, it becomes much more difficult, and the 
frequent grid updates is both complex and time consuming. Aiming at the problems of the ALE method to 
address FSI, the no unit method makes it possible to handle this problem. Yang (2011) improved the classical 
element free method, and introduced the no element method into the FSI problem. The combined application 
of the element free Galerkin method and the three orders distributed finite element method was proposed. 
This method uses velocity and pressure separation and the new algorithm is used to control the flow field 
governing equations of two-dimensional incompressible flow to obtain the discrete equations and solve them. 
Taking the V1V problem as an example shows that the algorithm is not dependent on the element information 
and can be applied to the FSI problem. 
 The above numerical analysis methods are mostly based on the mechanics of a continuous medium. 
Continuous medium methods use elastic-plastic mechanics and the discrete material is treated as a 
continuum medium. This method focuses on the mechanical behaviour of the whole object and ignores the 
individual properties of the element. It also depends on the constitutive equations of highly simplified and/or 
prescribed properties. 
 For bulk granular materials, it is generally not satisfactory to assume that the complexity of the dynamic 
behaviour is difficult to simulate using the traditional continuum mechanics. For example, the slope, rock fill, 
etc. (Figure.1 and Figure.2) are composed of granular material. Because it is composed of a large number of 
different shapes of discrete elements, its nature was between the solid and fluid. It can even flow under the 
action of an external force or flow. With the continuous development of modern mechanics, from the 
continuous medium to today's discontinuous, collective particle movement of the media is a major object of 
the current study of mechanics (Qian, 1984). The research on rock and soil and its engineering structures 
starts to develop from continuum mechanics and macro mechanics models and moves toward discrete 
mechanics of discontinuous media to explore the mechanism of micro mechanical behaviour (Zhang, 2008). 
 

 
Figure 1. The slope model. 
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Figure 2. Rock fill. 

 
3 THE NON-CONTINUUM MECHANICS OF FLUID-SOLID COUPLING 
 Terzaghi (1925) first put forward the concept of soil structure where the granular medium is treaded as a 
continuum and ignoring the discontinuous characteristics of the medium. The constitutive equation does not 
include the scaling parameter and cannot describe the characteristics of the scale of the mechanical 
properties (Yao and Hou, 2009). For nearly 20 years, researchers gradually began to pay attention to the fine 
mechanical behaviour of a granular material system. A large number of experimental observations and 
numerical simulations were carried out, and results showed that the particle system has a small effect on the 
nonlinear response and self-organization. Unique properties such as the static and dynamic behaviour cannot 
be described with the general theory of solid or fluid mechanics (Sun and Jin, 2009). In the study of soil 
mechanics, Terzaghi put forward the famous effective stress principle (Terzaghi, 1925) and established a one-
dimensional consolidation model. After this, Biot (Biot, 1941; Biot and Willis, 1957), on the basis of some 
pioneering research, established a nearly perfect three-dimensional consolidation theory. Then, in 1984, 
Zienkeiwiez et al. (Zienkiewicz and Shiomi, 1984; Zienkiewicz et al., 1990), on the basis of Biot’s three-
dimensional consolidation theory, considered the material nonlinearity and geometrical nonlinearity of the soil 
and proposed the general Biot consolidation equation. Fredlud et al. (2012) considered the soil pore water and 
air coupling and established the constitutive equation of one dimensional consolidation of unsaturated soil 
structure. Bai et al. (1999) and Hudson et al. (2005) treated fissure medium equivalent as continuous for 
porous media to carry out the fluid-structure coupling calculation and analysis. Li et al. (2003) developed a 
mathematical model based on the effective stress principle of porous media saturated porous media seepage. 
Dong (2005) established a finite-element numerical model of fluid-solid coupling of fluid seepage based on 
deformable porous media. Chu et al. (2007) put forward a solid skeleton integral form of the equilibrium 
equation based on the theory generalized by Biot (1957), and combined with continuous equation of 
unsaturated seepage flow using the weighted residual method, deduced fluid-structure coupling equations of 
the finite element formulations. Liu et al. (2004) took sand and water seepage into accord with the two-
dimensional Darcy's law and proposed the governing differential equations of unsteady seepage under the 
action of an anisotropic seepage field and stress field and used the finite element method to solve. Deng 
(2011) established a solid coupling mathematical model based on effective stress principle of porous media 
theory. 
 Since then, fluid-structure interaction theory research basically complies with the Biot three-dimensional 
consolidation theory which assumes that the constitutive relation of the porous medium of stress strain is 
different or makes the pore fluid assumption for the difference of multiphase fluid or single phase fluid. For 
many years, the particulate matter qualitative macro-mesoscopic research, grain contact force was deduced 
and spatial location associated with macroscopic stress and strain. Geometry provides a preliminary 
description of the force chain but also cannot link directly to the kinetic process of the system. Literature (Xia 
et al., 1995) provides a good reference of the research paradigm. 
 Cundall (1979) put forward the concept of particle discrete elements, which generated widespread 
interest into the related research. Britain's university of Aston and Swansea began the research work of 
discrete elements earlier and wrote the related calculation programme and software and promoted the 
progress of discrete element (Feng et al., 2009). Japanese scholars also began the study of discrete elements 
early. Tsuji of Osaka University has achieved fruitful results using discrete elements in the research of fluid-
solid coupling. Oda A&M University in Tokyo promoted the positive role of the development of discrete 
elements in a number of studies. (Oda and Iwashita, 1999). In countries such as Australia, Canada, France 
and the Netherlands, scholars have also studied discrete elements in a large number of engineering 
applications. Our country started the research of discrete element relatively late. In the first session of the 
national conference of rock mechanics in 1986, Yongjia Wang, professor at north-eastern university presented 
the numerical calculation and models, domestically introducing Cundall's discrete element method (DEM) for 
the first time (Wang, 1986). Since then, Zhou jian, Ming-jing Jiang, Zhong-qi Yue and other scholars have 
researched the application of the discrete element method in geotechnical engineering, materials engineering, 
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chemical engineering, mining engineering and agricultural engineering. Other fields continue to rapidly 
development applications of the method. 
 Discrete elements can effectively address solid phase particles, but it is difficult to solve the problem of 
the interaction between a fluid and particles. In 1999, Cundall (1999) proposed a simplified method. This type 
of method for as small number of particles is relatively easy to calculate, but in the case of a large number of 
particles, the calculation of pore volume becomes tedious. To solve this problem, some special algorithms for 
the calculation of fluid mechanics is introduced into the discrete element method, such as the computational 
fluid dynamic (CFD) method, the smooth particle hydrodynamics (SPH) method (Potapov et al., 2001), the 
lattice Boltzmann method (LBM) (Ladd, 1994), etc. 
 In 1993, Tsuji et al. (1993) combined the DEM and CFD methods to solve the soil seepage problem 
(Figure.3). The solid portion was treated as a collection of particles and the liquid portion of the mesoscopic 
scale treated according to the average Navier-Stokes equations. Considering the interaction between particles 
and fluid successfully simulates the seepage velocity of the fluid flow distribution and also obtains the particle 
migration stress distribution, etc. As a result, since this method consistently improves results, it has been 
widely used (Shimizu, 2006), but the CFD calculation method focuses on macro flow characteristics of the 
fluid. 
 

 
Figure 3. Distinct element method coupled with computational fluid dynamics calculation. 

 
3.1 Particles discrete element PFC in the application of fluid-structure coupling model 
 The particle discrete element PFC2D method, introduced by Tsuji, deals with fluid in the discrete particle 
method, and performs very well. In the fixed coarse grid method fluid scheme (Shimizu, 2004), the whole flow 
field is divided into several fixed size fluid cells. Each unit contains dozens of particles (Figure. 4) used to 
numerically simulate the seepage flow velocity of fluid. Because of differences in the internal value of basic 
parameters such as permeability and porosity the particles of fluid within a cell are forced to produce change 
to simulate movement under the action of a fluid medium of particles. 
 

 
Figure 4. Fluid cell (2d). 

 
3.2 The application of LBM in liquid-solid coupling model 
 Over the past 20 years, many scholars have studied the application of the LBM to the field of non-
Newtonian fluids. Boek et al. (2003) simulated the flow of power-law fluid in a two-dimensional porous medium 
with the LBM. They found that at low Reynolds numbers, the flow was well satisfied by Darcy's law of 
permeability. Ginzburg (2002) simulated the free filling process of Bingham fluids using an improved 
Papanastasiou model. One important advantage of the LBM is that it can be fully coupled with a large number 
of moving particles; it can therefore successfully simulate multi-phase and multi-scale problems. Moreover, 
this method of liquid-solid coupling is easy to implement in both 2D and 3D cases, especially in porous media 
with complex boundary conditions, which can show its advantages compared to the traditional CFD method. 
The most commonly used fluid-solid coupling method is the coupling of LBM and DEM, in which the flow and 
evolution of the fluid phase is simulated with LBM, and the motion and collision of the solid phase is realized 
with DEM (Figure. 5). LBM and DEM are both mesoscale and have natural parallelism, which makes the 
coupling algorithm based on LBM-DEM very suitable for the study of fluid structure coupling mechanisms. The 
results showed that the LBM-DEM coupling method can address many complex fluid-solid coupling problems. 
For example, Nguyen and Feng et al. (Nguyen and Ladd, 2005; Feng and Michaelides, 2005) simulated the 
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solid particle settlement problem with low Reynolds number. Cook et al. (2001; 2004) simulated the 
cementitious materials erosion problem. Feng et al. (2007; 2008) studied the transport of solid particles under 
the conditions of turbulent flow. Leonardi et al. (2012) simulated the process in mining engineering where fine 
particles through the gap between large stones and migrate towards the mouth of the mine. They used LBKG 
to simulate the liquid with a piecewise power-law rheological relationship and simulated the fine particles with 
DEM. They predicted the migration of fine particles and the relative movement of fine particles and large 
stones by 2D and 3D simulation, which provides a basis for the development of mining technology. The 
numerical model of soil with pressure was established by Shen et al. (2015) who used the LBM with the scale 
of REV. Qiu (2015) established the two-dimensional model of LBM-DEM to study the seepage characteristics 
of a porous medium. Zhang et al. (2014) simulated the particle motion in turbulent flow and the heat transfer 
between the particles by IMB-LBM-DEM. 
 

 
Figure 5. The coupling of DEM and LBM. 

 
3.3 The application of SPH in liquid-solid coupling model 
 The smooth particle hydrodynamics (SPH) method is a meshless method which was the earliest 
successfully applied method in China. As early as 1996, Zhang (1996), a scientist from the Chinese academy, 
had begun to focus on the SPH method, and he published a review on the method. Monaghan et al. (2003) 
and Qiu (2008) investigated the process of the rectangular and triangular objects, respectively, falling on a 
sloped water surface. The free surface motion of an ellipsoidal object under the action of an asymmetric 
potential field was studied by Kajtar et al. (2008). Different responses of isosceles triangle shaped wedges 
falling into water was studied by Oger et al. (2006), who used the strategy of changing the smooth length. 
Omidvar et al. (2012) studied and simulated the interaction between cylinders and water waves during 
oscillation of the cylinder. However, the method of smoothing length changes with time and space, and 
involved complex processing. Therefore, for multiphase systems containing multiple or even a large number of 
solids (usually particles), the interaction between solids must be considered. The DEM is usually used to 
describe the interaction between solids. Based on the coupling of SPH and DEM (based on the linear contact 
model), the relationship between the shear stress and the Bagnold number of the model wall was studied by 
Potapov et al. (2011). Qiu (2013) simulated the settlement of cylindrical particles in liquid and the impact on 
the bottom surface of the container based on the nonlinear particle contact model (normal Hertz model and 
tangential Mindlin and Deresiewicz model). The SPH method has made great progress in the past ten years 
because of its unique advantages introduced by its meshless features. The study of the SPH method in 
complex flow was reviewed by Zhou et al. (2014). In addition, the SPH method has been extended to turbulent 
flow (Dalrymple and Rogers, 2006; Shao et al., 2006; Shi et al., 2012), heat transfer (Cleary, 1999; Szewc et 
al., 2011), mass transfer (Tartakovsky et al., 2007; Tartakovsky, 2010) and other fields. At the same time, open 
source SPH methods utilizing parallel computing for different problems are more and more common, such as 
GRADSPH (Vanaverbeke et al., 2009), JOSEPHINE (Cherfils et al., 2012), SPHYSICS (Gomez-Gesteira et 
al., 2012), etc. The emergence of these procedures will effectively promote the further development of the 
basic theory of SPH and its applications. However, there are still many deficiencies in the SPH method.  

 Improvement of boundary treatment has proven difficult;  
 SPH calculations are large, so its computational efficiency needs to be improved;  
 The coupling of SPH with other methods (Liu, 2010); 
 The SPH method has the problem of boundary particle deletion. To give full play to the advantages 

of the SPH method to describe large deformation while avoiding its shortcomings, the engineering 
practice usually combines the SPH method with the FEM to solve the fluid-solid coupling problem. 

 A coupling model of the SPH particles and the FEM unit is shown in Figure 6. In the coupled model, there 
is a transition element on the fluid-solid coupling surface. The transition element is not only a FE unit, which is 
involved in the calculation of the solid domain but also a SPH particle, which participates in the calculation of 
the fluid domain. To ensure that the fluid field has a uniform density, the mass of the SPH particles on the 
transition unit is calculated according to the properties of the fluid. At the same time, the field function of the 
SPH particles in the coupled surface is summed approximately by the SPH particles located in the compact 
support domain. FEM nodes are not involved in the SPH approximation in the particle compact support 
domain. The strain of the transitional cell on the coupling surface is determined by the SPH calculation in the 
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fluid domain, but the nodal forces of the transition element are determined by the SPH calculation in the fluid 
domain and the FE calculation in the solid domain. 
 

 
Figure 6. The coupling model of SPH particles and FEM elements. 

 
4 CONCLUSIONS 
 In this paper, commonly used numerical simulation methods of fluid-solid coupling and their underlying 
calculation methods are summarized. There still exist a significant number of issues with the existing coupling 
algorithms that necessitate further improvement. Realizing accurate representations of the fluid-solid coupling 
mechanism is the key to the establishment of the macro-meso mechanics model. Improving the accuracy of 
boundary treatment and calculating coupling efficiency are of great significance to the accuracy of simplified 
algorithms that can satisfy this engineering problem with adequate precision. The mechanical behaviour of 
fluid-solid coupling in different environments is not the same and the coupling mechanism has always been a 
challenging subject. Therefore, the method and mechanism of fluid-solid coupling require further study. The 
author puts forward the following suggestions as a reference: 

 Establish the model of thermal force fluid-solid coupling to further study the influence of thermal 
effects on the complexity of the fluid characteristics; 

 Based on the mechanics of discontinuous granular media, develop algorithms that can simulate the 
real solid particle medium; 

 Optimize the similar scale theory of the coupled macroscopic model and establish the exact 
similarity scale in accordance with the change of the spatial and temporal distribution; 

 Establish a numerical model of the response of the macroscopic mechanical parameters and the 
corresponding relationship between the macro and micro parameters. 
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