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ABSTRACT  
 
Jets and plumes can be seen in many natural and man-made environments and processes. The ambient 
which the jets discharge into is often not quiescent but weakly turbulent, which can somewhat change the 
mixing characteristics of the jet or plume. As a first step, to better understand the mixing of a jet in ambient 
turbulence, experiments are carried out in a 2.4 m (long) x 1.2 m (wide) x 2 m (tall) water tank. An array of 
submerged bilge pumps is placed at one end of the tank; each of them is switched on and off at random time 
and interval to generate an array of randomly pulsating jets. The pulsating jets are mixed in the tank and 
generated an approximately isotropic and homogeneous turbulence. A pure jet from a nozzle with diameter D 
= 1.0 cm discharged at an initial velocity uo = 0.63 m/s into the ambient turbulence (root-mean-square velocity 
≈ 2 cm/s; integral length scale ≈ 9 cm). The instantaneous velocity field of the jet is then measured with 
Particle Image Velocimetry (PIV) at a distance of 10D – 30D from the source at a frequency of 50Hz. We then 
extract the velocity and spreading the rate of the jet in ambient turbulence. We also extract the second order 
statistics, such as the jet axial and shear stresses from the PIV measurements. It is shown that the jet 
momentum is conserved only if the jet second order statistics are taken into account, which previously have 
often been overlooked. The conservation of momentum is an important governing equation for predictive jet 
integral models, and an outline of such model will be given in this paper. 
 
Keywords: Jets; plumes; ambient turbulence; second order statistics; integral models.  
 
 
1 INTRODUCTION   

 Jets and plumes can be seen in many natural and man-made environments and processes. For example, 
partially treated wastewater is discharged into a marine environment in the form of jets to minimize 
environmental impact; the heat from humans and equipment in an indoor area gives rise to thermal plumes, 
which then affect the ventilation of the environment; sediment is often discharged into coastal waters for land 
reclamation and dredged waste disposal, and a sediment plume will sometimes form in the process. Quite 
often the ambient which the jets discharged into is not quiescent but weakly turbulent, which will affect the 
mixing of the jet or plume. 

 There are several studies in the past which attempted to investigate the effect of ambient turbulence on a 
jet or plume. Ching et al. (1995) performed experiments on a line plume in a turbulent ambient generated by 
an oscillating grid. It was found that the ambient turbulence did not significantly affect the plume initially, but 
the plume was completely destroyed by the turbulence when the plume velocity was somewhat less than 
twice of the turbulence intensity of the ambient. Law and Ho (2005) carried out their experiments of a non-
buoyant round jet in oscillating grid generated turbulence, and similarly found that the jet velocity decayed 
very abruptly or even broke up close to the grid. The jet break up point was investigated in more detail by Guo 
et al. (2005) and Cuthbertson et al. (2006) using oscillating grid generated turbulence, but it was found that 
the break up point of the jet varied greatly depending on the experimental conditions. In all of these 
experiments, the turbulence generated was not homogeneous, and the size of the tank was not sufficiently 
large to avoid boundary effects, hence no solid conclusions could be drawn. To improve the homogeneity of 
the turbulence, Khorsandi et al. (2013) generated ambient turbulence using a random jet array. They then 
discharged a non-buoyant jet into an approximately homogeneous and isotropic turbulent field of different 
turbulence intensity. It was observed that the mean axial velocity of the jet was reduced by the turbulence, and 
the turbulence intensity and jet width were both increased. In all of these studies, it could be observed that the 
jet mixing characteristics could significantly be altered by the background turbulence, and in extreme cases is 
even broken up by the turbulence. 

 Integral models have been developed for predicting the mixing characteristics of a jet, which is important 
in assessing the impact of the jet to the surrounding environment. Although turbulence can noticeably affect 
the mixing of a jet and is often present in the ambient, these models do not account for its effects because it 
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was believed that momentum conservation of the jet is not applicable (Khorsandi et al., 2013), and the 
variation of momentum after the jet interacted with the background turbulence is generally not known. In this 
paper, in order to better understand the effect of the ambient turbulence for the development of a predictive 
model, we performed experiments of a jet in ambient turbulence in the laboratory. Both the first and second 
order statistics of the jet, close and further from the source, were measured using particle image velocimetry 
(PIV). The conservation of momentum was assessed using the measured data, and finally the possibility of 
developing a predictive integral model which accounts for the effects of ambient turbulence was explored. 
 
2 EXPERIMENTS 

 Experiments were carried out in a 2.4 m long x 1.2 m wide x 2.0 m deep glass tank. The experimental 
setup of this study is given in Figure 1.  An isotropic turbulent background with low mean flow was generated 
using an array of bilge pumps mounted on a vertical panel covering an area of 1.2 m x 2.0 m, and 
programmed to turn on and off randomly (Variano and Cowen, 2008). Experiments were first carried out to 
characterize the generated turbulence. Then, a region in the tank was chosen with a roughly isotropic and 
homogeneous turbulent background with root-mean-square (rms) velocity 1.98 cm/s and negligible mean flow. 
The integral length scale of the region was calculated by integrating the area under the spatial autocorrelation 
function-distance curve of the rms velocity measured by experiments, and was found to be 8.9 cm. A turbulent 
jet was then discharged into the field of turbulence from a nozzle with internal diameter 1.0 cm and initial 
velocity uo = 63.0 cm/s (flow driven by gravity using a constant head tank and controlled by a rotameter), 
giving a Reynolds number of 6300. Particle Image Velocimetry (PIV) was used to measure the first and 
second order mixing characteristics of the jet. A Dantec Dual Power 100-100 Laser, was used to generate 
pulsed laser sheets of wavelength 532 nm, pulse interval 5000 μs, and energy 2x100 mJ at frequency 50Hz 
for the PIV measurements. Both the ambient fluid and the jet were seeded with neutrally buoyant particles, 
which scattered light when the pulsed laser passed through, giving rise to a region of illuminated particles. The 
particle images were then captured by a synchronized Charge Coupled Device (CCD) camera positioned 
perpendicularly to the laser sheets. The region of the jet that was captured ranged z = 10D – 30D, where z is 
the distance from the nozzle, and was within the region in which the jet had not been broken up by the 
ambient turbulence. A duration of 200 s of images was used for time averaging of the jet mixing 
characteristics, which had been checked to ensure statistical convergence. It should be noted that the 
problem of a jet in background turbulence can be divided into different regimes, and for this study we limited 
our scope to the case of the jet having a smaller length scale and a much larger velocity rather than the 
ambient turbulence. In all of the experimental runs, a reference case of the same jet discharging into 
quiescent ambient was also carried out for comparison.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Experimental setup of this study. 
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3 RESULTS AND ANALYSIS 
 
3.1 Centerline velocity and jet half-width 

 The centerline velocity um of a round turbulent jet has been measured by a number of investigators, and 
its variation along the downstream distance is well established. Figure 2 shows the measured normalized 
centerline velocity of the jet with and without ambient turbulence. Without ambient turbulence, the best-fit line 
of the centerline velocity using the experimental data of the self-similar region can be expressed as 
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where, C = 6.3 is an experimental constant and xo/D = 2.9 is the virtual origin of the jet obtained in our 
experiments.  Experimental data of past studies showed that C is typically ranged from 5 – 6.5, and xo/D = 0 – 
5.5 depending on the actual experimental conditions, which are also shown in Figure 2. Our data is generally 
consistent with the past studies, confirming the reliability of the instrumentation of this study. 

  

 
Figure 2. The measured normalized jet centerline velocity with or without ambient turbulence. 

 
 The results with the effects of ambient turbulence are also given in Figure 2. It can be seen that the 

centerline velocity of the jet decays faster than it did without ambient turbulence starting from z = 12D. The 
difference kept widening as the jet went downstream. At z = 30D, the velocity of the jet in turbulence is only 
about 60% of velocity of the jet in quiescent ambient. This shows that the effect of even a relatively weak 
turbulence (when the jet velocity is still an order of magnitude larger than the rms velocity of the ambient 
turbulence) can be significant.   

 The Gaussian half-width of the jet is defined as where the velocity falls to exp (-1) of the jet centerline 
velocity assuming a Gaussian velocity profile u(r) = umexp (-r2/bg

2), where r is the radial distance from the jet 
centerline.  The measured half-width with and without ambient turbulence is given in Figure 3. Without the 
turbulence, the spreading rate dbg/dz is found to be 0.093, which is consistent with the measurements of other 
investigators of about 0.1. With the effect of ambient turbulence, the spreading rate is increased noticeably to 
0.139, which is almost a 50% increase. The increase in spreading was due to the meandering of the jet by the 
large eddies of the ambient turbulence. The jet structure however is not very much affected being close to the 
source, since the jet velocity is still much larger than the ambient turbulence; the time averaged velocity profile 
is still approximately Gaussian for the range of downstream distances investigated.   
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Figure 3. The measured Gaussian half-width of the jet with or without  
ambient turbulence. 

 

 
Figure 4. The second order statistics of a jet in quiescent ambient and with ambient turbulence. (a) the 
normalized turbulence intensity of the axial velocity; (b) the normalized turbulence intensity of the radial 

velocity; (c) the normalized turbulence shear stress. 
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3.2 Second-order statistics  
 The second-order statistics of a jet in quiescent and ambient turbulence were also obtained and are 

shown in Figure 4. Figure 4(a) shows the normalized turbulence intensity of the axial velocity of the jet at 
selected downstream distances. Without ambient turbulence, the turbulence intensity is consistent with the 
previous measurements of Wang and Law (2000), with a maximum intensity of 0.25, and can be appropriately 
scaled by the jet centerline velocity. The ambient turbulence can be seen to have significantly affected the 
turbulence intensity of the axial velocity. At z = 26D, the maximum normalized intensity reached 0.5, and even 
to 0.8 when the jet reached z = 33D, which is about 3 times that of the jet in quiescent ambient. This suggests 
that the mixing became more vigorous with the addition of the ambient turbulence. Figure 4(b) shows the 
normalized turbulence intensity of the radial velocity. The results without ambient turbulence were again 
consistent with Wang and Law (2000). With the ambient turbulence, the intensity also increases as the mixing 
becomes more vigorous, but the effect is weaker than that of the axial velocity, with the increase in intensity of 
only 2 times that of a jet in quiescent ambient at z = 33D. Figure 4(c) shows the shear stress of the jet with 
and without turbulence.  

The ambient turbulence generally causes the shear stress inside the jet to increase, and also somewhat 
destroys the self-similarity of the profile. It can be seen that, without turbulence, the shear stress can collapse 
into a single curve by scaling with the jet centerline velocity (squared), which is no longer true with ambient 
turbulence. An interesting observation is that whether or not there was ambient turbulence, the shear stress 
external to the jet always fall close to zero. This suggests that the total momentum of the jet should be 
conserved, as there is no external force acting on the jet.      
 
3.3 Momentum conservation  

With ambient turbulence, it has been observed that the momentum integral defined only by the jet’s first 
order mixing characteristics (um and bg) is not a constant, but decreases along the downstream distance 
(Khorsandi et al. 2013). A set of integral equations is difficult to be developed since the variation of the 
momentum along downstream is not known. The full momentum integral for an axisymmetric jet in 
homogeneous and isotropic ambient turbulence, which involves both the first and second order statistics of 
the jet, can be shown to be: 
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When there is no ambient turbulence, the contribution from the second order terms urms

2 and vrms
2 to the 

integral are only of the order of 5% - 10% (Wang and Law 2000), and have negligible effects on the 
conservation of momentum. However, when there is ambient turbulence, as shown in section 3.2, the 
contribution from the second order terms increases noticeably, and needs to be included. Using our 
experimental results, we compare the momentum integral with and without considering the second order 
terms, and the result is shown in Figure 5. It can be seen that when the second order terms are accounted for, 
the momentum integral remains as a constant equal to the initial jet momentum. However, if only the first 
order terms are accounted for, the momentum integral can fall to only 0.5 of the initial jet momentum at z/D = 
30, consistent with the finding of Khorsandi et al. (2013). This illustrates the importance to include the second 
order terms for momentum conservation with ambient turbulence.    
 

 
Figure 5. The ratio of the momentum integral to the jet initial momentum Mo against downstream distance, 

with and without accounted for the second order terms. 
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3.4 Outline of an integral model for a jet in ambient turbulence  
The conservation of momentum enables an integral model to be developed. An outline of such model will 

be given in this section. The changes in volume and momentum flux of the jet are given by: 
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respectively. The centerline variables of the jet relate to the fluxes by: 
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In eqs [3] and [4], α = 0.057 is the entrainment coefficient of the jet, and kM is the ratio of the total momentum 
with the second order terms (MT) to that with only the first order mean flow terms (MM). The effect of ambient 
turbulence will be reflected by the increase in kM over distance, which physically means that more momentum 
will be transported by the eddies or turbulence, rather than only the mean flow as in the case of quiescent 
ambient. The best-fit line to the data without second order terms of Figure 5 is calculated to be: 
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This equation can be used to compute the variation of kM with z. By solving eqs. [3] – [5], the jet mixing 
characteristics can be predicted. Figure 6 shows the predicted and observed jet centerline velocity decay with 
and without ambient turbulence. The prediction can be seen to be in reasonable agreement with the 
measurements, which suggests that the faster decay of the centerline velocity is due to the increasing portion 
of momentum being transported by the turbulence compared to the mean flow.  
 

 
Figure 6. The predicted and observed centerline velocity of a jet with and without ambient turbulence. Solid 

line is the prediction for a jet in turbulence, and dashed line is that for a jet in quiescent ambient. 
 
4 CONCLUSION 

The effect of ambient turbulence on a turbulent jet is investigated experimentally in the present study. 
Both the first order and second order mixing characteristics of the jet were measured by PIV. For the first 
order statistics, the half-width of the jet is observed to be increased by the ambient turbulence. The mean 
centerline velocity of the jet is also observed to decay much faster than the case of a jet in quiescent ambient. 
For the second order statistics, the turbulence intensity of both the axial and radial velocity is observed to be 
increased by the ambient turbulence noticeably. The shear stress is also found to be increased by the 
ambient turbulence, but outside of the jet it always approaches zero. This is consistent with the theoretical 
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prediction that the shear stress of a homogeneous and isotropic turbulence is zero. Since the shear stress 
external to the jet is zero, there is no external force acting on the jet, and total momentum will be conserved. 
Previous investigations showed that the jet momentum would decrease along the downstream distance in 
ambient turbulence if only the first order statistics were considered, and our PIV results were consistent with 
this observation. This however does not mean that the momentum conservation is violated; rather we show 
that the second order statistics also needs to be considered. Then, based on the conservation of momentum, 
we develops and outlines an integral jet model with the effect of ambient turbulence accounted for by a 
parameter representing the ratio of the total jet momentum transported by the mean flow to the total 
momentum.  The comparison between model predictions and measurements are in good agreement, showing 
promise of a good model. A generalized model which also accounts for buoyancy, ambient turbulence length 
scale and intensity should now be developed.   
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ABSTRACT 
 
This paper presents the research focusing on interfaces in sewer systems as it is carried out within the DFG 
Research Training Group Urban Water Interfaces. During its transportation, wastewater in sewer systems 
undergoes a number of physical, biological and chemical processes and transformations. Under certain 
conditions such as high detention times, the formation of hydrogen sulfide (H2S) in sewer systems leads to 
odor in the sewer atmosphere, and after a biogenic oxidation to sulfuric acid (H2SO4) to corrosion at sewer 
walls. In 1998, the restoration costs for corroded sewers in Germany has been estimated to be in a range of 
billions of US $ (Kaempfer and Bernd, 1999). High concentrations of odorous substances in the atmosphere 
can even lead to death of sewer workers. Within the research training group, three dissertation projects focus 
on two driving aspects: The enhanced understanding of odor and corrosion mechanisms and the development 
of a CFD simulation model. In order to gain a deeper understanding, a research pilot plant owned by the 
Berliner Wasserbetriebe (BWB) is operated. The work of this group enables a deeper in-detail understanding 
of H2S formation in sewer systems and can therefore lead to an improvement of existing models as well as to 
developments that enable a detailed analysis of odor and corrosion problems in sewers. 
 
Keywords: Hydrogen sulfide (H2S); Computational Fluid Dynamics (CFD); sewer systems; odor; corrosion. 
 
 
1 INTRODUCTION 
 Every year damages of sewers due to corrosion cause high costs for sewer maintenance. At the same 
time, high hydrogen sulfide (H2S) concentrations in the sewer atmosphere are a health risk for sewer workers. 
The processes leading to odor and corrosion as well as the empirical and conceptual description of these 
processes have been investigated for more than 70 years (e.g. Parker, 1945; Gilchrist, 1953; Thistlethwayte 
1972). However, within the last 20 years a deeper understanding has been gained thanks to the efforts of 
research groups in Denmark and Australia (Rootsey & Yuan, 2010; Rootsey et al., 2012; Hvitved-Jacobsen et 
al., 2013). Conceptual model approaches have been developed in order to estimate corrosion risks. The aim 
of our research is to gain a deeper insight into the influence of small-scale structures such as obstacles and 
drop structures in sewers, to evaluate the comparability of different laboratory tests for sewer corrosion and to 
develop a Computational Fluid Dynamics (CFD) simulation model that is able to account for three-dimensional 
effects.  
 In order to better understand the processes investigated, the main processes leading to odor and 
corrosion shall be outlined in the following (see Figure 1). Under anaerobic conditions in sewage, sulfate 
present in the wastewater can be reduced to sulfide by sulfate-reducing bacteria (SRB) residing in the biofilms 
on the walls of sewer pipes (Sharma et al., 2008). Sulfide is diffused from the biofilm into the water phase as 
H2S. Influenced by the pH value and the temperature, different amounts of sulfide as H2S and bisulfide ion 
(HS-) are present in the water phase. As described by the air-water equilibrium, emission of H2S from the 
water into the air phase can occur. This process depends on factors such as the air and water phase 
velocities, pH value, temperature and the concentration of oxygen and nitrate. The air-water equilibrium for a 
volatile compound such as H2S can be described by Henry’s law which describes the relative amount of a 
volatile compound in the gas phase as a function of its relative occurrence in the water phase under 
equilibrium conditions and at constant temperature. The temperature dependency of Henry’s law can be 
described by different equations for example, the Van’t Hoff equation. The concentration of H2S in the air 
phase defines the intensity of odor. Another process taking place at the air - water interface is reaeration 
which is the transfer of oxygen across the air - water interface. This process is the only way to supply oxygen 
to the water phase and therefore influences the potential of aerobic and anaerobic processes in the 
wastewater (Hvitved-Jacobsen et al., 2013). 
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Figure 1. Interface processes in sewer systems 

 
 At moist concrete pipe walls, H2S can be oxidized to sulfuric acid (H2SO4) by aerobic microbial reactions 
(Hvitved-Jacobsen et al., 2013). Sulfuric acid can lead to the corrosion of the building material of the sewer 
system, especially of concrete and other cement-bound materials. A combined attack of the cement stone 
mineral’s chemical dissolution and of expansive mineral formation (e.g. gypsum) can result in corrosion rates 
up to 1 cm yr-1 or higher, even for concretes developed for such conditions (Grengg et al., 2015).  
 The research is carried out in three different sub-projects focusing on different interfaces in sewer 
systems as well as applying different principles. The projects collaborate in diverse states and exchange 
results of their investigations. Measurements of H2S emissions as well as corrosion rates are performed in a 
research pilot plant. The findings of this research pilot plant are used in order to validate a CFD model 
describing H2S emissions across the air - water interface. Corrosion rates are measured on a laboratory scale, 
a pilot plant scale and on a sewer scale. Different concrete samples are compared and different laboratory 
tests are compared among each other in order to generalize the test procedure for corrosion at the sewer 
atmosphere - biofilm - sewer wall (concrete) interface.  
 In the following, the respective projects are presented. In Section 2, the experiments planned in the 
research pilot plant is outlined. Section 3 presents the different tests that were performed in order to 
investigate corrosion rates. An overview of the development of the CFD model is given in Section 4. 
 
2 PILOT PLANT INVESTIGATIONS 
 The research pilot plant provided by Berliner Wasserbetriebe (BWB) facilitates a unique opportunity for 
performing experiments under realistic but controlled conditions (Figure 2). Here, wastewater from a 
wastewater pumping station in Berlin is directly fed into the experimental sewer pipes of the research pilot 
plant. The facility comprises of two pressure sewers with diameters of 100 mm that act as a fermenter, 
providing anaerobic conditions for the wastewater to reach the required levels of septicity and thus adequate 
H2S formation (                  Figure 3). The wastewater is then conveyed into two corresponding gravity sewers 
having a length of 25 m each and a diameter of 400mm. The experimental sewer lines are duplicated so that 
one is used for experiments dealing with containment strategies and the other is used as a reference line for 
comparison. The concrete samples outlined in Section 3.2 will be placed in both the experimental line and the 
reference line. Sensor probes are used for continuous measurements in both the liquid and gas phases which 
can be accessed digitally by storage on a database. Measurement of pH values, temperature, dissolved 
oxygen (DO), equivalent chemical oxygen demand (COD)eq and equivalent suspended solids (TSeq) in the 
water phase can be made at various sampling points of the pilot plant setup. The scan spectro::lyserTM UV-
VIS spectrometer probes (s::can Messtechnik GmbH, Austria) are used for continuous measurement of total 
dissolved sulfides and nitrate concentration in the liquid phase. As for the gas phase, it is possible to measure 
the H2S, temperature and relative humidity. The H2S concentration in the gas phase is measured using the 
Kemira H2S-GuardTM.  
 The experimental devises are used to further understand the key physicochemical and biochemical 
processes responsible for odor and corrosion in four different experiments. The experiments will be outlined in 
the following. 
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Figure 2. Research pilot plant 

 
                  Figure 3. Schematic drawing of the research pilot plant 

2.1 Sulfide formation in pressure or rising mains 
 Severe problems are associated with the microbial reduction of sulfate to sulfides in sewer systems, 
especially in pressurized flows (Hvitved-Jacobsen et al., 1995). Previous studies on sulfide production in 
pressure mains have resulted in a number of empirical formulas which are still used in praxis and are based 
on parameters such as biochemical oxygen demand (BOD), chemical oxygen demand (COD), sulfate 
concentration and temperature etc. (Thistlethwayte, 1972; Boon & Lister, 1975; Pomeroy & Parkhurst, 1977; 
Hvitved-Jacobsen et al., 1988; Nielsen et al., 1998). In this investigation, the mostly used empirical formulas 
are to be evaluated using statistical analysis to determine the relationships of the key parameters promoting 
sulfide formation in pressure sewers, especially sulfide production at the biofilm - wastewater interface. The 
main goal of the experiments carried out in the first stage is to gain an improved understanding of the 
conversion processes within the sewer sulfur cycle under anaerobic conditions. 
 
2.2 Elevated H2S emissions in gravity sewers due to flow interruptions caused by the accumulation of gross 

solids (debris / solid materials) 
 Gross solids are of particular concern for sewer systems since they can cause maintenance problems 
such as blockages and their sedimentation can increase the formation of toxic gases (e.g. sulfide and 
methane) (Rutz, 2016). The sewer blockage formation process is attributed by materials such as plastics, wet-
wipes etc. that enter into gravity sewers. The accumulation of gross solids in gravity sewers can contribute to 
the emission of H2S emission in two ways: Due to a disruption of the flow regime, turbulence effects can occur 
at the surrounding regions of the obstacle and a higher amount of pollutants develops due to the accumulation 
of sediments (Ashley, 2004). 
 Until now, the influence of these small-scale structures in the water phase on the emissions has not been 
quantified. Investigating this relation can lead to better predictions in simulation models as well as better 
recommendations for countermeasures. The aim of this experiment is to quantify the levels of H2S emitted into 
the sewer atmosphere at these hotspots with respect to different hydraulic conditions (Figure 4). The 
highlighted interface for this experiment is the wastewater - sewer atmosphere interface in gravity sewers. 
 

 
Figure 4. Experiment 2 – Elevated H2S emissions due to gross solids in wastewater 

 
2.3 Investigation of H2S emissions at drop structures of sewer systems 
 The release or emission of H2S to the sewer atmosphere is known to be related to turbulence, pH, 
temperature and wastewater constituents (Matias et al., 2016). Drop structures found at manholes and 
transfer zones of sewer networks in sewers lead - similar to small-scale obstacles - to changed flow conditions 
and therefore facilitate increased H2S emissions. Previous efforts in understanding the H2S emission 
processes at drop structures of sewer systems have been only elaborated in laboratory experiments (i.e. with 
artificial wastewater) (Matias et al., 2016). Extending these investigations to a pilot scale study can help to 
verify the laboratory experiments to more realistic conditions (sewer geometry and real wastewater). The 
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knowledge obtained from this investigation provides essential information to predict the effects of sulfides in 
wastewater infrastructures, and has the potential to substantially improve the design and management 
approach of sewer systems (Matias et al., 2016). 
 A drop structure as displayed in Error! Reference source not found. will be added to the pilot plant and 
different parameters will be varied. Again, the H2S emissions into the sewer atmosphere will be measured. As 
in the previous experiment, the wastewater - sewer atmosphere interface is the main focus. The tailwater 
depth will be calculated by using the validated CFD model which will be described in Section 4. 
 
2.4 Impact of countermeasures at hotspots 
 In a fourth experiment, the impact of different countermeasures at hotspots is being tested. Problems of 
odor and corrosion in sewers are solved by several methods which have been intensively investigated. Today, 
most water companies and operators of sewer networks rely on several chemicals which have been proven to 
be effective in controlling sulfides in sewers. Chemical dosing of oxygen, nitrate, iron salts caustic, free nitrous 
acids and magnesium hydroxide (Mg(OH)2) are all examples of effective chemicals that are most widely used 
(Ganigué et al., 2016). Recent research on the application of countermeasures for controlling and reducing 
sulfides has been carried out on the optimization of the dosage strategies. Two optimization techniques that 
can be used are: (1) to consider the dosage location and response time for the chemicals to take effect, (2) 
online dosing control strategies.  
 The countermeasures to be used in this research project were selected with respect to the optimization 
techniques mentioned above. The first countermeasure application is based on a new method proposed by 
Auguet et al. (2015) which studied the effectiveness of downstream nitrite dosage. This study was conducted 
using a lab-scale sewer system and until now there is no report on its application to field studies. Evaluation of 
this method under more realistic sewer network conditions can be studied in the pilot plant setup. A further 
step in this investigation will consider an online dosing control strategy. 
 The second countermeasure application is based on the online control of Mg(OH)2 dosing. This 
investigation follows Ganigué et al. (2016) which developed an online control algorithm for the optimized 
dosing of Mg(OH)2 for sulfide mitigation in sewers. The use of Mg(OH)2 for sulfide control in sewer systems in 
Germany is undocumented. Therefore, an assessment of this chemical dosing usage will also be made during 
this investigation.  
 
 

Figure 5. Experiment 3 – Pilot plant scale investigation of H2S emissions at drop structures 
 
3 INVESTIGATIONS OF CORROSION PROCESSES IN SEWER AND LABORATORY TESTS 
 In the second research topic, corrosion processes in sewers at the interfaces of sewer atmosphere, 
biofilm and concrete sewer is being investigated. The use of concrete with a higher resistance against 
biogenic sulfuric acid corrosion (BSC) can increase the lifetime of sewer system components and reduce 
rehabilitation and replacement costs. In the past, much research on the development and testing of high 
resistance concrete has been done and a large variety of laboratory performance tests for acid resistance of 
concrete has been developed (e.g. De Belie et al., 2002; Petersen & Lohaus, 2006; Fourie & Alexander, 2007; 
ÖNORM B4710 appendix K, 2007; Hüttl et al., 2008). Those performance tests have not been experimentally 
compared. Also, most laboratory performance tests have not been directly compared to BSC in sewer 
systems by using the same concrete mixtures. Therefore, concrete samples in a sewer pilot plant is compared 
with the same concrete mixtures tested in four laboratory performance tests developed in Germany and 
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Belgium. The test developed by the Materialprüfungsanstalt (MPA) Berlin-Brandenburg (hereafter MPA Berlin-
Brandenburg test) is performed in the original facility of MPA-Berlin-Brandenburg (now Kiwa Berlin) at TU 
Berlin. The facilities according to the LPI test and the E DIN 19573 appendix B test were installed at TU Berlin 
for this project. The TAP test is performed in the original facility at the Magnel Laboratory for Concrete 
Research at Ghent University (Belgium). A special focus lies on the time laps effect of the laboratory 
performance tests and the corrosion mechanisms and sulfate containing components on the interface 
between sewer atmosphere, biofilm and concrete. 
 
3.1 Concrete and mortar types 
 Five concrete types with different binders and water/binder value (w/b) are produced to be tested in the 
pilot plant and in three laboratory performance tests. The different compositions result in varying acid 
resistances. The use of concrete with low, medium and high acid resistance allow a comprehensive 
comparison of the pilot plant processes and the laboratory performance tests. Table 1 presents the 
composition of the five concrete types and their assumed acid resistances. A maximum grain size of 16 mm 
and the grading curve between A16 and B16 according to DIN (2008) appendix L for all concrete types were 
chosen. 
 The laboratory performance test after E DIN 19573 appendix B (E DIN, 2013) requires mortar samples. 
The binder composition and w/b values of the five mortar types are equivalent to the concrete types. For each 
mortar type 450 g binder and 1350 g CEN-Reference-Sand DIN (2005) are used. 
 
3.2 Pilot plant acid resistance tests 
 The concrete samples are positioned in the concrete sample point 1 (see Figure 4) of both gravity pipes 
in the pilot plant. Six cuboids per concrete type are stored in each gravity pipe. The cuboids’ edge lengths are 
150 mm x 100 mm x 40 mm. As a reference sample, another six cuboids per concrete type are stored over 
water in a closed container at 20°C. One cuboid per concrete type is taken from each gravity pipe of the pilot 
plant every six months. Also, one cuboid per concrete mixture of the reference samples is being taken for 
analysis every six months. Results are evaluated using the parameters monitored in the pilot plant, such as 
H2S concentration in the sewer gas phase. 
 
Table 1. Composition and assumed acid resistances of concrete types used for acid resistance tests. Cement 

types are classified after DIN (2011). MS: microsilica, FA: hard coal fly ash. 
Concrete type 1 2 3 4 5
Type of binder white CEM I 

42.5 R (dw) 
CEM I 42.5 R CEM III B 42.5 

N-NA 
CEM III B 42.5 

N-NA 
CEM I 42.5 R 
 – MS – FA 

mbinder/Vconcrete [kg/m3] 360 360 360 373 350* 
w/b value 0.45 0.45 0.45 0.35 0.42 

assumed acid 
resistance 

very low low medium high high 

* Cement 270 kg/m3; microsilica 27 kg/m3; hard coal fly ash 53 kg/m3. 
 
3.3 Laboratory performance tests 
 All concrete types are analyzed using the MPA Berlin-Brandenburg (Hüttl et al., 2008), the LPI (Petersen 
& Lohaus, 2006), and the TAP test (De Belie et al., 2002). All mortar types are examined according to E DIN 
(2013). An overview of the four tests is given in Table 2. 
 
3.4 Analysis of concrete and mortar specimens 
 Concrete and mortar specimens from the pilot plant and the laboratory performance tests are analyzed 
with reflected-light microscopy of polished samples and polarizing light microscopy of thin sections to measure 
the damage depth. In addition, scanning electron microscopy with energy-dispersive X-ray spectroscopy is 
performed. Powder X-ray diffraction is done to characterize minerals formed during the experiments. Micro X-
ray fluorescence spectroscopy is performed to produce element maps of polished samples and to measure 
the damage depth. The proton consumption is calculated using the titrated acid in E DIN 19573 appendix B 
test. The concrete degradation and surface roughness is measured by laser measurements during the TAP 
test (see De Belie et al., 2002).  
 Since for all tests the same concrete types are being used, the corrosion in the pilot plant and in the 
laboratory performance tests can be directly compared. New information is being gained on the applicability of 
laboratory acid resistance tests concerning sewer systems. The time lapse effect of the laboratory 
performance test is estimated. Thereby more detailed insights are gained concerning corrosion mechanisms 
caused by BSC. 
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Table 2. Testing parameters of the four laboratory performance tests. 
Testing parameter MPA Berlin-

Brandenburg test 
LPI-test E DIN 19537 appendix 

B test 
(bath test) 

TAP test 

Test specimen:     
Type concrete concrete or mortar mortar concrete 

   Geometry 4x15 cuboids: 
150 mm x 100 mm x 40 
mm 

2x4 concrete cuboids: 
70 mm x 35 mm x 
150 mm 

2x6 mortar cuboids: 
40 mm x 20 mm x 
160 mm 

5 cuboids: 
40 mm x 40 mm x 
80 mm 

cylinder:  
d = 270 mm,  
h= 70 mm 

   Testing age 28 days* 28 days* 28 days* 28 days* 
Testing medium     
   Type sulfuric acid sulfuric acid* sulfuric acid sulfuric acid or 

acetic/lactic acid mix 
   Concentration pH 3.5 pH 3.0* pH 4.0 sulfuric acid: 

pH 0.8 – 1.0 
acetic/lactic acid mix: 
pH 2.0 – 2.2 

Performance     
   Test duration 12 weeks 12 weeks* 4,000 h dependent on testing 

procedure 
   Testing facility 5 tanks (45 l),  

1 reservoir tank (80 l) 
tank (13 l) tank (4 l) tank (2 l) 

   Acid renewal every 2 weeks  every week* every 1,000 h after every attack cycle 
   Constant pH yes 

(automatic titration) 
yes 
(automatic titration) 

yes 
(automatic titration) 

no 

   Mixing of  
   medium 

circulation of medium rotation of sample in acid 
tank 
(150 s per revolution) 

magnetic stirrer Rotation of sample in 
acid tank (1.04 revolution 
per h) 

   Abrasion manual brushing of a 
part of the samples once 
per week 

automatic brushing of a 
part of the samples every 
150 s 

none automatic brushing after 
every attack cycle 

Evaluation     
   Analysis thin-section polarizing 

light microscopy and 
mass loss 

thin-section polarizing 
light microscopy 

proton consumption 
during the test 

laser measurements  

   Assessment  
   criterion 

measured damage depth 
in comparison with 
reference concrete 

measured damage depth calculated damage depth concrete degradation, 
surface roughness 

*Parameters can be changed according to the behavior and application of the building material. 
 
4 DEVELOPMENT OF A THREE-PHASE CFD SIMULATION MODEL 
 In the third project, a CFD simulation model is developed in order to numerically describe formations 
across the wastewater - sewer atmosphere interface. So far, existing model approaches (Sharma et al., 2008; 
Hvitved-Jacobsen et al., 2013) are one-dimensional approaches, neglecting three-dimensional flow effects in 
sewage and air. The three-dimensional model approach is able to verify these assumptions and can be an 
extension of these models in respect to a more detailed analysis of hydraulic aspects. 
 The work carried out in this research divides in three different parts. The first step is a validation of the 
water phase described by the numerical model concerning different hydraulic conditions. Results obtained 
within this working package is presented in Section 4.2. Because of the fact that sewer systems are focused 
on in the work of this group of researchers, the consideration especially focuses on flow in closed conduits. 
After the first validation step is completed, the model is used to support the experimental work in the pilot plant 
in hydraulic questions. Possible applications are the estimation of the tailwater depth in the experiment 
outlined in Section 2.3. The two remaining working steps are the validation of the air phase behavior in closed 
systems as well as the implementation of transport as well as mass transfer processes depending on factors 
such as Henry’s law in order to describe H2S formations. At a later stage, the model could even be extended 
to describe corrosion effects at the atmosphere - biofilm - sewer wall (concrete) interface and interact with the 
research project outlined in Section 3. 
 
4.1 Numerical model 
 Surface water flow is calculated by using the two-phase flow solver interFoam based on a volume of fluid 
(VOF) approach for one- and two-phase flows as it is implemented in the open source model OpenFOAM. 
Both phases are considered as one fluid with rapidly changing fluid properties, therefore one set of Navier-
Stokes-equations is solved. The phases are distinguished by an additional transport equation for the volume 
fraction which is used as a marker to describe the distribution of the phases throughout the domain. The 
equations can be formulated as follows (Rusche, 2002): 
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Mass conservation equation: 
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where prgh is a specific pressure, describing the static pressure minus hydrostatic pressure: 
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Volume of Fluid equation: 
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with the following parameters: 
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where U


 is the velocity field [m/s]; ρ is the density [m³/s]; t is time [s]; p is pressure [Pa]; μ is dynamic 

viscosity [Ns/m²]; g


 is acceleration vector due to gravity [m/s²]; x


 is a spatial position vector [m]; α is volume 

fraction or indicator function [-]; Ur is the relative velocity between the phases [m/s]; the subscripts a and w 
denote different fluids air and water. 
The indicator function α is defined as: 
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 The water surface is considered as the area described by a volume fraction α = 0.5. For single-phase test 
cases the volume fraction α is 1 and constant over the whole domain and during the simulation time. 
 A special definition of boundary conditions for two-phase flows is necessary in order to obtain stability of 
simulations in closed ducts. The upper and lower walls are defined as no-slip conditions. Depending on the 
fact whether the simulations are two-or three-dimensional, the sidewalls are defined as no-slip conditions for 
three-dimensional cases and as empty boundary conditions for two-dimensional cases. The empty boundary 
condition in OpenFOAM is a special boundary condition for two-dimensional model setups. The definition of 
inlet and outlet is displayed in Figure 6. The inlet is divided in two parts, an inlet for the air phase, where a 
total pressure is defined. The second part is the inlet for the water phase, defined by a fixed discharge or flow 
velocity. At the outlet, a constant pressure is defined leading to a free outflow of the water without definition of 
a certain upstream water level. This upstream water level is achieved by adding a weir structure in the 
proximity of the outlet to the model geometry. This type of outlet boundary condition has originally been 
outlined for open systems with top atmospheric boundaries by Bayón-Barrachina & López-Jiménez (2015). 
For a more detailed description of further properties, such as the chosen boundary conditions for each test 
case and the turbulence models, the reader is referred to Teuber et al. (2017). 
 
4.2 Validation of the water phase behavior 
 In order to secure the applicability of the chosen numerical model, flow properties such as the water flow 
velocity and the water surface behavior described by the VOF approach have been validated (Teuber et al. 
2016; 2017). 
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Figure 6. Model domain of water surface validation case 

 
 First, a validation of the water velocity was performed by using experimental results of single-phase water 
flow over a ground sill in a closed duct by Almeida et al. (1993). Different Reynolds averaged (RANS) 
turbulence models and Large Eddy Simulations (LES) were compared as well. The RANS models investigated 
were the Standard k-ε (Launder & Sharma, 1974), k-ω (Wilcox, 1988) and k-ω Shear Stress Transport (SST) 
model (Menter, 1993, 1994). As the subgrid-scale model for the LES simulations, the Smagorinsky model 
(Smagorinsky, 1963) was chosen. The results led to the conclusion that the chosen RANS models as well as 
the LES simulations lead to a good approximation of the experimental results. Due to the nature of the 
different turbulence models, the LES simulations were able to capture fluctuations in the flow velocity which 
can be of interest for some application areas. With this advantage of LES comes the disadvantage of a higher 
necessary mesh resolution which leads to significantly increased computation times. 
 In order to validate the behavior of the water surface, two-phase flow over a ground sill was simulated. 
The basic setup of the model domain is displayed in Figure 6. Simulations were performed for different two- 
and three-dimensional model setups with variations concerning the structure of the sill, discharge, water level 
and the flow regime. Since fluctuations of the flow velocity were of minor interest, the k-ε turbulence model 
was used. The water level drawdown was compared to analytical solutions obtained by using continuity and 
Bernoulli’s equation. A detailed discussion of the results can be found in Teuber et al. (2016). Overall, the 
results showed a good agreement of the simulations with measured water velocities and a reasonable 
behavior of the water - air interface. However, the numerically computed water level drawdown was smaller 
than the analytically calculated drawdown. Explanation can be found in the treatment of single losses. The 
three-dimensional CFD model is able to account for single losses caused by the structure of the sill whereas 
the analytical solution is a one-dimensional solution that neglects single losses. 
 In a last step, simulations have been performed in a complex sewer geometry described in Bayón-
Barrachina et al. (2015), proving the applicability of the simulations under demanding hydraulic conditions. 
This geometry contains different hydraulic structures such as weirs, different flow regimes and a hydraulic 
jump. The simulation results were compared to experimental measurements carried out on a 1:20 scale model 
as well as to CFD simulations previously performed by Bayón-Barrachina et al. (2015) by using a different 
model setup (open system, without upper wall). A detailed analysis will be published in Teuber et al. (2017). 
The results showed a good agreement between both the existing simulation model as well as the 
experimental results and lead to the conclusion, that the solver is applicable to complex hydraulic cases in 
closed conduits such as sewer systems. 
 Overall, the simulations performed show that the solver is able to simulate different hydraulic cases. The 
chosen turbulence models were comparable in their accuracy, however, the LES simulations were able to 
account for fluctuations in the velocity under increased computational effort. A second validation step will be to 
analyze the accuracy of the air-phase behavior. 
 
5 CONCLUSIONS 
 In this paper, we present the research as it is carried out in the sewer interfaces group within the DFG 
Research Training Group Urban Water Interfaces. Different sub-projects focus on a deeper understanding of 
H2S formations at and across the wastewater - biofilm, the wastewater - sewer atmosphere and the sewer 
atmosphere - biofilm - sewer wall (concrete) interface. 
 The first project conducts experimental investigations on a pilot plant in order to gain an enhanced 
understanding of sulfide formations in pressure mains as well as on investigating the influence of flow 
interruptions caused by gross solids and drop structures. Furthermore, the effects of different 
countermeasures at hotspots are analyzed. In another project, this research pilot plant is used in order to 
investigate BSC in sewers. The main goal is to investigate different laboratory performance tests and to 
compare them among each other as well as to concrete probes installed in the pilot plant. In the third project, 
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a CFD simulation model is being developed in order to describe H2S emissions across the wastewater - sewer 
atmosphere interface. First results show, that the model is able to accurately describe the behavior of the 
water phase. Therefore, the model can be used in order to estimate different hydraulic properties within the 
sewer pilot plant. On the other hand, results concerning H2S formations obtained by the sewer pilot plant can 
be used to validate extended CFD model. 
 The added value of the work carried out by this group lies in the detailed insight into H2S formation 
processes and sensitivity analyses that can be carried out. The influence of gross solids or drop structures on 
the H2S release can be investigated on a pilot plant scale. The validated CFD model can be used to 
investigate the effect of measures such as i.e. changed discharges or ventilation measures on H2S emissions. 
These findings can be integrated into existing model approaches in order to improve predictions. The 
development of a CFD model can generalize the findings of the investigations in the pilot plant to different 
conditions. The detailed analysis of different laboratory performance tests helps to generalize the 
development of acid-resistant concrete. 
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ABSTRACT 
 
This paper describes a preliminary environmental profile study for the Inanam catchment in Sabah, Malaysia. 
The study includes the identification an inventory of pollution sources, determination of catchment pollution 
loads, assessment of ecological and socio-economic sensitive receptors, determination of water quality 
objectives and assessment of water quality conditions under various conditions. To support the environmental 
profile study, a water quality model that simulates hydrologic, hydrodynamic and water quality processes is 
developed and used to assess and establish the existing water quality condition of the relevant reaches of 
Inanam, Likas and Darau Rivers. The result of the study shows that most of the Inanam River falls within 
Class II water quality under the National Water Quality Standards for Malaysia, however the downstream 
areas near the river mouth are Class III. Likas River is presently a Class III river, deteriorating to Class IV in 
the lower reaches. The water quality in Darau River currently falls within Class III, although nearing Class II. 
These results reflect the major land use patterns, where the rivers within the forested and undeveloped 
catchments are in good condition, while conditions deteriorate rapidly downstream as a result of runoff from 
industrial, commercial and residential areas. Future catchment development scenarios and various action 
plans for pollution prevention measures are established and tested in the model to assess their effectiveness 
in terms of a Water Quality Index (WQI). Pollution prevention measures tested include point loads discharge 
complied with either Standard A or B, together with non-point loads control, connecting domestic waste to 
sewer and treated, and point sources are treated to Standard B compliance. The modelling result indicates 
that the compliance to either Standard A or B together with non-point loads control measure shows a 
significant positive impact on the overall water quality within the study area. 
 
Keywords: Water Quality; Water Pollution; Environmental Profile; Pollution Prevention. 
 
 
1 INTRODUCTION 

The Inanam catchment is located in the north-east of Kota Kinabalu, Sabah and comprises the Inanam, 
Likas and Darau Rivers. The Inanam catchment has been undergoing rapid urbanization development in the 
recent years with expansion of residential, commercial and industrial areas into previous forest and open 
space areas. This has contributed further to the deterioration in the water quality of the major rivers and 
drainage systems within the catchment area. The water quality in Likas Bay at the mouth of the Inanam River 
is subsequently affected. 

The overall Inanam catchment area is approximately 95 km2, and can be sub-divided into three main 
(sub-)catchments, namely Inanam (50 km2), Likas (25 km2) and Darau (20 km2).  Inanam River originates from 
the Crocker Range to the east and runs westward through Kg. Kiansam then through Inanam town. In the 
upper and middle reaches, Inanam River is a natural river. It then turns into a man-made channel at the 
confluence with Kilabu River near Kg. Tatahan and Kg. Pamatadan. Further downstream, Inanam River joins 
Likas River (also a man-made channel at this location), near Taman Kemajuan before joining Darau River at 
the Likas river bridge near the rivermouth before discharging into the Likas bay. In the upper reaches, the 
Inanam sub-catchment is mostly rural, with batches of agricultural land. In the lower reaches, the sub-
catchment is urbanised with a mixture of residential, commercial and industrial areas. 

The Likas sub-catchment, about half the size of the Inanam catchment, is the most urbanized sub-
catchment within the study area. Likas River is essentially a man-made channel fed upstream by Shantung 
Hill and “Bukit Padang”, both located in the Southern part of the catchment. The channel runs to the north 
through several residential developments. Further downstream, the land use changes with Likas River going 
through several industrial areas before converging with Inanam River. 

The Darau sub-catchment is currently undergoing significant developments which include residential and 
commercial developments. 
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Figure 1. Study extent (Background: Google Satellite Image). 

 
2 SOURCES OF POLLUTANTS 

 The main sources of pollutants have been identified as domestic sources releases (sewerage and 
wastewater), point sources releases (industrial, pig and poultry farms and waste water treatment plants) and 
non-point sources mainly from agricultural pollution.  

   
2.1 Domestic sources 

Untreated sewage discharged into the aquatic environment is a major concern in the catchment. 
Biological processes are rapid in tropical conditions, which lead to a rapid die-off of, for instance, E. coli 
bacteria. This is, however, not enough to mitigate health risks associated with discharging of large volumes of 
untreated sewage (Environment Conservation Department, 2002). Unsightly and foul smelling “drains” can be 
seen in the area of interest, particularly in Likas River and the lower reaches of Inanam River.  

Another key component of domestic pollution source to be considered is the effect of high nutrient load. 
An illustration of adverse impact of high concentration of nutrients in the receiving waters is the explosive 
growth of freshwater weed (water hyacinth). Abnormal quantities of hyacinth lead to a depletion of oxygen in 
the receiving body (drain, river, enclosed bay). 
 
2.2 Point sources 

Point sources are independent of rainfall runoff (constant flux). Most of the water issues identified within 
the study area are related to point source, particularly in the urban landscape. Point sources within the study 
area consist of industries (e.g. food processing, workshop, gas stations, wet markets, and restaurants), pig 
and poultry farms, and Waste Water Treatment Plants (WWTPs). 
 
2.3 Non point sources 

Non-point sources in contrast are dependent on the rainfall runoff (flux that varies). Fertilizers, pesticides 
and herbicides used for agriculture to enhance production can increase nutrient loads into waterways and 
harm the environment. A good illustration of this often occurs on golf courses; if not managed properly, 
fertilizers needed to maintain greens and fairways in good condition can drain into water features, causing 
mass fish kills and foul smelling water. Focusing on the Inanam catchment, non-point sources are of less 
importance and magnitude as agricultural practices are limited to the upper Inanam catchment. 

 
3 WATER QUALITY STANDARDS 

The water quality standards to assess and classify the water quality classes together with corresponding 
water usage (refer Table 1 and 2) and status (refer Table 3) within the rivers and drains located within the 
Inanam catchment is based on Department of Environment (DOE) Water Quality Index (WQI) detailed in the 
National Water Quality Standards for Malaysia (NWQS). 
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 The WQI is calculated using a series of sub-index (SI) values for each water quality parameter (refer Eq. 
[1]): 
 

WQI = 0.22*SIDO + 0.19*SIBOD + 0.16*SICOD + 0.15*SIAN + 0.16*SISS + 0.12*SIpH       [1] 
 
 Where: 

• SIDO is the sub-index for DO 
• SIBOD is the sub-index for BOD 
• SICOD is the sub-index for COD 
• SIAN is the sub-index for ammonia 
• SISS is the sub-index for suspended sediment 
• SIpH is the sub-index for pH  

 
 Each sub-index is a formula derived from the concentrations of the relevant water quality parameter. 

Concentrations can be based upon best fit equations to a large collation of water quality samples or derived 
from numerical modelling 
 

Table 1.DOE Water Quality Index Classes (National Water Quality Standards for Malaysia, NWQS). 

Parameter 
DOE Classes

I IIa IIb III IV V

DO 7 5 - 7 5 - 7 3 - 5 <3 <1 

BOD 1 3 3 6 12 >12 

COD 10 25 25 50 100 >100 

SS 25 50 50 150 300 300 

AN 0.1 0.3 0.3 0.9 2.7 >2.7 

pH 6.5 - 8.5 6 - 9 6 - 9 5 - 9 5 - 9 - 

WQI > 92. 7 76.5 - 92.7 51.9 - 76.5 31.0 - 51.9 < 31.0

 
Table 2. DOE classes and corresponding water usage. 

Class Water Supply Fishery Water uses 

I 
Practically no treatment 

necessary 
Very sensitive aquatic 

species 
Conservation of 

natural environment 

IIa Conventional treatment required Sensitive aquatic species  

IIb - - 
Recreational use with 

body contact 

III Extensive treatment - - 

IV - - Irrigation 

V - - None 

 
Table 3.WQI ranges and corresponding river status for main water quality parameters. 

Water Quality Parameters 
Index Range

Clean Slightly Polluted Very Polluted 

Water Quality Index (WQI) 81 - 100 60 - 80 0 - 59 

Biochemical Oxygen Demand (BOD) 91 - 100 80 - 90 0 - 79 

Ammoniacal Nitrogen (NH3-N) 92 - 100 71 - 91 0 - 70 

Suspended Solids (SS) 76 - 100 70 - 75 0 - 69 

 
4 NUMERICAL MODELLING 
 
4.1 Overview 
 Establishing the dynamics of water quality, including replicating the existing situation and the 
performance of prospective pollution reduction interventions, was most effectively accomplished using 
computer-based modelling tools. The central focus of this study had been to establish models for relevant 
reaches of Inanam, Likas and Darau Rivers. These models simulated the hydrologic, hydrodynamic and water 
quality processes throughout the catchment. The modelling tools developed for this study consisted of the 
following components (refer Figure 2): 
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• Land based pollution load model (LOAD and SEAGIS): Simulating generation and transport of 
pollutants and suspended sediment throughout the catchment; 

• Hydrologic model (i.e. Rainfall Runoff, MIKE 11 RR): Simulating rainfall on the catchments and the 
subsequent runoff into the river system; 

• River hydrodynamic model (MIKE 11 HD): Simulating water levels and flows in the Inanam river 
system; 

• Water Quality model (MIKE 11 WQ): Simulating transport and fate of pollutants in the river system. 
 
 The applied modelling tools were used in conjunction with available data and analyses to describe the 
existing situation and, by implementing proposed pollution reduction options and comparing the differences to 
the existing situation, assess the effectiveness and fine-tune the mitigation options. The combined modelling 
system was flexible, built-in with GIS with each component integrated with the others (i.e. the effect of 
changing one feature in the overall model can be seen in all facets and areas).  
 

 
Figure 2.Overview of modelling tools. 

 
4.2 Rainfall Runoff Modelling 

 The aim of the rainfall runoff modelling is to simulate rainfall on the catchments and the subsequent 
runoff into the river/ drainage system. Rainfall Runoff modelling was carried out using DHI’s MIKE 11 NAM 
and Urban-A hydrological models. 

 The study area was divided into a series of sub-catchments, each representing in-flows into the Inanam, 
Darau and Likas river systems. The catchment delineation reflects the runoff pattern from the individual sub-
catchments (refer Figure 3). Undeveloped, rural upstream sub-catchments were modelled using MIKE 11 
NAM model, while the other sub-catchments, representing downstream predominantly urban areas, were 
modelled using Urban-A model (DHI, 2013).    
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Figure 3.Sub-catchments used in the hydrological modeling. 

 
4.3 Catchment/ Land Based Pollution 

An issue with catchment inflow is the potential for contamination from pollution sources. Catchment runoff 
transports suspended sediments, nutrients, pollutants and fresh water. Sediment concentrations depend 
heavily on land use in the catchment area and, more specifically, changes in land use (for example, land 
clearing increases soil erosion). Nutrients and pollutants depend on industry, agriculture, livestock and 
population density in the catchment area.  

A pollution load model had been developed that used identified point and non-point pollution sources and 
runoff generated by the rainfall-runoff model to predict the likely concentrations and types of pollution 
contained in runoff. The load assessment, considered hydrological, agricultural, population and land use 
information to predict the following: 

• Quantification of non-point or diffuse sources of pollution to identify potential affected areas. 
• Estimation of pollutant loads originating from urban sources such as industries, households, sewers 

and treatment facilities. 
• Estimation of the pollutant quantity and concentration that reaches the receiving body via the use of 

calibrated load reduction factors and pollutant decay coefficients. 
 

The total annual load per catchment determined for the present study area is shown in Table 4. 
 

Table 4.Total annual LOAD per catchment. 

Catchment 
BOD total 

(kg/yr) 
P total 
(kg/yr) 

NH4 total 
(kg/yr) 

NO3 total 
(kg/yr) 

E-coli Total 
(10^12/yr) 

Inanam 1,694,794 111,636 291,450 518,133 160,922 

Likas 2,328,779 81,393 507,578 69,215 364,284 

Darau 741,926 37,346 197,986 59,139 111,971 
 
4.4 Hydrodynamic Modelling 

Hydrodynamic conditions (the motion of water) in the river or drain govern the mixing of runoff water with 
ambient water. River/drain modelling was carried out using DHI’s MIKE 11 1-d hydrodynamic (HD) model 
covering Inanam, Darau and Likas Rivers, and their main tributaries.  

The model geometry consisted of river cross sections data extracted from bathymetry surveys conducted 
by DHI. Where appropriate, the model geometry made use of concrete drain cross sections acquired from the 
Department of Irrigation and Drainage (DID). The model boundaries consisted of catchment runoff derived 
from the rainfall-runoff. Open boundary conditions were applied at each upstream end of the model whereas, 
along the river reaches, catchment inflows were incorporated as distributed sources (i.e. the flow was 
distributed along the river reaches within the model domain). Tidal variations were applied to the downstream 
end of the model (i.e. Likas Bay). 
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4.5 Riverine Water Quality 
The water quality modelling consisted of two components, as follows: 

• An advection dispersion model - Simulating saline intrusion, flushing characteristics and movement 
of conservative substances;  

• A water quality model - Simulating the movement and interactions of various water quality 
components (e.g. BOD, DO). 

 
In order to capture spatial and temporal variations in the runoff and pollution loading, an integrated 

approach for hydrology and pollution load had been applied. The aim was to identify pollution sources and 
determine their impact upon water quality in the river system. By integrating all components, the relative 
importance of the various factors relating to water quality (land use, rainfall, tidal conditions, etc) can be 
assessed in an integrated manner. The modelling works, which included: 

• Link to rainfall runoff and catchment load; 
• Incorporation of advection and dispersion processes; 
• Establishment and calibration of combined catchment pollution source (including suspended 

sediments) and riverine water quality models; 
• Establishment of water riverine quality conditions and the major contributing pollutant sources. 

 

5 WATER QUALITY MODEL CALIBRATION 
Calibration was performed in conjunction with the catchment pollution model, where water quality process 

rates were adjusted as well as catchment specific pollution load retention parameters. The measurements 
used to compare model predictions were from long term samples collected from Alam Sekitar Malaysia Sdn. 
Bhd. (ASMA) and specific water quality sampling performed for this study.  

Temporally, individual samples were separated by a month or more. As water quality conditions were 
highly variable according to diurnal cycles, flow rates, tidal conditions, etc. this tended to make the data look 
quite scattered, however the total number of points available over the long term was suitable to derive 
average conditions.  

In turn, to quantify the accuracy of model predictions, model results for a typical hydrological year were 
compared to the average ASMA data (average values taken from the period 1998-2009). Table 5 shows the 
average concentrations of each parameter extracted from the model at ASMA stations located in Inanam, 
Likas and Darau Rivers, respectively (refer Figure 4). Comparison of model predictions to measurements is 
generally good. Although there are differences when looking at individual observations, the simulated and 
measured values are, on average, within the same range of magnitude.   
 

 
Figure 4. ASMA water quality stations located within Inanam catchment. 
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Table 5.Comparison between observed and simulated concentrations of water quality parameters at ASMA 
stations located at Inanam (76IN02), Likas (76LS01), Darau (76IN01) rivers. 

Parameter 

Concentration (in mg/l unless stated otherwise) 

76IN02 76LS01 76IN01 

Observed imulated Observed Simulated Observed Simulated

DO 6.3 6.3 3.3 4.2 4.5 4.1 

TEMPERATURE (Degrees) 27.4 28.0 28.7 28.0 29.0 28.0 

AMMONIA 0.4 0.6 3.2 2.9 0.9 0.6 

NITRATE 0.7 0.9 0.2 0.4 0.4 0.1 

BOD 2.4 2.6 8 8.7 3.2 3.0 

E Coli (1/100 mL) 17,476 11,585 70,161 90,436 25,283 19,034 

COD 24.4 27.6 40.8 48.4 52.5 62.8 

TSS 82.7 84.7 29.1 35.6 40.3 76.4 

 
6 EXISTING RIVERINE WATER QUALITY 

The water quality evaluation for existing condition at the study area was conducted using the DoE Water 
Quality Index (WQI) to classify the river reaches into three (3) categories, namely, ‘Clean’, ‘Slightly Polluted’ 
and ‘Polluted’ (refer Figure 5). The model shows that within the study area, only 16% of the total river length is 
classified as ‘Clean’. The majority of the river reaches are ‘Slightly Polluted’ (65%), with a significant portion 
(19%) of the river system is ‘Polluted’. Overall, Likas River is the most polluted river, with 23% of the river 
being ‘Polluted’ and a further 71% ‘Slightly Polluted’.  nanam River is also 24% ‘Polluted’; however, only 39% 
is ‘Slightly Polluted’ with up to 37% of the river classified as ‘Clean’. Darau River meanwhile is almost entirely 
‘Slightly Polluted’. The modeling results confirm the water quality status published in the Malaysia 
Environmental Quality Report (Department of Environment, 2009; Department of Environment, 2010). 
 

 
Figure 5. Existing river water quality status for the study area (Blue: ‘Clean’, Orange: ‘Slightly Polluted’, and 

Red: ‘Very Polluted’). 
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7 ASSESSMENT OF SCENARIOS 
Different model scenarios were developed and tested to provide insight into the relevant issues and 

major concerns relating to the water quality within the Inanam river system. The developed scenarios aimed to 
assist in providing indicators, assess the effectiveness of proposed actions and provide guidance to support 
the development of water quality management options within the study area. 
 The following scenarios had been considered and tested: 

• Scenario I - Existing Condition: This is the present (baseline) catchment condition (i.e. as of year 
2011). 

• Scenario II – Pristine Condition: This scenario represents the natural situation where all point source 
loads are excluded, and non-point loads are representative of natural vegetation. 

• Scenario III – “do-nothing”: This scenario aims at representing the likely catchment condition in year 
2030 if no changes to the existing procedures of management, treatment and enforcement are 
made. It is an extrapolation of the existing condition (i.e. Scenario I). 

• Scenario IVa – WQ Standard Compliance (Level 1): This scenario assumes that all pollution loads 
are compliant with Water Quality Standard B discharge levels. For distributed sources, it is assumed 
that river reserve and agricultural management guidelines are implemented; non-point loads are 
20% less than existing and suspended sediment loads are 40% less than existing.  

• Scenario IVb – WQ Standard Compliance (Level 2): This scenario assumes that all point sources 
pollution loads are compliant with Water Quality Standard A discharge levels. For distributed 
sources, it is assumed that river reserve and agricultural management guidelines are implemented; 
non-point loads are 40% less than existing and suspended sediment loads are 80% less than 
existing.  

• Scenario V – Full Domestic Waste Treatment: This scenario assumes that sullage (domestic waste 
not connected to sewerage network) is sewered and fully treated. 

• Scenario VI – Point Sources Treatment: This scenario assumes that point sources from all livestock 
(pigs, poultry) and industries are treated to Standard B compliance. STP and WWTP discharges 
points are treated to the highest possible efficiency. 

 
Figure 6 and Figure 7 show examples of simulated water quality index (WQI) values for river stretches 

along Inanam River and Likas River, while Figure 8 shows overview of the river water quality status within the 
study area for Scenario III (Future scenario in year 2030). 
 

 
Figure 6. River water quality status for the study area for Scenario III (WQI – Inanam River). 
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Figure 7. River water quality status for the study area for Scenario III (WQI – Likas River) 

 

 
Figure 8. Overall riverine water quality index class for Scenario III          

(Blue: ‘Class I; Green: ‘Class II’, Orange: ‘Class III’, Red: ‘Class IV’ and Brown: ‘Class V’). 
 

8 CONCLUSION 
 The result of the study shows that most of the Inanam River presently falls within Class II water quality 

(conventional treatment required for water supply and suitable for sensitive aquatic species) under the 
National Water Quality Standards for Malaysia, however the downstream areas near the river mouth are Class 
III (extensive water treatment required for water supply, suitable for common of economic value and tolerant 
aquatic species and fit for livestock drinking). The Likas River is presently a Class III river, deteriorating to 
Class IV (fit for irrigation purpose) in the lower reaches. It is also classified under the DOE river classification 
scheme as ‘slightly’ to ‘very polluted’. The water quality in Darau River meanwhile currently falls within Class 
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III, although nearing Class II. These results reflect the major land use patterns, where the rivers within the 
forested and undeveloped catchments are in good condition, while conditions deteriorate rapidly downstream 
as a result of runoff from industrial, commercial and residential areas.   

Mitigation of pollution through measures targeting domestic wastes, point source effluents and 
implementation of best management practices, as simulated in Scenario IVa/b, show a significantly positive 
impact on water quality for all rivers within the study area.  In particular, this can improve the water quality of 
the lower reaches of Likas River by up to 44% (based on Water Quality Index), resulting in a Class III water 
quality classification. Improvements to downstream Inanam River is also up to 36% improvement in the WQI 
with resulting Class II/III river. The water quality improvement downstream Darau River is more moderate, with 
up to 20% improvement in the WQI. This is however sufficient to bring Darau River into Class II standard. The 
findings of this study can assist in providing indicators, assess the effectiveness of proposed mitigation or 
improvement actions and provide guidance to support the development of water quality management options 
to improve the overall water quality within the study area. 
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ABSTRACT  
 
Iron release from corroded pipe surfaces is the primary cause of water quality deterioration in drinking water 
distribution systems. It is generally recognized that an appropriate increase of flow velocity would reduce iron 
release. However, there are two contradictory viewpoints about this effect mechanism. One declares that the 
accelerated flow provides more oxygen to preserve the integrity of the iron corrosion scale, a protective layer 
against further corrosion and iron release. The other statement holds that the raised shear stress applied in 
pipe surfaces brought by the increase of velocity improves the strength of scale layers and thus reduces the 
discoloration potential. In this study, a bench-scale testing was conducted to investigate the effect mechanism 
of flow velocity on iron release. A more than 20-year-old pipe section was used and the water quality 
parameters, such as pH, dissolved oxygen, turbidity, color, iron, chloride and sulfate, were determined. 
 
Keywords: Iron release; corroded pipe; flow velocity; dissolved oxygen; shear stress. 
 
 
1 INTRODUCTION 
 Water quality deterioration issues in drinking water distribution systems (DWDS) have drawn more and 
more attention, since they are closely related to human health. Among them, red water resulted from iron 
release is the most pervasive one as it affects the aesthetic quality of drinking water and could be perceived 
directly by customers (Tuovinen et al., 1980; Sarin et al., 2004a; 2004b; Imran et al., 2005a; 2006).  
 Old and corroded iron pipes are the main source of iron pollutant in this issue, particularly the unlined 
cast iron pipes, which still account for a large proportion in DWDS worldwide (Davies et al., 1997; Veschetti et 
al., 2010; Swietlik et al., 2012; Wang, 2015). Well-developed corrosion scales inside the pipe walls can protect 
the pipe metal from further corrosion. However, under disturbance, corrosion scales will release iron materials 
into bulk water, aggravating turbidity and color of the drinking water and thus leading to red water (Tuovinen et 
al., 1980; Sarin et al., 2004a; 2004b; Imran et al., 2005a; 2006).  
 Relevant researches mainly focus on the mechanism of iron corrosion as well as the influencing factors 
of iron release. Generally, it is recognized that appropriate increase of flow velocity would reduce iron release 
from the aged pipes. However, there are two contradictory viewpoints about this effect mechanism.  
 Sarin et al. (2004a) declares that in the final analysis, it is the interaction between dissolved oxygen (DO) 
and corrosion scales rather than the effect of velocity on iron release. As accepted, the corrosion rate of clean 
iron surface increases with increasing DO, which serves as the oxidizer and electron acceptor (McNeill and 
Edwards, 2001). However, as for the aged pipe surface covered with corrosion scales, enough oxidants can 
prevent the scales from being reduced and dissolved and thus preserve the integrity of this protective layer 
(Sarin et al., 2004a). And, accelerated flow renews the water body in DWDS and provides sufficient DO to the 
pipe surfaces.  
 The other opinion proposes that the discoloration in DWDS is a physical process of sedimentation and 
release of particulates, which mainly depends on the hydraulic condition and flow shear stress within the pipes. 
It claims that the raised shear stress applied on pipe surfaces brought by the increase of velocity impedes 
particle accumulation from bulk water to pipe walls, improves the strength of scale layers and thus reduces the 
discoloration potential (Boxall and Dewis, 2005; Boxall and Saul, 2005; Boxall and Prince, 2006; Vreeburg and 
Boxall, 2007; Husband and Boxall, 2010; Sharpe et al., 2010).  
 In this study, a bench scale testing was conducted to discuss these two viewpoints about the effect 
mechanism of flow velocity on iron release. 
 
2 MATERIALS AND METHODS 
 A more than 20-year-old iron pipe section excavated from an experimental system in Tsinghua University, 
Beijing, China was adopted for study. Several segments were cut from this pipe section and the bench-scale 
testing systems were constructed in the previous research (Li et al., 2016), as shown in Figure 1. The detailed 
design principle and construction of the testing systems can be found in the relevant works (Mi et al., 2012a; 
2012b; Li et al., 2016). These systems were operated under stagnation condition for 17 days to investigate the 
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effects of pipe materials on scale characteristics and water quality variations, since this pipe section is a 
hybrid one assembled of unlined cast iron pipe and galvanized iron pipe.  
 According to the findings by Li et al. (2016), after disturbance, water quality in each system tended to 
stabilize in final. Afterwards, the three systems made of unlined cast iron pipe segments were continuously 
used for this study. Bulk water in the testing system was mobilized by an electric stirrer, whose rotation rate 
can be changed.  
  Rotation rates of the electric stirrers were set in five values, namely, 15 r/min, 30 r/min, 60 r/min, 90 r/min, 
and 120 r/min. Each rotation rate was kept for 4 days, with a hydraulic retention time (HRT) of 20 h. Water 
was discharged completely from the pipe systems every day and fresh tap water was fed into the systems in 
the meanwhile.  
 Water samples taken from the bench test systems were prepared for water quality measurement. 
Temperature, pH and DO were determined using a HACH HQ40d (USA) electrochemistry tester and 
corresponding electrodes. Turbidity was measured by a HACH 2100Q (USA) meter. Spectrophotometry 
(HACH DR3900, USA) was utilized to determine the color, iron content, chloride and sulfate. Color was 
measured as Pt-Co method unit. 
 

 
Figure 1. Schematic diagram of bench-scale pipe test system. 

 
3 RESULTS AND DISCUSSIONS 
  
3.1 Water quality variations 
  Figure 2 shows the variations of DO, pH, chloride, sulfate, iron, turbidity and color with the increase of 
rotation rate of stirrers. Each given value is the average deriving from the four ones measured at the same 
rotation rate. The value at 0 r/min is the datum measured in the final stable phase from the last testing (Li et 
al., 2016), which was operated under stagnation condition. The average parameters of source water are also 
given in the figure for ease of comparison. On the whole, the variation trends of water quality are similar 
among the three systems, even some parameters of the water samples are approximate.  
 
3.1.1 DO and pH 
  As drawn in Figure 2a, DO contents in the bulk water rise with the increase of rotation rate and the 
consequent enhancement of aeration. Moreover, the relationship between the DO concentration and rotation 
rate within 30 r/min appears to be linear. When rotation rate of stirrers is greater than 60 r/min, DO content 
roughly stays constant, since it gets close to the saturation point under the certain temperature (9.08 mg/L at 
20 ). Similarly, the pH value shown in Figure 2b linearly increases in the beginning and stabilizes after the 
rotation rate reaching 60 r/min. The subtle variation of pH might be resulted from the ion transfer between bulk 
water and pipe surfaces.  
  Figure 3a shows the typical DO variation (at 30 r/min) within a HRT. DO content in water body rises 
rapidly right after starting stir and aeration. In the latter 10 hours, it tends to stabilize and DO increases 
slightly.  
 
3.1.2 Chloride and sulfate 
  Figures 2c and 2d give the variations of chloride and sulfate concentrations, respectively. In general, the 
chloride and sulfate increase as the rise of flow velocity. At the low rotation rate (about < 30 r/min), the 
chloride and sulfate concentrations drop below the background values in the source water after interaction, 
yet they exceed the datum at the high rotation rate (about > 30 r/min). This can be interpreted as the effects of 
shear stress on the sediment-release process of these substances.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5105



          

 
 Under the low flow velocity or even stagnation condition, the chloride and sulfate ions deposit from bulk 
water to pipe surfaces for scale formation. Many researches have verified that chloride and sulfate would be 
absorbed from bulk water to the scale surface or even form green rust, a kind of hydrated ferrous-ferric 
compounds (Tuovinen et al., 1980; Olowe et al., 1988; Drissi et al., 1994; Refait et al., 1998; Swietlik et al., 
2012; Yang et al., 2012). However, as flow velocity increases, the impact of shear stress overcomes that of 
gravitation and attraction as well as the strength of scale layers. Then, the corrosion scale layers are disturbed 
and these substances are released to water body.  
 

 
Figure 2. Variations of water quality parameters with increasing rotation rate of stirrers: (a) DO, (b) pH, (c) 

chloride, (d) sulfate, (e) total iron, (f) dissolved iron, (g) turbidity, and (h) color. 
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Figure 3. Variations of DO, turbidity and color within a HRT (at 30 r/min): (a) DO, (b) turbidity, and (c) color. 

 
3.1.3 Iron, turbidity and color 
  Judging from Figures 2e, 2g and 2h, variation patterns of the total iron and turbidity, color are highly 
approximate, in terms of variation trends and amplitudes. This demonstrates a great contribution of iron 
release to red water issue, which has been discussed in detail previously (Sarin et al., 2003; Imran et al., 
2005a; 2005b; Li et al., 2016). As shown in Figures 2e and 2f, the dissolved iron accounts for a small 
proportion of total and nearly remains steady, indicating that iron is mainly released in particulate form.  
  Generally, the iron release and turbidity, color of water were alleviated by increasing flow velocity. At low 
rotation rate (<15 r/min), the effective prevention of red water provided by accelerated flow velocity is less 
significant. Even a slight rise in the iron concentration (or turbidity, color) with was observed in sample 1#. The 
iron release (or turbidity, color) was markedly reduced between 15 – 60 r/min and leveled off afterwards. 
  Figures 3b and 3c show the variations of turbidity and color within a HRT (at 30 r/min), respectively. 
Similar to DO concentration, turbidity and color rapidly increase at the beginning and level off after 10 hours.  

 
3.2 Effect mechanism of velocity 
  The experimental results in this study verify the finding that an appropriate increase of flow velocity can 
reduce iron release in DWDS. Moreover, which theory mentioned in Section 1 can better explain these 
variations?  
  The DO rise resulted from enhancement of aeration is in reasonable analogy to the DO supplement 
brought by accelerated flow in real DWDS. According to the DO theory, a sufficient DO content preserve the 
integrity of corrosion scales in pipe surfaces. If so, the release of chloride and sulfate would mitigate, 
corresponding to the decreasing iron concentration, with increasing flow velocity, this is not the case.  
  Then suppose that the discoloration in DWDS is a totally physical process supported by the shear stress 
theory. How would it be? The raised shear stress due to the velocity increase would cause the instant 
disturbance to the scale layers, leading to a sharp rise in iron release and subsequently strengthening the 
erosion resistance. Also, this cannot be detected in our study.  
 In summary, neither the DO theory nor the shear stress one could perfectly interpret the effect 
mechanism of flow velocity on iron release. The discoloration in DWDS is more probably a complex physic-
chemical process. It is speculated that the structural damage comes with the rapid increase of shear stress 
and leads to the release of chloride, sulfate and iron. However, the increasing DO oxidates iron immediately 
and re-deposits it to pipe surface again. This is rather the re-formation of corrosion scale layers. The effect 
extents might differ among different components in the corrosion scales. What is more, a sophisticated 
experimental method and device should be designed to further investigate the hypothesis.  
 
4 CONCLUSIONS 
 In this study, bench-scale testing systems were constructed to investigate the effect mechanism of flow 
velocity on iron release in DWDS. Primary conclusions can be drawn as follows:  

a) With the increasing flow velocity and subsequent rise in DO content and shear stress, the iron 
release and turbidity, color of water are alleviated, while the release of chloride and sulfate is 
aggravated. 

b) Neither the DO theory nor the shear stress one could perfectly interpret the effect mechanism of flow 
velocity on iron release. The discoloration in DWDS is more probably a complex physic-chemical 
process, which might be time-dependent and need further investigation. 
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ABSTRACT  
 
A numerical modeling and preliminary analysis on dispersion of liquid effluent for the purpose of site selection 
of inland power plants is presented in this study. A 3D environmental hydraulic modeling by using MIKE 3 
Flow model based on a flexible mesh approach has been carried out for simulating the effluent concentration 
due to the liquid effluent accompanied with cooling water discharge in rectangular channel. A series of 
scenarios with different ratios of width to water depth (β = B/h) and various ratios of ambient flow discharge to 
outfall discharge (γ = Qa/Qo) have been simulated. Considering the specific limit on the concentration of 
radioactive liquid effluent (3H) on the cross-section at 1 km downstream from the outfall for inland nuclear 
power plants in China, the concentration on this specific cross-section has been analyzed on the basis of the 
modeling results. Approximate estimations of the mean concentration and the maximum depth-averaged 
concentration on this cross-section have been established, which could be used as a reference for the site 
selection of inland power plants.  
 
Keywords: Numerical modeling; dispersion; liquid effluent; inland power plant. 
 
 
1 INTRODUCTION 
 The discharge of radioactive liquid effluents is one of the main issues for nuclear power plants. The 
permissible limits on the amount of radioactive effluents are normally prescribed by the standards and 
regulations. In China, a specific limit on the concentration of radioactive liquid effluent (Tritium, 3H) on the 
cross-section at 1 km downstream from the outfall is required for inland nuclear power plants, which is 
described in ''Regulations for environmental radiation protection of nuclear power plants'' issued by Ministry of 
Environmental Protection (2011). In order to maintain the effluent concentration within the permissible limits, it 
is important to study the dispersion of liquid effluent for plant siting decision and Environmental Impact 
Assessment (EIA). Numerical modeling is a key approach for the study. 
 A 3D environmental hydraulic modeling by using MIKE 3 Flow model based on a flexible mesh approach 
(FM) has been carried out in this study. The dispersion of liquid effluent accompanied with cooling water 
discharge in generalized rectangular channel has been simulated for the purpose of site selection of inland 
power plants.  
  
2 METHODOLOGY  
 
2.1 Model description 
 MIKE 3 developed by DHI Water & Environment is a comprehensive software system designed for the 
simulation of three-dimensional flows and environmental processes where stratification due to the density 
variations is an important phenomenon to simulate. A model of MIKE 3 HD FM (DHI, 2009) has been applied 
for the simulation of dispersion of liquid effluent in this study. The model is based on the numerical solution of 
the three-dimensional incompressible Reynolds averaged Navier-Stokes equations, subject to the 
assumptions of Boussinesq and of hydrostatic pressure. Thus, the model consists of continuity, momentum, 
temperature, salinity, transport and density equations and is closed by a turbulent closure scheme. The free 
surface is taken into account using a sigma-coordinate transformation approach. 
 The continuity equation is written as: 
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and the two horizontal momentum equations for the x- and y- components read: 
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where t is the time, x, y and z are the Cartesian coordinates, η is the surface elevation, d is the still water 
depth, h= η + d is the local water depth, u, v and w are the velocity components in the x, y and z directions, 
respectively, f = 2ΩsinΦ is the Coriolis parameter, Ω is the angular rate of revolution and Φ is the geographic 
latitude, g is the gravitational acceleration, ρ is the density of water, ρ0 is the reference density of water, Pa is 
the atmospheric pressure, and νt is the vertical eddy viscosity. S is the magnitude of the discharge due to 
point sources and (us, vs) is the velocity by which the water is discharged into the ambient water. The 
horizontal stress terms are described using a gradient-stress relation, which is simplified to: 
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where A is the horizontal eddy viscosity. 
 The surface and bottom boundary conditions for u, v and w are:  
At z = η, 
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At z = -d, 
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where റ߬௕ ൌ ሺ߬௕௫, ߬௕௬ሻ and റ߬௦ ൌ ሺ߬௦௫, ߬௦௬ሻ are the bottom and surface wind stresses, respectively. 
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in which ௙ܿ is the drag coefficient,  ௔ is the density of air, ܿௗߩ .ሬറ௕ = (ub, vb) is the flow velocity above the bottomݑ

is the drag coefficient of air, and ݑሬറ௪ = (uw, vw) is the wind speed 10 m above the sea surface. 
 The fluid is assumed to be incompressible. Hence, the density, ρ does not depend on the pressure, but is 
only dependent on the temperature, T. 
 The transport of temperature, T, follows the general advection-dispersion equation as: 
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where ܪ෡ is a source term due to heat exchange with the atmosphere. Dv is the vertical turbulent (eddy) 
dispersion coefficient. Ts is the temperature of the source. FT is the horizontal dispersion terms defined by: 
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where Dh is the horizontal dispersion coefficient (Rodi, 1984). 
 The transport for the effluent concentration, C is given by: 
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in which ݇௣ is the linear decay rate of the effluent, ܥ௦ is the concentration of the effluent at the source, Dv is 

the vertical dispersion coefficient, and 	ܨ௖ is the horizontal diffusion term defined by: 
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where Dh is the horizontal dispersion coefficient. 
 The spatial discretization of the primitive equations is performed using a cell-centered finite volume 
method. The spatial domain is discretized into non-overlapping element/cells. In the horizontal plane an 
unstructured grid is used while in the vertical domain a structured discretization is used. For the time 
integration, a semi-implicit approach is utilized where the horizontal terms are treated explicitly and the vertical 
terms are treated implicitly. 
 The advantage of the flexible mesh is that the mesh can be designed to accurately resolve the details 
around islands, structures, intake/outfalls and land/water boundaries while the same grid apply a coarse 
resolution in areas of less interest. 
 
2.2 Modeling scenarios  
 In this study, we focus on generalized straight rectangular channel. Figure 1 shows the model domain 
and the location of the outfall. The width of the channel (B) is set to 100 m and the length of the channel is 
4500 m with the outfall located at 500 m from the upstream boundary. The constant water depth of the 
channel varies from 1.25 m to 15 m. The liquid effluent focuses on non-decaying radionuclide discharged 
intermittently along with cooling water. The excess water temperature of the cooling water is 8 ºC as 
compared to the ambient channel water. The time series of normalized effluent concentration discharged from 
the outfall with the maximum value of 1 is shown in Figure 2. The period of effluent discharge is 2.5 hours with 
about 6-day interval. 
 The liquid effluent along with cooling water is discharged from the bottom on the side, as shown in Figure 
3 for the sketch. The constant cooling water discharge from the outfall (Qo) is set to be 10 m3/s with a speed of 
1 m/s perpendicular to the bank. The current speed of the ambient flow varies from 0.1 m/s to 0.8 m/s. Table 1 
presents the modeling scenarios in this study. The ratio of the ambient flow discharge to the outfall discharge 
(γ = Qa/Qo) and the ambient Froude number (Fr = U/(gh)0.5) for each scenario are also presented in the table. 
 

 
Figure 1. Model domain with location of the outfall. 

 

 
Figure 2. Time series of normalized effluent concentration discharged from the outfall. 

 

 
Figure 3. Sketch of the outfall discharge, top view (left) and side view (right). 
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Table 1. Modeling scenarios in the study (Qo = 10m3/s). 

Scenarios 
Width 

Water 
depth 

β=B/h 
Ambient 

current speed 
γ=Qa/Qo Fr=U/(gh)0.5 

B [m] h [m] U [m/s]  
Scen-01 100 15 6.67 0.4 60 0.033 

Scen-02 100 15 6.67 0.2 30 0.016 

Scen-03 100 15 6.67 0.1 15 0.008 

Scen-04 100 10 10 0.4 40 0.040 

Scen-05 100 10 10 0.2 20 0.020 

Scen-06 100 10 10 0.1 10 0.010 

Scen-07 100 7.5 13.33 0.8 60 0.093 

Scen-08 100 7.5 13.33 0.4 30 0.047 

Scen-09 100 7.5 13.33 0.2 15 0.023 

Scen-10 100 7.5 13.33 0.1 7.5 0.012 

Scen-11 100 5 20 0.8 40 0.114 

Scen-12 100 5 20 0.4 20 0.057 

Scen-13 100 5 20 0.2 10 0.029 

Scen-14 100 5 20 0.1 5 0.014 

Scen-15 100 2.5 40 0.4 10 0.081 

Scen-16 100 2.5 40 0.2 5 0.040 

Scen-17 100 2.5 40 0.1 2.5 0.020 

Scen-18 100 1.25 80 0.2 2.5 0.057 

Scen-19 100 1.25 80 0.1 1.25 0.029 

 
2.3 Model set up  
 As described above, the model domain of the channel is 100 m wide, and 4500 m long with different 
water depth. Figure 4 shows the model grid in the whole (horizontal) domain and zoomed in local area. The 
model grid is generated in combination of triangular and quadrangular mesh with a fine resolution of 1 m 
around the outfall. Being a compromise between resolving the outfall characteristics and computation time, 10 
equidistant Sigma layers have been used for the vertical mesh in the model. The outfall is located at Layer 2 
(Layer 1 corresponds to the bottom). 
 Bed resistance is one of main calibration parameters for the model set up. In the previous studies on the 
power plants in Hunan province in China, the calibrated Manning numbers (n) varied from 0.02 s/m1/3 to 0.04 
s/m1/3 (Zeng, 1997; Chen, 2010). As the proposed site of inland power plant is located in Hunan province, a 
roughness height corresponding to the Manning number (n) of 0.032 s/m1/3 is applied in this study.  
 The Smagorinsky formulation (Smagorinsky, 1963) with a default coefficient of 0.28 has been utilized for 
the horizontal eddy viscosity. The turbulence module log-law formulation has been applied for the vertical 
eddy viscosity. The dispersion coefficients are determined by doing sensitivity tests.  
 For the boundary conditions, the specified velocities have been applied for the upstream and 
downstream boundary conditions in order to have a certain stable water level at the outfall. A simulation 
period of 25 hours is selected to ensure that the effluent concentration is down to zero in the whole domain. 
 It is noted that, as the liquid effluent is discharged accompanied with cooling water, the distribution of 
concentration is influenced by the buoyancy effect due to the temperature difference. Therefore, the effluent 
concentration and the temperature of cooling water are simulated simultaneously in the modeling (Zhang, 
2015). 
 

 
Figure 4. Model grid in the whole domain (upper) and the local area (lower). 
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3 MODEL RESULTS AND ANALYSIS  
 
3.1 Distribution of the maximum effluent concentration  
 The distributions of effluent concentration have been simulated for all the scenarios with different water 
depths and ambient current speeds. As the effluent concentration is discharged intermittently, the 
concentration in the domain changes with time. Thus, the maximum concentration during the simulation period 
at each element has been picked first, which is the basis for the data analysis in the following section. Figure 5 
shows the maximum concentration during the whole period at the surface, the intermediate layer and the 
bottom in the local area for Scen-12 with the water depth of 5 m and current speed of 0.4 m/s. The maximum 
dispersed area of the effluent occurs at the surface among the vertical layers. The comparison of the 
maximum concentration at the surface between the scenarios with different ambient current speeds is shown 
in Figure 6. The dispersed area of the effluent increases as the ambient current speed decreases. 
 Considering the specific limit on the concentration of radioactive liquid effluent (3H) on the cross-section 
(y-z) at 1 km downstream from the outfall for inland nuclear power plants in China, the concentration on this 
specific cross-section for each scenario has been extracted from the model results and analyzed. Figure 7 
and Figure 8 show the maximum concentration distributed on this cross-section with water depth of 5 m and 
15 m, respectively. Again, the dispersed area of the effluent increases as the ambient current speed 
decreases. As the water depth becomes deeper, the maximum concentration on the cross-section decreases. 
 

 
Figure 5. The maximum concentration at the surface (upper), the intermediate layer (middle) and the bottom 

(lower) for Scen-12 with h = 5 m and U = 0.4 m/s in local area. 
 

 
Figure 6. The maximum concentration at the surface in the whole domain for the scenarios with h = 5 m, U = 

0.4 m/s (upper), U = 0.2 m/s (middle), U = 0.1 m/s (lower). 
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Figure 7. The maximum concentration on the cross-section (y-z) at 1 km downstream from the outfall for 

the scenarios with h = 5 m, U = 0.4 m/s (upper), U = 0.2 m/s (middle), U = 0.1 m/s (lower). 
 

 

 

 
Figure 8. The maximum concentration on the cross-section (y-z) at 1 km downstream from the outfall for 

the scenarios with h = 15m, U = 0.4 m/s (upper), U = 0.2 m/s (middle), U = 0.1 m/s (lower). 
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3.2 Analysis of the concentration on the specific cross-section  
 We focus on the concentration on the cross-section at 1 km downstream from the outfall, due to the 
concentration limit on this specific cross-section for inland nuclear power plants in China as mentioned above. 
 The mean value of the maximum concentration during the simulation period (mean concentration for 
short, Cmean) on this specific cross-section for each scenario has been counted and shown in Figure 9. The 
maximum depth-averaged concentration (Cmax) on this cross-section has also been counted and shown in 
Figure 10 for all the scenarios. Both Cmean and Cmax increase as expected when the water depth becomes 
shallower or the ambient current speed goes down. 
 

 
Figure 9. Mean concentration on the cross-section at 1 km downstream from the outfall. 

 

 
Figure 10. Maximum depth-averaged concentration on the cross-section at 1 km downstream from the 

outfall. 
 

 Taking reference of the study on the heat dispersion of cooling water for inland power plants (Zhang et al., 
2015), it is assumed that the mean concentration (Cmean) and the maximum depth-averaged concentration 
(Cmax) on the cross-section can be expressed by a function of the ratio of width to water depth (β), the ratio of 
ambient flow discharge to outfall discharge (γ) and the ambient Froude number (Fr), and written as: 
 
 Cm=	݂ሺߛ, ,ߚ  ሻ [13]ݎܨ

 
in which Cm denotes the mean concentration (Cmean) or the maximum depth-averaged concentration (Cmax) on 
the cross-section. 
 A direct relation between the mean concentration (Cmean) on the cross-section and the ratio of ambient 
flow discharge to outfall discharge (γ) is found and shown in Figure 11. Cmean decreases gradually as the ratio 
γ goes up. Based on this relation, the mean concentration (Cmean) on the cross-section can be approximately 
estimated by the following expression: 
 
 Cmean=0.629γ-0.859 [14] 
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 According to Eq. [13], the relation among the maximum depth-averaged concentration (Cmax) on the cross-
section, the ratio of ambient flow discharge to outfall discharge (γ), the ratio of width to water depth (β) and the 
ambient Froude number (Fr) have been analyzed. A fitting curve has been found for the relation between ܥୟ 
(Cୟ ൌ C୫ୟ୶βିଶ/ଷ) and the combined parameter of ߛ௔ (ߛ௔ ൌ  ଵ/ଶ) for all the scenarios, as shown in Figureݎܨߛ
12. Based on this curve, the maximum depth-averaged concentration (Cmax) on the cross-section can be 
approximately estimated by:  
 
 Cmax=0.0228β2/3(γFr1/2)-0.389 [15] 

 
 The approximate estimations of the mean concentration (Cmean) and the maximum depth-averaged 
concentration (Cmax) on the cross-section at 1 km downstream from the outfall obtained above in Eq. [14] and 
Eq. [15] could be used as reference for site selection of inland nuclear power plant in China. 
 

 
Figure 11. Relation between Cmean and γ. 

 

 
Figure 12. Relation between Ca (Ca = Cmaxβ

-2/3) and γa (γa = γFr1/2). 
 
4 CONCLUSIONS 
 A numerical modeling using MIKE 3 HD with flexible mesh has been carried out to study the dispersion of 
liquid effluent for the purpose of the site selection of inland power plants. A series of scenarios with different 
ratios of width to water depth and various ratios of ambient flow discharge to outfall discharge in straight 
rectangular channel have been simulated. Based on the modeling results, the mean effluent concentration 
and the maximum depth-averaged concentration on the cross-section at 1 km downstream from the outfall 
have been analyzed. Approximate estimations of the mean concentration and the maximum depth-averaged 
concentration on this cross-section have been established, which could be used as a reference for site 
selection of inland nuclear power plant in China.  
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ABSTRACT  
 
More than 25 years after the dredging and reclamation projects of high mercury-contaminated sediment were 
conducted, the possibility of sludge leakage from the reclaimed area to Minamata Bay may threaten the lives 
of the marine environment and people around the bay. The inevitable problem could occur because the wall 
sheet will deteriorate as time goes by. In order to predict the condition of sediment leakage, we conduct the 
numerical simulation of sediment transport and suspended solid (SS) distributions from the reclaimed wall 
area to the bay. Delft3D software including the rectangular variable grid and 40 tidal components as boundary 
condition is imposed, also we assume a part of the wall in the north and south part collapsed and for one day 
in rainy season, the high contaminated sediments including mercury are released to the bay. The results show 
that SS distribution to the Minamata Bay is more significant when the south part of reclamation wall collapses 
than the north part. In the upper layer, when the low tide occurs, barotropic and baroclinic flow move SS to 
southwest direction entering Minamata Bay and the results of baroclinic flow show a faster current velocity 
and larger area of distribution than barotropic flow. On the other hand, at high tide, the SS can be distributed 
around the northern area. After 30 days, both barotropic and baroclinic flows finally spread and move the SS 
to Fukuro Bay, which is a small semi-enclosed bay at the head of Minamata Bay, and the sediment above 
seabed to south entering the Minamata Bay. From the result, in the upper layer, it can be assumed that 
baroclinic flow is significantly distributing SS to Minamata Bay. Meanwhile, in deeper layer, barotropic and 
baroclinic flow almost have a similar contribution in transporting the sediment from reclamation wall to the bay. 
 
Keywords: Lifetime of reclamation wall; sediment transport; suspended solid; mercury; Minamata bay. 
 
 
1 INTRODUCTION 
 The Minamata disease tragedy that occurred 60 years ago was caused by methylmercury (MeHg) 
contamination produced by the inorganic mercury disposal by a chemical factory for around 40 years 
(Minamata City, 2007). Furthermore, this problem has been resolved by dredging and reclamation projects of 
high contaminated bottom sediment around Minamata Bay. The project which conducted by Kumamoto 
prefectural government was held on 1977 to 1990. The project carried out around 1.5 million ton of high 
contaminated sediment from the bay to the coastal area. Over around 2.1 km2 bay area, which contained 
more than 25 ppm of Hg, was dredged and reclaimed into 0.58 km2 enclosed area in the coastal region 
(Balogh et al., 2015).  
 Before dredged the high contaminated bottom sediment, the projects started with the installation of 
boundary nets to prevent the mixing of contaminated and non-contaminated fish (Hirose and Yamaguchi, 
1990). The suction dredging by cutterless suction dredgers was chosen to prevent the sediment mixing and 
muddiness during the dredging work (Hirose and Yamaguchi, 1990; Yoshinaga, 1995). The sludge containing 
methylmercury accumulated in the bay on the reclamation area as thick as 4 m at the most (Kashiranui, 
2014). Meanwhile, in the inner bay, the mercury basically only occurred in an upper thin layer of bottom 
sediment. For effective dredging work, the 50 cm of bottom sediment in the bay area was dredged and 
reclaimed it into the reclamation area (Yoshinaga, 1995). Sediment discharged into the reclamation area was 
kept under water and covered with a sandproof membrane, particular volcanic ash earth and mountain soil 
(Hirose and Yamaguchi, 1990). The land is now 40 ha amenities called Eco-park with athletic fields, a rose 
garden, etc. (Kashiranui, 2014). 
 After the remediation project, the concentration of mercury in Minamata Bay was reducing significantly 
from around 2,700 ppm to 8.85 ppm (Tomiyasu et al., 2006). However, the sludge with a high amount of 
methylmercury remains underground and so does the fear of leak of the sludge as the walls are naturally 
deteriorating (Kashiranui, 2014). Moreover, the project was held around 30 years ago and it is inevitable that 
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the strength of the reclamation wall in present condition is reducing and might release sediment which was 
reclaimed to the shore. That incident may threaten the lives of the marine environment and people around the 
bay.  
 In order to predict the condition of sediment leakage, we try to simulate in case that the incident occurs 
by numerical simulation of sediment and suspended solid (SS) distribution from the reclaimed wall area to the 
bay. We assume the sediment leakage occurs when it rains. When it rains, the sediment around reclamation 
area would be released from the collapsed walls of reclamation and then the sediment that contains high Hg 
concentration can enter into the bay with the rain water. Furthermore, the possibility of leakage occurs in the 
mean of normal rainfall around the bay. 
 
2 NUMERICAL MODELING 
 The numerical simulation of this study is based on Yano et al. (2014) and Fathya et al. (2016a). All of the 
model parameters and settings are adapted from their study. Here, we used the same domain and grid 
system to simulate the effect of the damaged wall in the sediment transport and SS distribution around 
Minamata Bay.  
 
2.1 Computational domain and grid 

We consider the large area in western part of Kyushu Island include the Ariake Sea and Yatsushiro Sea 
as our domain (Figure 1) in order to minimize error due to boundary condition. The concerning area is 
Minamata Bay (red box in Figure 1), which is around 3 km2 large size. Therefore, to get precise result, the 
variable grid that had been applied in Fathya et al. (2016a) is also applied to the domain here and is divided 
into three grid sizes, first 250 m grid size as the original grid size by Yano et al. (2014), second is 125 m, and 
the finest is 62.5 m, which Minamata Bay and its surrounding are included. The variable grid system is made 
by grid module in DELFT3D software. In addition, for the vertical coordinate system, we divide it into five 
layers σ-coordinate system. 

 

 
Figure 1. Computational domain, grid system, and Minamata Bay grid. 

 
The damage walls are assumed to occur in the south and north part from the reclamation wall (green 

dots in Figure 1). The simulation is conducted in two times, first, we assumed only the south wall that 
collapses and second, the damaged wall is on the north side.  
 
2.2 Calculation method 

The 3D hydrodynamic simulation is conducted by Delft3D in the coastal area. Delft3D is hydro-based 
software, which includes the flow and sediment transport model, morphological model, ecosystem model, 
wave model, and so on. The SS distribution is simulated by flow module in Delft3D and also it is used to 
simulate sediment transport by adapting the moving wall boundary model for a tidal flat area. The horizontal 
eddy viscosity is evaluated by the sub-grid scale (SGS) model and vertical eddy viscosity is evaluated by k- 
turbulent model including buoyancy effect terms. For the erosion and deposition processes of bottom  
sediment, from Yano et al. (2014) the Ariathrai-Patheniades equation and Krone’s equation were used (Eq. [1] 
and [2]).  
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where E : erosion flux (kg/m2/s), M : erosion parameter (kg/m2/s), D: deposition flux (kg/m2/s), w : settling 
velocity (m/s), cb: suspended solid (SS) concentration in the bottom layer (kg/m3), b: bottom shear stress 
(N/m2), cr,e: critical bottom shear stress for erosion, and cr,d : critical bottom shear stress for deposition. 

 
2.3 Boundary conditions, input parameter and scenarios  

The two lines on left and below sides, the lines that connected Kabashima and Akune are set as the 
open boundary (Figure 1). Along the lines, the 40 tidal constituents are installed as tidal input. The major 
components, M2 and S2, and other components were obtained from field measurement at several tide gauge 
stations by Yano et al. (2010).  

Model parameters for erosion and deposition processes are based on the study by Yano et al. (2014). 
They used Nakagawa and Yoshida (2008) values for the parameters: i.e., w = 0.0018 m/s, M = 3.3x104 

kg/m2/s, and τcr,d = 1.0 N/m2. They considered that re-suspension of bottom sediment occurs in Minamata Bay 
where tidal current is weak normally, so they set the τcr,e at small value of 0.001 N/m2. 

Scenarios for the wall damage incident are set when rainy season around June and July. The mean 
normal rainfall around Minamata and Yatsushiro Sea is 40 mm/hour (Yano et al., 2006). In addition, the 
reclamation area of Hg sediment is around 0.58 km2, then the flow of SS is calculated as (Eq. [3]): 

 
ሺ݉ଷ݁݃ݎ݄ܽܿݏ݅݀	ܵܵ ⁄ݏ ሻ ൌ ሺ݉ଶሻܽ݁ݎܽ	݊݋݅ݐ݈ܽ݉ܽܿ݁ݎ ൈ ሺ݉݊ܽ݁݉	݈݈݂ܽ݊݅ܽݎ ⁄ݏ ሻ     [3] 

 
resulting SS discharge in leaked wall which containing Hg is around 6.47 m3/s. This value is set in the north 
and south points of damage (green dots in Figure 1). Also, we compare the conditions without riverine 
freshwater inflow (barotropic) and with freshwater inflow (baroclinic). 

The SS concentration leaked from the damaged wall is set to a high value, considering the high mercury 
concentration around 25 to 2,700 ppm, which has been dredged and reclaimed in Minamata Bay. As the wall 
collapses, the sediment in reclamation area is released to the bay for about one day and to see the effect of 
tidal, we set the time of releasing on the neap tide, spring tide, and transition times between them. 

The initial bottom sediment around reclamation wall is also set with 1 m thickness value. The horizontal 
distribution of cumulative deposition thickness of sediment can be considered as a horizontal pattern of total 
Hg in bottom sediment (Yano et al., 2014). The sediment transport and also hydrodynamic conditions of 
previous studies (Yano et al., 2010; Yano et al., 2014; Fathya et al., 2016a; Fathya et al., 2016b) have been 
validated by field observation data and resulting quite good agreement. Considering to similar simulation and 
conditions and also there is no sufficient data for validating the result of present study, here, we attempt to 
describe how the SS and sediment transport pattern if the reclamation wall collapses and releasing high 
concentration Hg to the Minamata Bay. 

 
3 RESULTS 
 
3.1 Result of suspended solid distribution 
  
3.1.1 South wall damage 

Figure 2 shows the results of suspended solid (SS) distribution in the surface layer without freshwater 
input (barotropic condition) when the south wall of reclamation collapses and when the low tide occurs. The 
SS is released to the bay in four times: at neap tide, the transition time from neap to spring tide, spring tide, 
and at spring to the neap tide. The red color is indicating the high concentration of SS that contained Hg and 
has concentration around 0.01 kg/m3 or equivalent to 10 ppm. This value is set in order to make the area of 
SS distribution more visible. Meanwhile, the blue color indicates the low concentration of SS. It can be seen 
that at low tide, the SS is moving toward southwest entering Minamata Bay and at spring tide (Figure 2c), the 
transport is slightly farther than at neap tide (Figure 2a). Meanwhile, at transition times, the transport is in 
between the neap and spring tide cases. These differences can be caused by the differences of current 
velocity, which is high at spring tide and low at neap tide. 
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Figure 2. SS distribution by the damage of south reclamation wall without freshwater inflow in surface layer at 

low tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

 
Figure 3. SS distribution by the damage of south reclamation wall without freshwater inflow in surface layer at 

high tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

Meanwhile, at high tide (Figure 3), the transports of SS are quite similar in each time. The SS also moves 
to Minamata Bay, but it is not as far as low tide occur (Figure 2). There is also no significant difference among 
the spring, neap, and transition tide. The tidal current at high tide that moves SS to the shore is not as fast as 
at low tide moves SS entering the bay. 

In the case with riverine freshwater inflow (baroclinic), the SS distribution results are shown in Figures 4 
and 5. Different from the barotropic case, here, the SS transports are seen significant where the red color is 
spreading almost in the entire area of the bay. From these results, the baroclinic flow can be expected to be 
more significant for transporting the SS than barotropic flow. The freshwater inflow has an important role of 
hydrodynamic conditions around the bay. Although not so significant, the difference also can be seen at low 
tide in spring tide (Figure 4c) and the area of SS spreading from the damaged wall to Minamata Bay is larger 
than in the neap tide (Figure 4a).  
 

 
Figure 4. SS distribution by the damage of south reclamation wall with freshwater inflow in surface layer at 

low tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
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Figure 5. SS distribution by the damage of south reclamation wall with freshwater inflow in surface layer at 

high tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

At high tide (Figure 5), the areas of distribution in the neap and spring tide are quite similar, and it can 
be seen that the SS moves toward northeast entering the bay, in opposite direction when low tide occurs. This 
result also indicates that the baroclinic flow is possible to make the magnitude of current in the neap and 
spring tide quite similar and different with the barotropic flow, because of the effect of freshwater inflow and 
stratification around the bay. 
 
3.1.2 North wall damage 

Figure 6 shows the SS distributions in the surface layer when the north part of the reclamation wall 
collapses in barotropic condition and when the low tide occurs. Meanwhile, Figure 7 shows the result of high 
tide condition. Here, the transport of SS at the neap, spring, and transitions times also do not show 
significance difference. However, the transport at spring tide (Figure 6c) is slightly larger than at neap tide 
(Figure 6a). Likewise the low tide condition, the high tide condition (Figure 7) also shows a similar pattern of 
transport, but here, the northern transport is more visible than at low tide.  

 

 
Figure 6. SS distribution by the damage of north reclamation wall without freshwater inflow in surface layer at 

low tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

The damage of north part on reclamation wall could move the SS around the reclamation area and Koiji 
Island, the small island in front of it. Area of distribution is also smaller than the case that the south part of 
reclamation wall collapses because the island can block the spreading of SS to Minamata Bay. Here, we can 
see that on the north side of Minamata Bay, the SS transports at high tide (Figure 7) is farther than that at low 
tide (Figure 6) due to the position of wall damage. 
 The influence of freshwater inflow is shown in Figures 8 and 9 below. Similar to the previous case, we 
can also see that the baroclinic flow gives a significance difference to the SS distribution around the bay. At 
low tide (Figure 8), the SS moves towards the bay. While at high tide (Figure 9) it is seen moving to the shore 
and north part from the bay. The distribution of SS in north wall damage seems less spread than the case of 
south wall collapse as we can see that the red zone with higher SS is not as much as the case of the south 
wall damage. 
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Figure 7. SS distribution by the damage of north reclamation wall without freshwater inflow in surface layer at 

high tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

 
Figure 8. SS distribution by the damage of north reclamation wall with freshwater inflow in surface layer at low 

tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 

 
Figure 9. SS distribution by the damage of north reclamation wall with freshwater inflow in surface layer at 

high tide on a) the neap tide, b) the neap to spring tide, c) the spring tide, d) the spring to neap tide. 
 
3.1.3 Suspended solid transport after 30 days 

After 30 days, the SS movement in each condition (on the surface and at the bottom layer) is shown in 
Figure 10 and Figure 11 below, respectively. Figure 10a and 10b show the SS transport when the south part 
of reclamation wall collapses and Figure 10c and 10d when north wall collapse in barotropic condition. 
Meanwhile, Figure 11a and 11b as well as Figure 11c and 11d show results in baroclinic condition when south 
wall and north wall collapse, respectively. After 30 days, the SS concentration around the bay is reducing and 
the plots here show that the highest concentration (red color) is around 1 x 10-3kg/m3 or equivalent to 1 ppm of 
SS concentration.  

The results of SS transport in the surface (Figure 10a and 10c) and bottom (Figure 10b and 10d) on 
barotropic condition show quite a similar pattern where the SS mostly transported to Fukuro Bay, a small 
semi-enclosed bay in Minamata Bay. It is expected to be in the same pattern because the barotropic condition 
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did not calculate the stratification effect and resulting in a similar pattern and direction of SS transport. The 
position of the damaged wall also gives different results, which the SS released from south wall damage 
(Figure 10a and 10b) has a much higher concentration of SS than the one from north wall damage (Figure 10c 
and 10d). As explained above, the south wall damage is more exposed to the bay than the north wall damage, 
which is blocked by Koiji Island. That can be the cause of the higher concentration of SS in Fukuro Bay when 
south wall collapse than when the north wall collapse. 
 Meanwhile, the results of the baroclinic case (Figure 11) show that the SS concentration after 30 days 
almost washed away from the bay. Only a small amount of SS concentration is also found in Fukuro Bay. On 
the surface layer (Figure 11a and 11c), the SS has been removed from Minamata Bay whereas at the bottom 
layer (Figure 11b and 11d), a small amount of SS seem still been concentrated in Fukuro Bay. This result 
indicates that the baroclinic flow in the surface layer is faster than in bottom layer. 
 

 
Figure 10. SS distribution after 30 days without freshwater inflow by the damage of south reclamation wall in 

a) Surface and b) Bottom layer and the damage of north reclamation in c) Surface and d) Bottom layer. 
 

 
Figure 11. SS distribution after 30 days with freshwater inflow by the damage of south reclamation wall in a) 

Surface and b) Bottom layer and the damage of north reclamation in c) Surface and d) Bottom layer. 
 
3.2 Result of sediment transport 

The cumulative of erosion and deposition of sediment around reclamation wall after two months are 
shown in Figure 12 below. Red color indicates deposition and blue color indicates erosion. Figure 12a shows 
the sediment transport result in barotropic condition and Figure 12b in baroclinic condition. Both barotropic 
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and baroclinic flows make a similar pattern of sediment transport where the sediments tend to move to south 
entering Minamata Bay. The currents above seabed in barotropic and baroclinic conditions around the 
reclamation wall are not really high as mention by Fathya et al. (2016b) due to the shallow depth and narrow 
area between the reclamation wall and Koiji Island. Also, because the amount of initial sediment is relatively 
small, the sediment pattern results can be seen below. 
 

 
Figure 12. Cumulative erosion and deposition of sediment around reclamation wall in Minamata Bay after 2 

months a). Without freshwater inflow and b). With freshwater inflow. 
 
 On the other hand, the SS concentrations at bottom sediment after two months are shown in Figure 13 
below. Different from sediment transport, the SS transport between barotropic and baroclinic conditions are 
not similar. It can be seen that the barotropic flow moves SS tend to south enter Minamata Bay (Figure 13a) 
whereas the baroclinic flow moves SS to the north (Figure 13b). The directions of transport here are quite 
similar to the result of Yano et al. (2014), which showed southern transport by the barotropic flow and northern 
transport by the baroclinic flow. 
 

 
Figure 13. Suspended solid distribution in sediment around reclamation wall in Minamata Bay after 2 months 

a). Without freshwater inflow and b). With freshwater inflow. 
 
4 CONCLUSIONS  
 The results of numerical simulation of SS and sediment transport by the leaked sediment in Minamata 
Bay reclamation area can differ in several conditions as follow: 

1. In the upper layer, the barotropic flow moves SS to southwest direction entering Minamata Bay as 
well as the baroclinic flow but with faster current speed and resulting larger area of distribution than 
by barotropic flow. In the bottom layer, the barotropic flow gives a similar pattern of distribution. 

a) b) 
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Meanwhile, the baroclinic flow here is reducing and only moves SS to the area around the 
reclamation wall; 

2. The SS distribution is more significant when the south part of reclamation wall collapses than the 
north part; 

3. The distribution also depends on the tide. When the high tide occurs, a higher concentration can be 
distributed around the northern area. On the other hand, at low tide, it moves south-westward; 

4. After 30 days, both barotropic and baroclinic flows finally spread and move the SS to Fukuro Bay, 
which is a small semi-enclosed bay in Minamata Bay and the sediment above seabed to south 
entering Minamata Bay. 

From the results, in the upper layer, it can be assumed that baroclinic flow is significantly distributing SS 
to Minamata Bay whereas in deeper layer barotropic and baroclinic flows almost have a similar contribution in 
transporting the sediment from reclamation wall to Minamata Bay. Also, it can be expected that the SS 
transport is intense in baroclinic condition. It spreads to the whole area of Minamata Bay. Although after 
around two months the SS concentration is reducing, it can be expected that there is still a small amount of 
SS in Fukuro Bay.  
 The damage of reclamation wall in Minamata Bay could lead a big disaster for the marine organism and 
human living in surrounding area. By simulating the SS and sediment transport when the incident occurs, the 
distribution of high Hg-contaminated sediment can be estimated for a solution to prevent environmental 
damage and see how far the leaked mercury spreads.  
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ABSTRACT 
 
Nutrient-sensitive river basins require special attention with respect to monitoring and controlling point source 
and diffused source discharges. Water quality models that simulate spatial and temporal changes in surface 
water quality are important tools in the management of river basin. Particularly, the prediction of diffuse source 
pollution is an important phase in surface water quality modeling studies. The objective of this study is to 
predict the spatial and temporal distribution of diffuse source pollution loads for a nutrient-sensitive river basin 
in north-western Turkey using the GIS-based version of the SWAT model. The results of this study are 
subsequently used as input data in a related study that involves the development of a surface water quality 
model for the Mudurnu river. The study area is significant since the Mudurnu river is one of 663 water bodies 
in the country that are classified as nutrient-sensitive. Primary input data for the SWAT model comprise of 
land cover data, digital elevation, soil texture map and meteorological records. Average monthly flow rates of 
surface runoff, lateral subsurface flow, seepage from groundwater, evapotranspiration and deep aquifer 
recharge are calculated for all sub-basins. The model is calibrated with an automated procedure against 
measured monthly discharge data. Nutrient loads for each sub-basin are estimated considering basin-wide 
data on chemical fertilizer and manure usage, population data for septic tank effluents and information about 
land cover. Diffuse source contaminant loads predicted for each sub-basin indicate that the total annual 
nitrogen load ranges from 4.6 to 32.78 kg/ha/yr, averaging 15.2 kg/ha per year. Total annual phosphorus load 
varies between 0.27 – 7.23 kg/ha/yr with an average annual basin load of 2.8 kg/ha. It is concluded that the 
results from this study are comparable to values published for similar nutrient-sensitive basins and can be 
directly utilized in related surface water quality modeling studies. 

 
Keywords: Simulation; river water quality; SWAT model; nutrients; calibration.  

 
 

1 INTRODUCTION  
 Nutrient-sensitive river basins require special attention with respect to monitoring and controlling point 
source and diffused source discharges. It is also crucial for these basins to set attainable water quality targets 
for sustainability of the river’s ecosystem. Water quality models that simulate spatial and temporal changes in 
surface water quality are important tools in the management of river basin. Particularly, the prediction of 
diffuse source pollution is an important phase in surface water quality modeling studies. The SWAT model 
(Arnold et al., 2012) is widely used to simulate river discharge and nutrient loads from river basins of various 
sizes (e.g. Gassman et al., 2006; Tripathi et al., 2004).  
 The objective of this study is to predict the spatial and temporal distribution of diffuse source pollution 
loads for a nutrient-sensitive river basin in north-western Turkey using the GIS-based version of the SWAT 
model. This study is a component of a water quality modeling study (Tubitak-MAM, 2016) that involves 
prediction of the overall water quality status of the Mudurnu river and prediction of nutrient concentrations and 
biological quality indicators based on pollutant reduction scenarios. The purpose is to obtain contaminant 
loads originating from various diffuse contaminant sources in the basin that are subsequently used as input 
data in a related study that involves the development of a surface water quality model for the Mudurnu river.  
 
2 SITE DESCRIPTION 
 The Mudurnu river basin is located in the Marmara Region of Turkey and has a drainage area of 2380 
km2. The mean annual precipitation in the basin is recorded as 836 mm and the mean minimum and 
maximum temperatures on long-term record are 6.4 °C and 17.8 °C, respectively. The river has a length of 
130 km and drains water primarily from agricultural lands and forests (Figure 1). Agricultural lands and forests 
cover 50.1% and 42.8 % of the total river basin area, respectively. Soil texture in the basin comprises of 
luvisols, calcaric fluvisols, calcic cambisols and orthic acrisols. The site is also characterized by land slope, 
which is an important factor in the generation of surface runoff, therefore important in the occurrence of diffuse 
source pollution. The basin features mostly land slopes greater than 10%, except for the downstream of the 
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basin, where slopes less than 1% are observed. The study area is significant since the Mudurnu river is one of 
663 water bodies in the country that are classified as nutrient-sensitive (Tubitak-MAM, 2016). As for diffuse 
pollution loads, it is estimated that about 43,000 people are living in residential areas that have no sewerage 
system and therefore are connected to septic tanks for wastewater disposal. Agriculture is important for the 
population living in the Mudurnu river basin. The total area reserved for agriculture is 5622 ha. Chemical 
fertilizer use is estimated as 13561 t per year. Manure originating from livestock is also used as fertilizer. 
Manure production rate are approximated using livestock animal numbers; based on official records the 
number of cows and cattle is about 29200 and sheep and goats 10500. Furthermore, there are two dumpsites 
within the boundaries of the basin that are estimated to have a minor contribution to the overall diffuse 
pollution load. 
 

 
Figure 1. Landuse distribution in the Mudurnu river basin. 

 
3 MODEL APPLICATION 

SWAT, an abbreviation for soil and water assessment tool,  is a semi-distributed, process-based 
hydrologic and water quality model (Arnold et al., 2012) developed by the U.S. Department of Agriculture 
(USDA). Major model components in SWAT include hydrology, weather, sedimentation, soil temperature, crop 
growth, nutrients, pesticides, and agricultural management. This model is widely used for river basin scale 
studies dealing with water management. ArcGIS compatible ArcSWAT (version 2012.10.8) is used for this 
study, which is basically an interface to the SWAT model (version 2015). 

Primary input data for the SWAT model comprise of CORINE land cover data, digital elevation map, soil 
texture map and meteorological records. Additionally, locations and number of septic tanks, locations of dump 
sites and information about fertilizer consumption and manure production are required for data input. The 
number of septic tanks is approximated using the population count that is not connected to the sewer system. 
Consequently, center points of residential areas not connected to the sewerage system were assumed as 
representative locations for septic tanks. Using the information about fertilizer consumption, it is estimated that 
on an elemental basis 646.2 kg/ha of nitrogen and 92.5 kg/ha of phosphorus is applied annually. Manure 
production is calculated from livestock animal numbers. Production unit rates per livestock animal are 
assumed as 0.3 kg N/t animal per day and 0.1 kg P/t animal per day for cattle and cows; 0.42 kg N/t animal 
per day and 0.06 kg P/t animal per day for sheep and goats. These unit rates were based on a study by Tanik 
et al. (2013). Eventually, elemental nutrient input originating from manure application is determined as 297.3 
kg N/ha and 96.6 kg P/ha per year. 

For diffuse pollution modeling purposes, the basin is divided into 34 sub-basins and 243 hydrologic 
response units (HRUs). Sub-basins are derived from 30-m resolution ASTER digital elevation map. 
Furthermore, a HRU is established based on land use, soil class and land slope and unique combinations of 
these properties constitute a single HRU, therefore properties are assumed homogeneous within a HRU. The 
meteorological variables required by SWAT are precipitation, solar radiation, relative humidity and wind speed 
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on a daily basis, also minimum and maximum daily temperatures. Missing records are filled in using the 
internal SWAT weather generator, which utilizes long-term statistical data pertaining to the relevant 
meteorological station. Runoff flow rates are simulated using the Soil Conservation Service’s Curve Number 
Method (Mockus, 1969). Potential evapotranspiration (PET) for each HRU is estimated using the Penman-
Monteith method and then adjusted into actual evapotranspiration using antecedent and current soil water 
conditions.  

As a first step of the modeling process, average monthly flow rates of surface runoff, lateral subsurface 
flow, seepage from groundwater, evapotranspiration and deep aquifer recharge are calculated for all sub-
basins. SWAT evaluated these hydrologic components to finally compute discharge rates for all reaches of the 
river. These discharge rates are numerically assigned to outlet points that are located downstream of each 
sub defined sub-basin. The most downstream outlet point represents the outlet point for the entire river basin. 
Here the Mudurnu river merges with the Sakarya river, a major river in northwestern Turkey. Simulated 
discharge values at the basin outlet are compared to measured monthly discharge data to evaluate 
performance of the model. The SUFI-2 algorithm in the SWAT-CUP software (Abbaspour, 2011) is used for 
sensitivity analysis and model calibration. Model parameters adjusted during the calibration were curve 
number (CN2), groundwater revap coefficient (GW_REVAP), threshold depth of water in the shallow aquifer 
required from return flow to occur (GWQMN) and available water capacity of the soil (SOL_AWC). Several 
statistics, including the coefficient of determination (R2), root mean square error (RMSE) and Nash-Sutcliffe 
(NS) efficiency are used to facilitate the calibration process and evaluate the accuracy of model flow 
predictions. In the second step of the modeling process, the flow-calibrated model is run to simulate diffuse 
source nitrogen and phosphorus loads originating from the sub-basins. The simulation time is defined for a 5-
year period (1.1.2012 – 31.12.2016) with a warm-up period of 3 years. The calibration period spans from May 
2015 to April 2016. 
 
4 RESULTS 
 
4.1 Simulation of River Discharge 

The model is calibrated with an automated calibration procedure against measured monthly river 
discharge data. Comparing modeled discharge rates at the outlet of the river basin (Figure 2) with measured 
values yield a satisfactory calibration performance with R2 at 0.72, RMSE at 13.7 m3/s and a NS coefficient of 
0.72. The mean simulated and measured discharge rate for the calibration period is 31.94 m3/s and 31.05 
m3/s, respectively. It is important to note that discharge rates from all point sources in the basin are added to 
the simulated river flow rate assuming that point source discharge are constant for the entire year.  
 

 
Figure 2. Comparison of simulated river discharge against measured data. 

 
4.2 Simulation of Nutrient Loads 

Diffuse source nutrient loads to the river are predicted for each sub-basin with the SWAT model. Model 
results for nitrogen loads are broken down as nitrate (surface runoff, lateral subsurface flow and groundwater 
components) and organic nitrogen. Phosphorus loads are reported as soluble mineral form, organic 
phosphorus and mineral phosphorus sorbed to sediment particles. Results are reported in this study as sums, 
i.e. total nitrogen and total phosphorus and only for the calibration period of May 2015 – April 2016. Spatial 
distribution of total nitrogen loads is shown in Figure 3. As can be seen, results indicate that the total annual 
nitrogen load ranges from 4.61 to 32.78 kg/ha/yr, averaging 15.2 kg/ha per year. The distribution of loads is 
very heterogeneous and appear to be correlated with the relative area of land use class reserved for 
agriculture. The dominant components of the total nitrogen load are nitrate coming from groundwater and 
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organic nitrogen flowing to the river via surface runoff. Mineral nitrogen in surface runoff is relatively 
insignificant. 
 

 
Figure 3. Total nitrogen annual unit loads predicted by the SWAT model. 

 
Model results for phosphorus is given in Figure 4. Total annual phosphorus load varies between 0.27 – 

7.23 kg/ha/yr with an average annual basin load of 2.84 kg/ha. The highest load is expected to occur in sub-
basin 21, an area dominated by agricultural activities. Total nitrogen loads are also highest in this sub-basin. 
The most significant component of the total phosphorus load is mineral phosphorus sorbed to sediment 
particles. Therefore, erosion appears to be a controlling factor of diffuse source phosphorus inputs to the river.  
 

 
Figure 4. Total phosphorus annual unit loads predicted by the SWAT model. 

 
5 CONCLUSIONS 

Probably the most important input data for a surface water quality models are pollutant loads from point 
and diffuse sources. Diffuse source nutrient loadings are estimated for the Mudurnu river basin using the well-
known SWAT model are presented in this paper. Model results are invaluable since they can be used as 
inputs for subsequent pollutant transport models, land use impact studies, water and land management 
scenario studies and also climate change impact studies. It is evident that the results from this study are 
comparable to values published for similar nutrient-sensitive basins and therefore can be directly utilized in 
related surface water quality modeling studies. However, to improve accuracy of predictions, SWAT model 
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parameters must be also calibrated against water quality data measured at several outlet points throughout 
the river basin. This process can become complicated if major point nutrient sources are present in the basin. 
In such a case, the model parameters that are related to pollutant transport in the river reach must also be 
included in the calibration process, which eventually leads to a multi-parameterized optimization problem. 
Nevertheless, the study has shown that river discharge can be simulated with good agreement with measured 
data and that reasonable values for nutrient loads can be obtained.  
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ABSTRACT  
 
Due to climate change, multi-purpose weirs are built across the rivers in South Korea to resolve drought 
problems. As for change of flow condition by these hydraulic structures, weir operation strategies have been 
considered as crucial part to control harmful algal bloom (HAB). HAB impairs ecological values in river 
ecosystems as this green-colored biomass of cyanobacteria involves toxicity and bad odor. This study is 
aimed at investigating effective approaches of pulse discharge from weirs to restrain HAB, using a 2D finite 
element model (FEM). In this study, the depth-averaged advection-dispersion-reaction model (ADRM) is used 
to analyze the transport and growth characteristics of cyanobacteria in the shallow water flow. Furthermore, 
the spatial-temporal measurements in the Nakdong River, South Korea are used to derive a water 
temperature function to calculate the growth rate of cyanobacteria and calibrate the model. As a result of the 
model calibration, simulation results showed a good agreement with the spatial measurements as showing 
average MAPE less than 13 %. Using the calibrated model, several weir operation scenarios with the pulse 
discharge from Gangjeong weir located at the upstream of the study area are simulated, varying duration time, 
frequency and total volume of the discharge. According to the simulation results, the reduction rate is not 
proportional to the frequency and duration time but increasing with the optimal combination of the both 
variables as ranging from 3.82 to 4.45 % in the reduction rate at a fixed amount of the flushing water. 

  
Keywords: Harmful algal bloom (HAB); pulse discharge; depth-averaged advection-dispersion-reaction model 

(ADRM); water temperature function; Nakdong River.  
 
 
1 INTRODUCTION  

High biomass of cyanobacteria is well known as a harmful algal bloom (HAB) that causes water quality 
deterioration with bad odor and toxicity such as microcystin and anatoxin, filter clogging in water intake 
facilities, and even kill aquatic animals by hypoxia (Paerl and Huisman, 2009). The HAB is a result of 
eutrophication triggered by urban and agricultural runoff which involves excessive nutrient loadings. In 
streams, cyanobacteria propagate by uptake of nutrients such as phosphorus (P) and nitrogen (N), satisfying 
certain environmental conditions, especially optimal water temperature, light intensity, and stable water 
condition by low velocity. Thus, cyanobacteria have commonly considered as a biological indicator to assess 
symptoms of eutrophic level in the aquatic systems. The Nakdong River in South Korea was selected as a 
study river since it is one of serious eutrophic rivers because of effluent with high concentration of P and N, 
which is introduced from its tributaries where many wastewater treatment plants (WWTPs) and sewage 
treatment plants (STPs) are located. Due to climate change, this eutrophic river has suffered aberrant drought 
events in the last decade. Therefore, several multi-purpose weirs were constructed to treat the recent water 
shortage problem. However, this artificial flow control by the weirs has impeded the natural river flow, hereby 
accelerating HAB during summer by increasing the water retention time (Kim et al., 2007). In this study, 
proper weir operation strategies with variation of duration time, frequency and total volume of pulse discharge 
from the weir were investigated to effectively diminish HAB, using a 2D numerical model. 

The objectives of the present study include the following: 
(a) Collection of spatial and temporal distribution of cyanobacteria through a portable sensor and in-situ 

water quality monitoring systems. 
(b) Derivation of a water temperature function to compute growth rate of the cyanobacteria, using the 

temporal measurement data.  
(c) Application of empirical functions to the numerical model, and calibration of model parameters, using 

the spatial measurement data. 
(d) Investigation of effect of change in the weir operation variables (duration time, frequency and total 

volume of the pulse discharge) on the magnitude of HAB, using the calibrated model. 
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2 FIELD STUDY  
 
2.1 Study area 

The Nakdong River has served as an essential water supply source in the south eastern area of South 
Korea with a drainage area of about 23,817 km2 and length of 525 km to provide drinking water for 13 million 
of local households. However, many WWTPs and STPs are located along the main channel and its tributaries, 
and effluent discharge from these facilities have led to increase in eutrophic level of the Nakdong River. 
Especially, the water quality of a study area defined as about 17.2 km long section between Gangjeong weir 
and Dalseong weir, as shown in Figure 1, was significantly vulnerable to high nutrient loading with heated or 
cooling water from the Kumho River, which is the largest tributary of the Nakdong River and involves huge 
industrial runoff from Seongseo industrial complex.    

 

 
Figure 1. Study area (green circles and red-shaded areas for temporal and spatial data, respectively). 

 
2.2 Data collection 

To collect temporal water quality variables, measurements of 5-minute interval were conducted at three 
different locations, ST-1, ST-2 and ST-3 (Figure 1), implementing in-situ water quality monitoring systems 
featured with YSI 6600 V2 sonde and solar-powered data logger, as shown in Figure 2. This multi-parametric 
water quality sonde is used to measure water temperature (WT), dissolved oxygen (DO), pH, electric 
conductivity (EC), turbidity (Turb) and chlorophyll-a (Chl-a) and cell count of cyanobacteria (BGA) during April 
to June, 2016. Furthermore, spatial distribution of cyanobacteria was scanned by a portable sensor, bbe 
AlgaeTorch 10 in October 10, 2016. Before the confluence zone with the Kumho River and Jincheon Creek, 
the four-point measurements and two-point measurements for each cross-section in the Nakdong River and 
Kumho River, respectively were achieved. The five-point measurements were conducted at further cross-
sections in the main channel up to 8.7 km downstream of Gangjeong weir, as shown in Figure 2. 

 
 

 
(a) Monitoring station, ST-3 

 

 

 
(b) YSI 6600 V2 sonde 

 

 

(c) bbe AlgaeTorch 10 

Figure 2. In-situ water quality monitoring system. 
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2.3 Results of measurements 

All the temporally measured values by the in-situ water quality monitoring systems were converted to 
daily-averaged values for noise data reduction, and simple statistics of measurements are summarized in 
Table 1. In this study, BGA was used as an indicator of cyanobacteria because Chl-a can represents cells of 
diatom or chlorophyta rather than those of cyanobacteria.  

 
Table 1. Statistics of water quality variables measured at monitoring stations. 

Variables 
ST-1 (n = 25) ST-2 (n =56) ST-3 (n = 72)

Std. dev. Mean Std. dev. Mean Std. dev. Mean
WT (˚C) 1.16 25.09 2.48 23.06 4.17 20.55 

DO (mg/l) 1.57 5.54 1.76 8.00 1.95 10.44 
pH 1.22 6.30 0.37 7.49 0.46 8.13 

EC (μS/cm) 36.36 441.57 50.29 411.04 103.89 424.41 
Turb (NTU) - - 2.43 0.59 19.82 7.67 

Chl-a (mg/m3) - - 5.78 9.87 7.87 12.61 
BGA (cells/ml) 1182 3876 1641 3129 2855 4588 

 
In the study site, the distribution of water temperature was not spatially homogeneous due to discharge 

from WWTPs located along the Kumho River and Jincheon Creek. Therefore, derivation of a proper water 
temperature function was indispensable to increase the model accuracy. During the monitoring period, 
predominant species of cyanobacteria was Microcystis and Aphaiozomenon. Imamura (1981) experimentally 
exhibited that growth rate of these groups had exponential relationship with water temperature (Imamura, 
1981), thereby generally adopting Eppley equation to calculate the growth rate of cyanobacteria (Chapra, 
2008).  

 
                                                                         ( ) refT Tf T                                                                      [1] 

 
where ( )f T  is water temperature limiting function; θ is water temperature coefficient; T  is water temperature; 

and refT  is reference water temperature. According to the measurements in this study, Eppley equation 
showed high discrepancy with the measured BGA as r = 0.43. Therefore, the modified optimal water 
temperature equation was proposed in this study, and it showed better performance as well illustrating the 
sharp growth of cyanobacteria from 23 ˚C to further increase, compared to the former equation, as shown in 
Figure 3.  

 
                                                    

2( ) exp ( )optf T T T b                                           [2] 

 
where γ  is shape parameter of the curve; optT is optimal water temperature; and b  is intercept. These 

parameters were tuned as γ  = 0.04, optT  = 31 ˚C, and b  = 0.15 with r = 0.49. 

 

 
Figure 3. Empirical function to calculate growth rate with water temperature. 
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For the spatial measurements, BGA was collected at total 192 points with 85 points at 17 cross-sections 
after the confluence zone, as shown in Figure 4. The measurements were accomplished, assuming the steady 
state condition for velocity and concentration field. According to the measurement results, high concentrations 
of BGA were observed at river banks adjacent to ST-2 due to not only the transverse mixing effect of high 
concentration of nutrient from the Kumho River on water quality of the Nakdong River around this area but 
also penetration of high light intensity into shallow water zones occurred around the river banks. The latter 
phenomena created a favorable condition for increasing the growth rate of cyanobacteria by photosynthesis. 

 

 
Figure 4. Spatial distribution of BGA (no. of sections ordered from Sec. 1 to 17 by boat track). 

 
3 NUMERICAL MODELS  

 
3.1 Hydrodynamic model 

Open-channel flows are commonly considered as a shallow water problem, neglecting the effect of 
vertical motions. In this study, a shallow water flow model, Hydro Dynamic Model-2D (HDM-2D) was used to 
obtain hydraulic properties such as 2D velocity field and water depth for solving hydraulic behavior of 
cyanobacteria. This finite element model (FEM) adopted a combination of structured and unstructured grids in 
order to efficiently describe complex geometry of the real river systems. Governing equations of HDM-2D 
consist of continuity equation and momentum equation also known as a shallow water equation express as 
(Seo and Song, 2010): 
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where t = time; u = 1 2( , )u u  is depth-averaged velocity vector in x -, y -directions respectively; u = 

gravitational acceleration; H = bottom elevation; h  = water depth;  = kinematic viscosity; n = Manning’s 

roughness coefficient; and u = Euclid norm of velocity.  

 
3.2 Pollutant transport model 

As most rivers in real systems have channel width and length much larger than water depth, it satisfies 
that vertical mixing is rapidly completed ahead of transverse and longitudinal mixing. Therefore, a depth-
averaged advection-dispersion-reaction model (ADRM), Contaminant Transport Model-2D (CTM-2D) was 
used to analyze transport of cyanobacteria, simultaneously considering its reaction processes in streams. 
Governing equation of CTM-2D can be written as (Lee and Seo, 2007): 
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where C = depth-averaged concentration; D = tensor of dispersion coefficients; and ( , )C tR  = reaction term 

for a non-conservative pollutant. 
 

3.3 Water temperature model 
The study area involved inputs of cold or warm water from the tributaries. As a consequence, the 

distribution of water temperature was spatially not homogeneous. Assuming the heat pollutants as a non-
conservative material, its reaction in the water body can be related to the exchange of heat with the 
atmosphere as the internal energy conservation analogous to the mass conservation. Therefore, the internal-
energy equation can be expressed as a conservation of water temperature equation. In this study, the change 
of water temperature due to atmospheric exchange was assumed to be a proportional relationship with the 
temperature difference between the water surface and an equilibrium temperature as (Edinger et al., 1974):  

 

                                                      
( )

( , )



 H e

p

K T T
R T t h

c h
                                                 [6] 

 
where HK  is heat exchange coefficient; eT  is heat equilibrium temperature;   is density of water; I = light 

intensity; and pc  is specific heat of water. eT  can be given as follow: 

 

                                                             e d
H

I
T T

K
                                                      [7] 

 

where dT  is dew point temperature. 

 
3.4 Cyanobacteria growth model 

The growth characteristics of cyanobacteria are based on a photosynthetic process with uptake of 
nutrients, depending on water temperature and solar radiation. Thus, the cyanobacteria growth model 
described as a reaction term consisted of three limiting functions: nutrient function, light intensity function, and 
water temperature function which was derived from the temporal measurements in this study. The reaction 
term to calculate the growth rate, including decay and settling effects can be written as (Thomann and Muller, 
1987): 

 

                            20( , ) ( , ) ( ) ( )
         

 
cyano max diatomR TC t f P N f I f T k C

h
                       [8] 

 
where cyanoC = depth-averaged concentration of diatom; max = maximum growth rate; ( , )f P N  = nutrient 

weighting function; ( )f I  = light intensity weighting function; ( )f T  = water temperature weighting function; k  = 

respiration, death and excretion rate; and   = settling velocity. 
The nutrient function for the cyanobacterial growth is generally expressed as a Monod equation. In this 

study, the equation was combined with Liebig’s law of minimum for the multiple nutrients as expressed below: 
 

                                           ( , ) ,
 

  
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P N

P N
f P N

P K N K
                                         [9] 

 
where P = depth-averaged concentration of phosphate; PK = half saturation constant of phosphate; N = 

depth-averaged concentration of nitrate; and NK = half saturation constant of nitrate. 

The intensity of solar radiation is attenuated as it penetrates into the water column, depending on water 
transparency. Additionally, cyanobacteria cell can be destructed if the light intensity exceeds the saturating 
value. Combination of those processes with Steele’s light function can be described as:   
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where ek = light attenuation rate; and sI  = saturating light intensity. 
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3.5 Model calibration 
As a result of the model calibration with comparison between the simulated values and measured value 

at Sec. 1, 6, 11 and 17, the model combined with the water temperature function retrieved from the temporal 
measurement data showed the fairly good accuracy with the average MAPE less than 13 %. The model 
modified with the water temperature function and light intensity function, perfectly illustrated the particular 
transverse distribution of cyanobacteria, which showed high concentration skewed to the river banks, where 
relatively higher growth rate was calculated by higher water temperature, available light intensity, and long 
water retention time compared to that calculated around the main flow zones due to the stronger light 
attenuation with higher water depth, and short water retention time, as shown in Figure 5.  

 
 

(a) Sec. 1 (MAPE = 15.6 %) 

 

(b) Sec. 6 (MAPE = 19.4 %) 
 

(c) Sec. 11 (MAPE = 9.4 %) 

 

(d) Sec. 17 (MAPE = 6.5 %) 

Figure 5. Results of model calibration (y = distance from left bank and W = channel width). 
 
4 WEIR OPERATION SCENARIOS  

Using the calibrated model, weir operation scenarios with the pulse discharge were simulated, controlling 
discharge as the upstream boundary at Ganjeong weir in the study area. The simulations were performed for 
48 hours with the scenarios following as the case PD 1 to PD 4 with variation of duration time, frequency and 
total volume of the pulse discharge, as described in Figure 6. The total volume of the discharge were set as a 
constant value (V = 1.73 x 107 m3) except for the case PD4 (V = 0.86 x 107 m3). For the normal operation, the 
discharge from the weir was 200 m3/s while it increased to 400 m3/s when the weir gate was open. The 
discharges from the Kumho River and Jincheon Creek were fixed as 30 m3/s and 4 m3/s. The distributions of 
BGA and water temperature in the model calibration were used for the initial condition. 
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(a) Case PD1 

 

 
(b) Case PD2 

 

 
(c) Case PD3 

 

 
(d) Case PD4 

Figure 6. Scenario cases with variation of upstream boundary condition for HDM-2D. 
 
From the results of the scenario simulation, average percentages of HAB reducted after 48 hours at Sec. 

17, where a water intake facility was located, were 3.95 %, 4.45 %, 3.82 % and 2.60 % from the case PD1 to 
PD4, respectively, as shown in Figure 7. The case PD4 showed the poorest performance in the HAB reduction 
owing to the total volume of this case half of that in other cases. Comparison between the remaining cases, 
the case PD2 exhibited the greatest reduction effect on HAB. In the case PD1, the duration time with no pulse 
discharge events allowed BGA recovered up to the initial state. Furthermore, the frequent discharge with the 
short duration time was not effective to restrain the cyanobacterial growth. In this study, therefore, the case 
PD2 representing 6 times of the pulse discharge with 4 hours for each flushing event was evaluated as an 
optimal weir operation scenario for restraining HAB if the amount of water for the pulse discharge was 
assigned at a fixed level.  

 

 
Figure 7. Result comparison of scenario cases at Sec. 17 after 48 hours. 

 
5 CONCLUSIONS 

In this study, a water temperature equation, which adopted the optimal function rather than a 
conventional exponential form, was proposed to calculate the growth rate of cyanobacteria from the temporal 
measurement data. In the model calibration, the 2D ADRM modified with this function showed the acceptable 
accuracy with the average MAPE less than 13 % as compared with the spatial measurement data. As a result 
of the weir operation scenario evaluation using the calibrated model, the case PD2 showed the best 
performance in the HAB reduction in the Nakdong River. 
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ABSTRACT  
 
With the continuous growth of population and economy in major coastal cities around the world, dredging and 
land reclamation have become two key activities to improve or maintain the navigation channels for maritime 
industry and to expand the land for infrastructure development. Both involve the open-water disposal of 
sediments either during the management of dredged material or during reclamation of the coastal area. The 
major concerns with the open-water sediment disposal include the loss of suspended sediments and/or 
associated contaminants into the ambient and the accuracy of sediment placement. Therefore, it is essential 
to analyze the near-source sediment dynamics for engineering assessment. In literature, the disposed 
sediment cloud is usually modeled as a group of dense particles released instantaneously into water forming a 
circulating vortex cloud, which descends through the water column as a thermal. However, this may not be the 
actual physical configuration. When the sediment volume is significant and requires a finite duration to be fully 
released, the sediment cloud appears as a starting plume with a thermal-like front head followed by a trailing 
stem instead. Also, even when the discharge volume is small enough to be treated as an instantaneous 
release, the formation of sediment clumps has been observed rather than the thermal if the source cloud 
number is below a certain threshold. The present study establishes for the first time a classification scheme 
based on physical length parameters to systemically categorize and analyze the different processes 
depending on the source conditions. The derivation of physical length parameters in the classification scheme 
is also discussed in the paper.  

 
Keywords: Particle cloud; thermal; plume; clump.  

 
 

1 INTRODUCTION  
 Open-water sediment disposal is often practiced in various activities such as land reclamation and 
management of dredged material, which involves the dumping of materials (reclaimed or dredged) into 
designated areas. In practice, these open-water disposal operations typically require the pre-approval from 
regulatory agencies, and the approval requirements include the evaluation of water quality impact in the water 
column (USEPA/USACE 1991, USEPA/USACE 1998). Hence, it is essential to be able to predict the fate and 
transport of the disposed sediments in the coastal environment with sufficient accuracy for the impact 
assessment. 

Several engineering models as summarized in Table 1 have been developed to assess the dynamics of 
disposed sediments under various conditions and for different purposes. The transport processes of the 
disposed sediments in these models are categorized into near- and far-field regions (Figure 1), distinguished 
by the mechanisms that govern the mixing and dynamics of the sediment clouds. Sediment clouds within the 
near-field region are driven by momentum and buoyancy, which is induced by the density difference between 
the cloud and ambient fluid. From field evaluations, Bokuniewicz et al. (1978) summarized the fate of disposed 
sediments in this region into three sequential phases: (i) convective descent phase, during which the flow 
behavior is dominated by the release and source conditions; (ii) bottom collapse phase upon impact with the 
seabed, during which horizontal spreading occurs; and (iii) passive-transport dispersion phase (or 
intermediate far-field), when the sediments are carried by the ambient currents and turbulence.  

In general, the dynamic behavior of disposed sediments in the convective descent phase under 
homogeneous stagnant ambient conditions can be divided into the conventional three regimes (Rahimipour 
and Wilkinson, 1992), including: (i) initial acceleration regime, within which the sediments become well mixed 
with water and descend as a solid body; (ii) thermal regime, within which the sediment cloud behaves self-
similarly and starts to decelerate due to the entrainment of ambient stagnant water; and (iii) dispersive regime, 
within which the velocity of sediments slows to the level of individual particle settling velocity. This formation 
process is schematically explained in Figure 2(a). Again, previous studies and most of the engineering models 
are focused on the thermal regime, in which the sediment cloud is characterized by a coherent vortex ring 
structure. Its gross characteristics behave like a single-phase miscible thermal and can be modeled by using 
the asymptotic solutions: 
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Two-dimensional thermal: z ~ t2/3 (1)
  

Three-dimensional thermal: z ~ t1/2 (2)
 
where z is the penetration depth and t is the time. This is classified as the thermal-like formation process by 
Zhao et al. (2014), who found that this regime occurred following the instantaneous release of sediments with 
source cloud number, Nc higher than 3.2 × 10-2. The Nc is defined as the ratio of the settling velocity (ws) of 
individual particles to the characteristic circulation velocity (wt) within the sediment cloud: 
 

s s s o

t o o o

w w w r
Nc = = =

w B r B
 (3)

 
where Bo is the total excess buoyancy and ro is the initial equivalent cloud radius. 

In recent studies, two new formation processes have been identified with different initial regimes: clump 
regime (Wen and Nacamuli, 1996; Zhao et al., 2014) and starting plume regime (Er et al., 2016). The clump 
regime (wake-like formation process) occurs also due to the instantaneous release of sediments, but with Nc 
lower than 3.2 × 10-2. As illustrated in Figure 2(b), the clump regime features fast descending sediment 
clump(s), with sediments shedding along its path. Thus, it differs significantly from the acceleration regime, 
which the sediments were well mixed with the ambient water and move together as a ballistic volume without 
losing to the wake. The transition from clump to thermal regime is however possible, if the sediment clump 
disintegrates within the region, whereby entrainment velocity at the rear of the leading vortex was strong 
enough to incorporate all the sediments lost in the wake into the sediment thermal. 

The third formation process, with the starting plume regime, is expected when significant amounts of 
sediments were released during the disposal operation, and they require a finite duration to be fully 
discharged. During this period, the sediments were continuously released into the ambient fluid from the 
source. The sediment cloud (or sediment plume in this case) was characterized as a thermal-like front head 
followed by a trailing stem. The gross characteristics can be modeled as a single-phase starting plume with 
the asymptotic solutions expressed as: 

 
Two-dimensional starting plume: z ~ t (4)

  
Three-dimensional starting plume: z ~ t3/4 (5)

 
Unlike the shedding of sediments in the clump regime, the sediments in the tail region will be continuously 
supplied into the front head in the starting plume regime. After the sediments were fully discharged, the 
sediment cloud will descend as a discrete thermal without a great amount of sediment loss to the 
environment. 

The above comparison shows that these three formation processes exhibit significant differences in 
terms of the dynamic behaviors of the disposed sediments. In the event of a disposal operation, thermal-like 
formation process is preferred as the sediments are held within the coherent vortex ring during the descent. 
Otherwise, the formation of sediment clumps (wake-like formation process) may occur, and the sediments lost 
to the wake are vulnerable to be carried away by ambient currents. Hence, it is necessary to identify the 
formation process and to assess the transport of disposed sediments with the appropriate model. The 
objective of the present study is to propose a classification scheme to systemically categorize the different 
processes depending on the source conditions. The derivation of physical length parameters in the 
classification scheme is also discussed, and the scheme is examined with the experimental results reported in 
past studies. 

 
2 CLASSIFICATION SCHEME 

Figure 3 shows a schematic diagram of the classification scheme that classifies the formation processes 
of sediment clouds based on the comparison of physical length parameters that represent the dynamic 
influences on the cloud behavior. The scheme includes two dominant physical length parameters: the depth of 
descent when the acceleration regime is completed, za-t and the depth of descent when the sediments are fully 
released, ze; as well as a non-dimensional parameter: Cloud number, Nc.  

In practice, the disposal can be operated from either a small volume (e.g. backhoe bucket) or large 
volume release (e.g. barge, hopper dredge). The former usually implies an instantaneous release, because 
the duration for sediments to be fully released is relatively short. To represent the effect of instantaneous 
release, we introduce the length parameter, za-t, based on the length scale, la-t (Luketina and Wilkinson 1998) 
that estimates the water depth required for the transition from acceleration to thermal regime. On the other 
hand, the latter release condition requires certain duration, te for sediments to be fully discharged and the 
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depth of the sediment cloud front at t = te and it can then be defined as ze, which represents the influence of 
continuous release.  

In the classification, the first step was to determine the type of release (instantaneous or continuous 
release) by comparing za-t and ze. If the sediments were fully emptied from the source before the sediment 
cloud front reaches the za-t (i.e. za-t > ze), the sediment cloud will behave as an instantaneous release and 
experience either the P1 or P2 process, depending on the source cloud number, Nc. Otherwise, the sediment 
cloud will behave as a starting plume and develop as the P3 process. 
 

Table 1. Engineering models or software. 
Model/Software Related Publication(s) Purpose and Contribution 

K & C model Koh and Chang (1973)  Model the disposed sediments as single-phase 
miscible thermal 

 Fundamental of DIFID, DIFCD and STFATE 

DIFID & DIFCD Brandsma and Divoky (1976)  Modified K&C model, include long term diffusion 

STFATE Johnson and Fong (1995)  Model the instantaneous disposal of material 
from hopper dredge 

 Discretize the initial semi-continuous release 
into a sequence of sediment clouds 

MDFATE   Simulate the change in bathymetry from 
numerous disposal events over a certain period 

BSDM Er et al. (2016)  Include the realistic physical condition and 
geometrical factor of barge 

 

 
Figure 1. Transport of disposed sediments. 

 

 
Figure 2. Formation process of sediment cloud (gray: entrained fluid, dots: sediment particles). 
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Figure 3. Classification of sediment cloud formation processes  

(P1: thermal-like, P2: wake-like and P3: plume formation processes). 
 

2.1 Acceleration Depth 
The formula of za-t can be derived through the length scale of acceleration regime, la-t proposed by 

Luketina and Wilkinson (1998): 
 

la-t ~ (mo/ρa)
1/3 (6) 

 
where mo is the mass of disposed sediments and ρa is the density of ambient fluid, and 
 

za-t = Ca-t la-t (7) 
 
where the value of Ca-t can be determined from the data of previous experimental studies. Table 2 
summarizes the value of Ca-t from four different studies reported in the literature, which varies from 2.5 to 10.7. 
This significant variation can be directly attributed to the different release conditions, such as the release 
method, water content, formation number, and size of sediments. In the present study, a median value of 6.6 
is adopted for the analysis. 
 

Table 2. Summary of Ca-t from previous studies. 
Previous Studies Ca-t 

Luketina and Wilkinson (1998) 4.1 
Gu and Li (2004) 10.7 
Wang et al. (2014) 6.9 – 10.4 
Zhao et al. (2012) 2.5 – 5.9 

 
2.2 Empty Depth 
 ze was previously determined by Er et al. (2016) as: 
 

 
  
 

ea

1/ 3e
e e o1/ 6

o

t g
z =C V

V
 (8) 

 
where g’ is the reduced gravity, Vo is the volume of release, Ce and ae are 1.0 and 0.61, respectively, 
determined from experiments. The detailed derivation can be found in Er et al. (2016). 
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3 VERIFICATION 

The wake-like formation process (P2) was first observed by Wen and Nacamuli (1996) and analyzed by 
Zhao et al. (2014) in a systematic manner. It is noted that the P2 process has been rarely reported since 
previous experimental studies had Nc typically larger than 3.2 × 10-2 (Rahimipour and Wilkinson, 1992; Bühler 
and Papantoniou, 2001; Gu and Li, 2004; Zhao et al. 2012). The exception was Ruggaber (2000) who 
performed experiments with Nc < 3.2 × 10-2 but did not observe the formation of sediment clumps. This might 
be attributed to the fact that he mixed the particles first with water and then released them in suspension by 
constant stirring, which prevented the formation of sediment clumps. 

Both P1 and P2 processes are due to the instantaneous release of sediments, while the P3 process is 
due to continuous release from the source at the beginning. Er et al. (2016) established an engineering model, 
BSDM (Barged Sediment Disposal Model) based on the P3 process, and verified the predictions with an 
experimental study by releasing large but finite amounts of sediment from a model barge through a bottom 
rectangular opening. With the additional development here, the full integration of the classification scheme 
(including P1 and P2) into BSDM and its comparison with available results is shown in Table 3. Clearly, the 
formation process observed in the previous studies generally agreed well with the predicted results by BSDM, 
except for two cases with coarser sediments for the P3 process. This might be due to the current classification 
scheme, only including the three-dimensional regime, whereas the sediment cloud released from a 
rectangular opening was in a two-dimensional regime before transiting to three-dimensional (Er et al. 2016). 

 
Table 3. Examination of classification scheme with previous studies. 

mo 
(g) 

ρs 

g/cm3 
d50

(mm) 
ws 

(cm/s) 
Nc 

za-t 

(cm) 
ze 

(cm) 
Predicted 
Process 

Verify 
(T/F)# 

Remarks 

Rahimipour and Wilkinson (1992) 
5.5 2.65 0.2 2.1 3.4 × 10-2  11.6 3.12 P1 T  

12.2 2.65 0.33 5.1 8.3 × 10-2 15.2 5.61 P1 T  
          

Wen and Nacamuli (1996) 
199.8 1.39 1.25 4.4 7.2 × 10-2 38.6 4.47 P1 T  
83.5 2.65 0.11 1.3 1.3 × 10-2 28.9 9.99 P2 T  

          
Ruggaber (2000) 

40 2.5 0.264 3.2 3.9 × 10-2 22.6 1.71 P1 T  
40 2.5 0.129 1.36 1.9 × 10-2 22.6 2.21 P2 F  
40 2.5 0.024 0.05 5.7 × 10-4 22.6 4.08 P2 F  
          

Bühler and Papantoniou (2001) 
86.1 2.6 1.95 18.8 3.9 × 10-1 29.1 4.76 P1 T  
44.7 2.6 1.95 18.8 2.2 × 10-1 23.4 4.01 P1 T  
21.5 2.6 1.95 18.8 2.5 × 10-1 18.4 3.34 P1 T  

          
Gu and Li (2004) 

7.8 2.6 0.89 14 2.2 × 10-1 13.1 2.74 P1 T  
7.8 2.6 0.45 6.3 9.7 × 10-2 13.1 3.37 P1 T  

          
Zhao et al. (2012) 

8.4 2.5 0.513 7.13 1.1 × 10-1 13.4 2.98 P1 T  
          

Zhao et al. (2014) 
5.5 2.5 0.256 2.92 5.0 × 10-2 11.6 2.88 P1 T  
5.5 2.5 0.120 0.93 1.6 × 10-2 11.6 3.59 P2 T  
5.5 2.5 0.068 0.35 6.0 × 10-3 11.6 4.36 P2 T  
448 2.5 0.256 2.92 2.4 × 10-3 50.5 12.6 P2 T  

          
Er et al. (2016) 

112 2.5 0.728 10.55 1.1 × 10-1 31.8 18.5 P1 F L/W = 5 
112 2.5 0.728 10.55 1.1 × 10-1 31.8 36.7 P3 T L/W = 40 
112 2.5 0.512 7.13 7.4 × 10-2 31.8 22.6 P1 F L/W = 5 
112 2.5 0.512 7.13 7.4 × 10-2 31.8 44.8 P3 T L/W = 40 
112 2.5 0.256 2.92 3.0 × 10-2  31.8 33.7 P3 T L/W = 5 
112 2.5 0.256 2.92 3.0 × 10-2  31.8 66.9 P3 T L/W = 40 
112 2.5 0.120 0.93 9.7 × 10-3 31.8 52.1 P3 T L/W = 5 
112 2.5 0.120 0.93 9.7 × 10-3 31.8 103 P3 T L/W = 40 

          
Er (2016) 

10 2.5 0.120 0.93 1.4 × 10-2 11.9 16.7 P3 T  
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Note:  
 For the sediments disposed from air, the discharged time (te) is calculated from Beverloo’s equation (Mankoc et al. 

2007) 
 L: barge length and W: barge opening width 

#  T: same formation process reported; F: different process reported 
 
4 ENGINEERING APPLICATION 

The application of the integrated BSDM to field conditions is demonstrated in Table 4. For the disposal 
with backhoe bucket, the amount of sediments involved was usually in the order of 1 m3, depending on the 
bucket size. In the real operation, the sediments were usually lifted to mid-air before being released, and the 
sediment discharge time (and the subsequent ze) can be estimated from the Beverloo’s equation (Mankoc et 
al., 2007). With coarse sands, the P1 process can be expected. However, with fine sands and, the disposed 
sediments would descend as sediment clumps (P2) instead. On the other hand, for barge disposal, large 
amount of sediments, we will typically be involved (in the order of 1000 m3). The disposed sediments would 
descend as starting plumes first before transiting to discrete sediment thermals when the sediments are fully 
discharged (P3). 

It is important to note that the engineering models listed in Table 1 (e.g. STFATE) are for the thermal 
formation only (P1), and both clump-like and plume formation processes (P2 and P3) are not included. As 
discussed above, the occurrence of P1 is only when dumping coarse sands with a relatively small volume 
(backhoe bucket), which is an unlikely scenario in real disposal operations. The utilization of BSDM can 
therefore provide a more accurate assessment of the fate and transport of the sediments in coastal waters 
during the operation.  
 

Table 4. Application of classification scheme on field conditions. 
mo 

(g/kg/ton) 
ρs 

g/cm3 
d50 

(mm) 
ws 

(cm/s) 
Nc 

za-t 

(cm) 
ze 

(cm) 
Predicted 
Process 

Field – backhoe bucket (bucket size: 1 m × 1 m) 
1000 kg 
(~ 1 m3) 

2.5 0.068 0.35 8.0 × 10-4 660 132 P2 

1000 kg 
(~ 1 m3) 

2.5 0.100 14.7 3.2 × 10-2 660 88.7 P1 

 
Field – bottom-split barge (barge dimensions: 1000 m × 10 m × 1 m) 

1000 ton 
(~ 1000 m3) 2.5 0.068 0.35 2.5 × 10-4 6600 12400 P3 

 
5 CONCLUSIONS 

In the present study, a classification scheme is established to systematically categorize the formation 
processes (P1: thermal-like, P2: wake-like and P3: plume) based on the source conditions. The scheme 
provides the prediction of the expected formation process. The verification was done by comparing with the 
experimental data reported in the past studies. In general, the predictions agreed well with the reported data. 
The scheme is now fully integrated into BSDM. 

Looking ahead, the classification scheme will be further improved to account for various release 
conditions, and a model for assessing the dynamic of sediment clumps is under development. 
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ABSTRACT  
 
Groundwater is fairly a ubiquitous resource. Increased exploitation, environmental degradation and usages of 
chemicals have threatened the groundwater quality and presently the aforesaid are the major issues faced by 
water resources engineers over the world. The possible contaminants in groundwater are practically unlimited; 
a wide range of pollutants are found in groundwater causing adverse effect on environment. The concern 
related to groundwater quality generally focuses on the impact of pollutants and quality degradation on human 
health. Proper management of groundwater is a primary concern, if done meticulously would ultimately lead to 
a cleaner and healthier environment. Assessment of groundwater vulnerability is one of most significant tool 
for planning, management and taking necessary remedial action on the affected areas. The present study 
evaluates the groundwater vulnerable zones of Nagpur city, using DRASTIC method within GIS environment. 
The groundwater quality and level data of Central Ground Water Board (CGWB) within Nagpur Municipal 
Corporation (NMC) limits are used to analyze the extent of groundwater contamination in the city. It was 
observed that all the studied parameters, such as F, Na, TDS, pH, EC, TH, Mg and Cl, were within 
permissible limit, except some isolated pockets but concentration of nitrate was above permissible limit and its 
presence mostly found in various parts of the city. Medial city Nagpur, which is not a prime hub of industries, 
is facing groundwater pollution. This may be due to typical stratigraphy or hydro-geology of the area and 
disposal of untreated city waste. From this study, it was found that for further prevention of the groundwater 
pollution, necessary remedial measure should be taken in the highly vulnerable zone of city and waste of the 
city should be handled properly. 

  
Keywords: Groundwater; GIS; vulnerability; DRASTIC; pollutants. 
 
 
1 INTRODUCTION  
 Groundwater is that component of the hydrological cycle, which is stored and moves slowly through the 
geological formation of earth. It is highly susceptible to contamination mostly in the urban areas due to the 
increasing urbanization and careless disposing of unwanted chemicals and wastes in the vicinity of industrial 
area. Contamination of groundwater is a concern worldwide due to its adverse impact on environment and 
human health. Protection of existing surface and groundwater resources against contamination and 
overexploitation is one of the most important aspects of Integrated Water Resource Management (Hamutoko 
et al., 2016). Once the contamination occurs to groundwater, it is very difficult or sometimes impossible to take 
corrective steps for remediation, considering the cost and its invisibility in nature (Johnson, 1979).  
 For effective planning and management of groundwater resources, it is necessary to take corrective 
measures for preventing groundwater contamination, which can be assessed by groundwater vulnerability 
assessment tool (Sener and Davraz, 2013). Groundwater vulnerability is an estimation of risk from 
contaminants, which travel from the land surface to groundwater under natural condition in most of the cases. 
The vulnerability assessment of an area is evaluated not only to create a scientific insight, but also to help the 
decision makers to arrive at a best decision from the available data and to take good scientific judgment for 
groundwater development. 
 Numerous researches have carried out extensive research to identify the most useful tool for vulnerability 
assessment in last few decades. A variety of methods have been developed to provide information about 
groundwater contamination like GOD (Foster, 1987), DRASTIC (Aller et al., 1987), SINTACS (Civita and De 
Maio, 1997), etc. These methods have been implemented in different regions over the world to evaluate the 
vulnerable areas for effective groundwater planning and management. The methods used for vulnerability 
assessment are mostly regional specific, which varies under different hydro-geological conditions. DRASTIC 
method is one of the most popular methods for groundwater vulnerability assessment among the available 
alternatives. Babiker et al. (2005), Baalousha (2006), Rahman (2008), Leone et al. (2009), Shirazi et al. 
(2013), Gupta (2014) and Hamutoko et al. (2016) has applied DRASTIC in thier respective study areas for 
vulnerability assessment. The groundwater vulnerability map generated using DRASTIC methodology is 
unique and is only acceptable for the defined hydro-geological properties of a specific area for which it is 
executed. The rates and weights assigned to DRASTIC parameters varies depending upon the hydro-
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geological properties of the area under study, hence the resultant groundwater vulnerability map can not be 
compared to different areas vulnerability map. 
 Due to the increasing urbanization in Nagpur city and careless disposal of city waste, overexploitation 
and quality degradation of groundwater have been reported in various regions. Nagpur is named after the Nag 
River flows within the city and causes adverse impact on the drainage system. Due to the disposal of 
untreated city waste directly in the water bodies, City Rivers are getting converted into sewers (Jain and 
Sharma, 2011). To investigate the groundwater condition of Nagpur city, the field data of quality parameters 
from different groundwater monitoring wells were analyzed. The data of these monitoring wells are regularly 
collected and maintained by Central Ground Water Board, Government of India (CGWB) and analyzed in 
perspective standards proposed by the Bureau of Indian Standards (BIS) for drinking water (IS-10500-91, 
revised 2003) by checking of the permissible limits to decide the suitability of groundwater.  
 For a proper planning, management and selecting effective remedial measure for the city, groundwater 
vulnerability assessment is very necessary. The objective of the present study is to evaluate groundwater 
vulnerability of the Nagpur city using DRASTIC method and to identify the parameters which are responsible 
for higher vulnerability index. 
  
2 STUDY AREA 
 Nagpur city is located at Geographical centre of India (Figure 1) at mean altitude of 310.5m above the 
sea level. It lies between 21°00’ to 21°15’ North latitudes and 79°00’ to 79°15’ East longitude and covers a 
total area of about 218km2 within NMC boundary. Nagpur is centrally urbanized city with a population of 
approximately 2,405,665. Nag and Pilli River are two major water bodies that flow within the urban setting of 
the city. Rivers traverses in the city towards East, where Nag River starts from the Western end of the city and 
Pilli River starts from North East of the city. The stratigraphy of city is followed by the Deccan trap and 
Archeans formation (Manzar, 2013). Massive basalt occupies a major portion of the city. The climate varies 
from hot summer where temperature rises to 45°C and drops to 12°C in cold winter. The average rainfall of 
the city is about 1100mm. 

 

 

Figure 1. Map of the study area. 
 

3 MATERIALS AND METHODOLOGY 
 A GIS based DRASTIC method was adopted to identify the vulnerable zones of Nagpur city. The detailed 
methodolog that was formulated for the present study is shown in Figure 2.The following steps are employed. 

i. DRASTIC method was implemented to assess the groundwater vulnerability; 
ii. Single parameter sensitivity analysis (SPSA) was carried to identify the most effective parameters; 

iii. The resultant vulnerability map was correlated with quality parameters of the city to analyze how 
close the assessment is with the reality of plain. 
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Figure 2. Overall methodology. 

 
3.1 DRASTIC 

DRASTIC is an overlay and index method used to find the intrinsic vulnerability of an area based on the 
factors affecting the transport and attenuation of contaminants. Vulnerability of an area is estimated based on 
the known factors of aquifers (Aller et al., 1987), such as:  

 Depth to water table (D); 
 Recharge (R); 
 Aquifer media (A); 
 Soil media (S); 
 Topography (T); 
 Impact of vadose zone (I); 
 Hydraulic Conductivity (C). 
Each parameter is classified to different sub-parameters depending on their characteristics and are rated 

on the scale of 1 to 10 based on the factors that they are contributing to contamination. Weights are assigned 
to each parameter from 1 to 5 according to their relative importance on groundwater vulnerability. Vulnerability 
index is computed as the weighted sum overlay of all the parameters using Eq. [1], as given below: 

  
 VI = DrDw + RrRw + ArAw + SrSw + TrTw + IrIw + CrCw [1] 

 
where 

VI is Vulnerability Index, r is the rating assigned to different sub-parameters, and w is the weight of the 
parameters. 

The numerical rating and weights documented by Aller et al. (1987) using Delphi technique have been 
used worldwide and is adopted in the study for the assement of groundwater vulnerability shown in Table 1. 
All the thematic maps and vulnerability classification map was prepared using GIS technique in ArcGIS 10 
software. Once the DRASTIC index is computed considering the intrinsic properties of aquifer, they are 
classifed into several zones characterized by different level of vulnerability.  

 
3.2 Single parameter sensitivity analysis (SPSA) 

SPSA was carried out to identify the effective parameter for vulnerability assessment and to mark the 
impact of individual parameter on the other parameters and vulnerability index. SPSA perceive the importance 
of the coordination of weight and rates of the parameter on overall vulnerability assessment of an area. In this 
analysis, ‘Effective weight’ of the parameter is evaluated using Eq. [2] and compared to the assigned 
theoretical weight of respective parameter (Babiker et al., 2005). 
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where 
W is the effective weight of the parameter, VI is the vulnerability index, and Pw and Pr are the weight and 

rates of respective parameter. 
 
4. INPUT DATA FOR GROUNDWATER VULNERABILITY ASSESSMENT USING DRASTIC 
 Groundwater vulnerability of an area is estimated using known condition of aquifers. Each parameter 
used for vulnerability assessment has its significant impact on groundwater contamination. DRASTIC is GIS 
based method, thematic map of all the parameters are used as an input for estimating groundwater 
vulnerability. Thematic map for parameters are prepared using the data collected from different government 
departments, previous research projects and authorized websites. 
 
4.1 Depth to water table 

The depth to water table plays a crucial role for vulnerability assessment, it influences the time of 
contaminant to undergo physical, chemical and microbiological reaction. It is the depth of unsaturated media, 
which contaminants travels from land surface (source) to reach ground water table. It is obtained by the data 
of 45 monitoring wells of CGWB located at different zones within the city. The data collected from different 
zones are interpolated using Geostatisical analysis (kriging) and proceeded in Arc GIS environment to obtain 
map of depth to water table of the city and it varies from 0.7m to 15.2m below ground level (Table 1). In 
general, the greater the depth to water table, the lesser the chance of contamination will be. 
 
4.2 Recharge 
 Recharge has a significant impact on vulnerability assessment. It helps in dilution and dispersion of the 
contaminants, depending on the concentration and hydrogeology of the area (Aller et al., 1987). The 
contaminant reaches to the groundwater with the amount of water infiltrate to recharge the aquifer. Rainfall is 
considered as the major source of recharge in the study area, the data of nearby rain gauge station are 
collected from India Meteorological Department (IMD). Net recharge is calculated as 30 to 40% of the rainfall 
(Baalousha, 2006; Gupta, 2014). The recharge varies from 396 mm to 433 mm within the study area (Table 
1). The higher the groundwater recharge, the more the potential contaminant transport will be.  
 
4.3 Aquifer media 

Aquifer media refers to the hydro-geology of the area and defines the formation of rocks, which can yield 
an adequate quantity of water for use. Water stored in the aquifer moves through the various geological 
formations and the contamination migrations are affected by media through which it is travelling. It is obtained 
from litho log data acquire from CGWB and proceeded in ArcGIS software to digitize and generate raster map 
acceptable for DRASTIC proceeding, classifications, as shown in Table 1. The major portion of the study area 
is covered with Massive basalt (igneous rock) and other hard rock formation present in the area are Amgoan 
Gneissic complex (Metamorphic rock), Unclassified Gniess Tirodi (Metamorphic rock) and Intertrapean.  
 
4.4 Soil media  

Soil media plays a significant role for assessment of the groundwater vulnerability as it restricts the 
movement of contaminants through recharge. The soil map is collected from National Bureau of Soil Survey 
(NBSS), Nagpur, India. The map is scanned, geo referenced and converted in raster format supported for 
DRASTIC proceeding. The study area is mainly protected by clay, clayey loam and sand, as shown in Table 
1. Finer grain soil limits the flow of contaminants to larger extent as compared to coarser grain soil. 
 
4.5 Topography 

Topography affects the infiltration rate of surface water by controlling the residence time, which governs 
whether contaminant will infiltrate into media or become the part of surface runoff. Flat topography is 
responsible for infiltration of contaminants, as time of contact for infiltration will be more and vice versa for 
steep slope. Slope of the study area is extracted from Digital elevation model (DEM) prepared using Cartosat 
imagery downloaded from government authorized website (Bhuvan). The city follows one sided topography, 
steeper in the West to milder on East varies from 2.7% to 23% (Table 1). 
 
4.6 Impact of Vadose zone 

The Vadose zone is defined as the unsaturated zone above the water table. Vadose zone is important for 
contaminant attenuation because various chemical, physical and microbiological reactions occur in this zone. 
Thickness of vadose zone is a depth of material by which the contaminants must pass before reaching the 
aquifer, hence the greater the depth, the lesser the contaminants will be. Thickness of vadose is calculate 
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using an approach defined by (Li and Zhao, 2011), DEM and the depth of water table, which varies from 0.6m 
to 10.8m (Table 1). 
 
4.7 Hydraulic conductivity 

Hydraulic conductivity is the property of aquifer media, which governs the rate at which the groundwater 
water flow. The hydraulic conductivity depends on the properties of media and characteristics of the flowing 
water. The well log data of aquifer are used as input to form thematic map. Saturated thickness of aquifer is 
divided from transmissivity to obtain map showing hydraulic conductivity of the area. It varies from 10-6 to10-4 
m/s (Table 1). The higher the hydraulic conductivity of the area, the more the contaminants transportation will 
be, leading to the rise in the vulnerability index.  

 
Table 1. Rates and weight of the parameters. 

1. Depth to water (m) 2. Recharge(mm) 3. Aquifer Media
Sub parameter R W Sub parameter R W Sub parameter R W 

0.7-2.61 
2.62-3.87 
3.87-4.69 
4.69-5.95 
5.95-7.86 
7.86-10.77 
10.77-15.2 

10 
9 
8 
6 
4 
2 
1 

 
 
 
5 

396-404 
405-410 
411-416 
417-422 
423-433 

3 
5 
7 
8 
9 

 
 
4 

Intertrapean 
Massive basalt 
Amgaon- Gneiss 
complex 
Unclassified Gneiss-
tirods 

1 
4 
7 
 

8 
 

 
 
3 

 
4. Soil media 5. Topography (%) 6. Impact of Vadose 

zone (m) 
7. Hydraulic Conductivity(m/s)

Sub 
parameter 

R W Sub 
parameter 

R W Sub 
parameter 

R W Sub 
parameter 

R W 

Clay loam 
Clayey 
Alluvial 

3 
7 
8 

 
2 

<2.7 
2.7-5 
5-7.9 
7.9-11 
11-16 
16-23 
23> 

10 
9 
7 
5 
4 
3 
1 

 
 
 

1 
 

0.6-3.2 
3.2-3.9 
3.9-4.5 
4.5-5 
5-5.9 
5.9-7 
7-10.8 

8 
7 
6 
5 
4 
3 
2 

 
 
 
5 

<10-6 
10-5-10-6 
10-4-10-5 

10-3-10-4 

5 
6 
8 
9 

 
 
3 

*R=rating and W=weight 

 
5. RESULTS 
 The Groundwater vulnerability of study area is evaluated by contribution of seven intrinsic parameters of 
aquifer rated and weighted using already documented Delphi technique of Aller et al. (1987), as shown in 
Table 1. 

 
5.1 DRASTIC 

The groundwater vulnerability of the study area was acquired by DRASTIC approach. All the 
groundwater controlling parameters are combined to form a map showing areas less or more susceptible to 
groundwater contamination. The resultant vulnerability map is classified into five vulnerable zones, showing 
the areas under very high vulnerability to very low vulnerability using Natural Break (Jenks) method in ArcGIS 
software. The resultant map (Figure 3) shows 14.20% and 49.30% of the total study area lies under very high 
and high vulnerable zones, followed by 19.02%, 10.09% and 7.39% under moderate, low and very low 
vulnerable zones, respectively. The areas covered under high to very high vulnerable zones are at the higher 
risk as the vulnerability index value is high and are more susceptible to contamination. From the detailed 
examination of vulnerability map of the city, it was found that Central to North East part of the city are more 
vulnerable and at high risk zones, where the South zone of the city is found to be safe, having least 
vulnerability. 
 
5.2 Single parameter Sensitivity analysis (SPSA) 

For finding the factors that are more responsible for higher value of vulnerability index, a statistical 
summary of parameter was analyzed before SPSA was carried out. Table 2 shows the statistical summary of 
the parameters. The mean of all the parameters were examined to find their contributions on the vulnerability 
index, which follows the sequence of R > T > C > S > A > I > D. 
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Table 2. Statistical summary of governing parameters. 
 D R A S T I C

Min 1 3 1 3 1 2 5 

Max 10 9 8 8 10 8 9 

Mean 4.47 8.24 5.52 6.7 8.22 5.51 7.07 

SD 1.64 1.42 1.72 1.08 1.98 1.34 1.21 

 
The SPSA analysis was carried to find out most effective parameters for vulnerability assessment. The 

result of SPSA is shown in Table 3 and it was found that Recharge, Topography, Conductivity, Soil media, 
Aquifer media and Impact of Vadose zone are the more effecting parameters and the depth to water level is 
the least effective, as its effective weight is less than the assigned theoretical weight. 

 
Table 3. Single parameter sensitivity analysis. 

Parameter Theoretical weight Theoretical weight (%) 
Effective weight (%) 

Min. Max. Average SD 

D 5 21.74 4 28 14.91 4.44 

R 4 17.40 9 37 22.75 3.13 

A 3 13.04 1 19 13.14 2.91 

S 2 8.70 3 18 9.76 2.32 

T 1 4.35 0 12 5.42 1.83 

I 5 21.74 7 29 18.72 2.89 

C 3 13.04 9 22 14.58 2.30 

 

 
Figure 3. Vulnerability map of Nagpur city. 

  
5.3 Validation 

The Groundwater vulnerability map of Nagpur city evaluated using DRASTIC approach is regional 
specific, which needs to be validated. Of all the quality parameters documented in CGWB report, nitrate 
(NO3), total dissolve solid (TDS), electrical conductivity (EC), sodium (Na), and magnesium (Mg) are used for 
validation of the vulnerability map. All the quality parameters are classified into five zones varying from very 
low to very high concentrations of contaminant (Figure 4).The vulnerability map of the city is also classified 
into five vulnerable zone varies from very low vulnerable zones, having the least vulnerability index, to very 
high vulnerable zones, having the higher value of vulnerability index. The concentration of quality parameters 
and vulnerability index of different monitoring wells are observed. Different regression techniques are used to 
find the correlation between the DRASTIC index and Quality parameters (Table 4). 

 
 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5152 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

 

 

Table 4. Correlation between DRASTIC index and Quality parameters. 
Correlation Pearson coefficient Kendall’s coefficient Spearman coefficient
DRASTIC with No3 0.249 0.130 0.174 
DRASTIC with TDS 0.327 0.213 0.324 
DRASTIC with EC 0.306 0.238 0.358 
DRASTIC with Mg 0.338 0.138 0.179 
DRASTIC with Na 0.377 0.290 0.392 

 

 
Figure 4. Spatial variation of contaminants within the city limit. 

 
6. CONCLUSIONS 
 In this study, the Groundwater vulnerability of the city was evaluated using DRASTIC method. All the 
intrinsic parameters of an aquifer are included for the assessment of groundwater vulnerability. From the study 
of vulnerability map, it was found that: 

i. Central to North-East part of the city are more vulnerable to contamination and at high risk zones; 
ii. The results of statistical summary and single parameter sensitive analysis performed for all the 

parameters revealed that the recharge rate, topography, soil media and aquifer media are the main 
factors that are affecting the vulnerability of the area; 

iii. Also, the groundwater hydraulic parameters like hydraulic conductivity and depth to water table 
influence the vulnerability; 

iv. The higher vulnerability index on the Eastern part of the city is mainly due to one sided topography 
of the city, which is steeper towards the East and the dumping site is also located at East of the city. 

 
6.1 Remedial measure 

The various zones and observation wells of the city are found to be affected from higher concentration of 
contaminants. Hence, the following remedial measure can be adopted to reduce the contamination in the city: 

i. Along with the lateral lining, it is recommended to provide bottom lining for canals to reduce the 
seepage losses; 

ii. A larger diameter sanitary protection around the affected wells is necessary to restrict the boundary 
of contamination; 

iii. As the river bodies are flowing within the urban setting the untreated city waste should not be 
disposed directly in the rivers without treatment; 

iv. The capacity of the existing wastewater treatment plant should increase to handle larger city waste; 
v. A proper proposal for disposing municipal solid waste collected from different zones of the city; 
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vi. Landfill sites must be selected very carefully, considering the hydro geological settings of area and 
away from the habitation; 

vii. Rainwater harvesting practices should be adopted to enlarge the recharge of groundwater that helps 
in dilution of contamination. 
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ABSTRACT  
  
In order to understand the effects of various objects that float on surfaces of rivers and channels, a method of 
tracking floating objects based on numerical flow simulation has been developed. The floating objects are 
assumed to be rigid bodies with no preferred directional characteristics but with given drag coefficient. The 
flow computation is a Large Eddy Simulation (LES) that models the effects of floating bodied by their drag 
forces. The calculation is applied to a river reach for which the flow and trajectory data are available. It is then 
applied to track assumed bodies in meandering river in Malaysia. The results show accumulation of bodies on 
the outer bank of bends as is observed at the site.  

 
Keywords: river flow; numerical simulation; LES; floating objects. 

 
 

1 INTRODUCTION 
 There are various objects that float on surfaces of rivers and channels that influence the aesthetic and 

other qualities of the natural and constructed streams. Large objects such as wood branches and debris that 
are washed into flows can not only influence the conveyance of the river streams but may impact the 
environment (Boogaard et al., 2016). Small trash like plastic bags and solid waste are impacting the ecology 
of the streams and the sea. The flow conveyance can be impeded during floods and overflow and inundation 
can be caused. River structures such as the bridge piers and intake facilities are also susceptible to blockages 
due to floating and suspended objects (Hamid and Abdullah, 2011). Management of these floating objects in 
rivers is becoming a major issue in developed and developing countries (Boogaard et al., 2016). Due to its 
detrimental effects, preventive measures are taken for the intake structures of hydropower stations (Hribernik 
et al., 2013). For prevention of debris clogging the intakes, diverter structures and trash traps are built. For the 
effective installment of such preventive devices or structures it is very important to know the characteristics of 
the movement of the floating objects with and without the devices. The trajectories of floating objects depend 
on the details of the surface flow, which is part of the complex three-dimensional free-surface flow. Therefore, 
the flow in natural rivers with complex geometries needs to be known before tracking the floating objects is 
performed. 

 There are a number of methods of finding particle trajectories, but most of them suffer statistical 
uncertainty due to the inadequate turbulence realization (e.g. Piterbarg and Ozgokmen, 2004).  In order to find 
the effects of floating objects on river surfaces with strong turbulence effects, we have implemented the 
computation of the motion of floating objects in a Large Eddy Simulation (LES) code (called KULES, 
Nakayama, 2015) for rivers and channels. The objects that are intentionally or unintentionally disposed and 
washed in river streams are transported by the flow and influence the flow as well. The two methods of 
tracking have been considered.  The first one assumes the mass and the size of the objects are negligible and 
the objects are regarded as passive particles.  In this case, the flow calculation can be conducted without the 
effects of the floating objects.  In the second method, the motion of each object is computed simultaneously 
with the flow. The object is assumed to have the same density as the water in the river but with an assumed 
drag coefficient. The displacement effects due to the existence of the bodies are neglected. The bodies are 
assumed to have no preferred direction and the resistance is assumed to act in the direction opposite of the 
flow and with a known drag coefficient. They approximate the motion of trash and small debris. 

 Trajectory calculation is done for two very different river reaches but with distinctive bends. The first one 
has a single sharp bend with high relatively large slope near mountains and the second one is a meandering 
reach with multiple bends in flat low land. Both are the stretches where trajectories of floating objects are 
difficult to predict. 

 
2 CALCULATION METHOD AND EQUATIONS 

In order to construct a method of tracking floating objects, we need to compute the flow itself. When the 
floating objects are small and the number of objects is small, we may neglect the effects of the objects on the 
flow and the flow can be independently computed by considering the objects as passive particles. But when 
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the objects are large and their obstruction to the flow is significant, we need to compute the flow around the 
solid objects. In this case the thee-dimensional simulation of the flow around the objects must be considered 
and the two-way Fluid-Structure Interaction must be considered. We consider cases in which the individual 
shapes of the floating objects may not play important effects and interpret them as objects with flow resistance. 
It will apply to the cases of medium size objects like trash and small debris but not to cases with large objects 
with distinctive geometric features like wood trunks comparable to the width or the depth of of the flow. 

In any case, the flow is simulated by the Large Eddy Simulation methodology. The scale of resolution is 
such that the details of the floating objects are not represented by the numerical grid but the large-scale three 
dimensional flow can be resolved. The method we use here is described in Nakayama (2015) together with 
basic verifications done in basic channel flows and a few applications to real rivers has also been done 
(Nakayama and Asami, 2016).  

 The equations of motion and the continuity equation with the effects of floating objects are  
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where ui is the components of velocity vector of water in the Cartesian coordinates xi with x3 vertically taken 
positive upward, p is the pressure, gi is the gravitational acceleration,  and t are the coefficients of molecular 
and subgrid viscosity, CD is the drag coefficient of the floating sold body with the frontal area per unit volume, 
, Vi is the velocity of the rigid body, and VR is the resultant of flow velocity relative to the velocity of the body

    2/1
iiii VuVu  . Smagorinsky model is used for determining t. It is noted that the resistance in [1] is 

applied only at the free surface and the depth of the floating bodies are considered smaller than the 
computational grid size. 

 The vertical position of the free surface h(x1,x2) is solved by requiring it to satisfy the kinematic free 
surface boundary condition 
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where us1 and us2 are the velocity components on the free surface and the last two terms represent the effects 
of the subgrid surface fluctuation and  is the model coefficient, taken here as the same as the Smagorinsky 
eddy viscosity t. 

The equation for the motion of the floating body is 
 
 

  2,1,
2

1
 iVuVAC

dt

dV
M isiRD

i   [4] 

 
where M is the mass of the floating body, and A is the frontal area of it. It is noted that if the density of the 
floating solid object may be assumed equal to the water density it can be re-written as  
 
 

  2,1,
2

1
 iVuVC

dt

dV
isiRD

i   [5] 

 
 The location Xi of the body is computed by integrating this equation. It is noted that if the mass is small, 

[4] indicates that Vi=usi  and the objects move with the flow. 
The numerical method used to solve the above governing equations is based on a HSMAC method (Hirt 

and Cook, 1972) extended to free surface flows. The standard Smagorinsky model is used for the sub-grid 
scale effects. The motion of the free-surface is computed from the kinematic condition in the cells containing 
the free surface. The pressure in the cells containing the free surface is not computed but set as the pressure 
boundary condition that the pressure on the free surface is equal to the atmospheric. The solution algorithm is 
close to the VOF method (Hirt & Nichols, 1981) but is limited to the single-valued function of the horizontal 
coordinates. The velocity component normal to the free surface is computed from the momentum equations 
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so the wetting front can advance over or retract from the dry ground. In the calculation, the motion of the 
wetting front is on the rough surfaces and is allowed only when the depth exceeds one half of the roughness 
height. 

The boundary condition considers the wall model as done in the previous work Nakayama and Asami 
(2016) which explains more about the method used here. The bed roughness is incorporated as the 
roughness element height set in the boundary condition. The bed is considered fixed but the resistances due 
to the riparian vegetation are considered. 

 
3 APPLICATION TO RIVER FLOW 

 
3.1 Studied river reaches 

 Calculation was conducted for two different river reaches with distinctive plan forms. The first one is in a 
mountain area with a slope nearly 1/200.  It is a mid reach of Ibogawa River in Hyogo Prefecture of western 
Japan. Figure 1 shows its location and the satellite image. The simulation calculation was conducted in the 
region enclosed by white box of about 2km x 2km. The river bends due to the mountainous terrain with hard 
rocks. 

 The second river reach for which simulation was conducted is in a low land in Perak, Malaysia. Figure 2 
shows the location of this river and the aerial view of the simulated region in the city of Teluk Intan. Here the 
river meanders around in very flat low land near the Melaka Strait where it empties. The river makes almost 
360 deg. wind within the area indicated by the white box. The radius of the curve is only about two times the 
river width and the effects of the bend are expected to be very strong.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The river reach with a sharp bend of Ibogawa River in Japan. White box indicates the simulation 
region. 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The meandering river reach of Perak River in Malaysia. White box indicates the simulation region. 
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Calculation was conducted starting from the flow condition with the flow rate lower than the target flow so 
the wetting front can be represented as the result of increasing flow rate. The main calculation is done for a 
steady state with constant flow rate. The initial flow field was generated by setting an approximate free surface 
level and the slope with logarithmic velocity distributions everywhere. Computation with the constant inflow 
rate for about one to two flow-through time was conducted. The flow rate for Ibogawa is 20m3/s, while that for 
Perak River is 1500m3/s. 

 
The inflow section of the upstream segment is set as the turbulence developing region and the 

instantaneous velocity, pressure and the free surface elevations of the downstream section of this 
development region are recycled to the inflow section.  In the recycling, the magnitude of the velocity is 
adjusted so that the total volume flow rate to follow the assumed hydrograph. This allows development of 
turbulent fluctuations at the inflow section. There are confluences of small tributaries. The inflow rate through 
these tributaries is prescribed but no turbulence developing region is introduced. 

The condition at the downstream boundary depends on what is the state of the flow further downstream. 
If the slope is steep like in Ibogawa River low flow period, a free outflow condition is applied. For the low 
meandering case of Perak River, the downstream stage or the uniform flow condition is assumed at the 
downstream boundary. 
 
3.2 Results of the flow simulation 
 The surface flow and the elevation of the surface calculated by the LES are shown in Figures 3 and 4. 
The average flow velocity for the Ibogawa River is about 1m/s and that for Perak River is 1.5m/s. The area 
covered in Ibogawa calculation is 1500m x 2000m and that in Perak River is 4000m x 5000m. The average 
slope of Ibogawa River reach is about 1/200 and that of Perak River is 1/4000. The Bend of Ibogawa is to the 
right and there is a steep slope of less than 1/100 after the first bend. Perak River bends first to the right and 
then to the left by nearly 360 degrees. The bed roughness is represented by the roughness height of 0.05cm 
for both rivers. In each of these cases the computational grid is a fixed rectangular grid of approximately 200 x 
200 x 70 points and about 30 points lie across any flow section.  

 In Figures 3, the free surface is indicated by blue region and the arrows represent the surface velocity 
distribution across representative transverse sections. In Figure 4, the river flow region is indicated by the blue 
line and the elevation of the water surface is shown as color contours. In both cases, the surface flow is 
strongly influenced by the bend. In Ibogawa, the bend is only in one direction and the left bank is always the 
outer bank. In case of Perak River, the curve reverses three times. The strongest one is in the middle of the 
simulation region where flow turns almost 360 degrees. 

 The surface velocity distribution indicate there is strong secondary flow but also indicate changes in the 
velocity in wide part and narrow passages.  In addition, islands of various sizes effect the local velocity and 
the turbulence as well. 
 
  

(a)  LES results                                                        (b) Aerial photo 
                              
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The average surface flow of Ibogawa River obtained by LES. 
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(a)  LES results                                                           (b) Satellite image 
    
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. The average surface flow of Perak River obtained by LES. 
 
 

4 SIMULATION OF MOTION OF FLOATING PARTICLES 
 Tracking of floating objects were conducted in the flow as shown above. In all cases, the size of the 

floating objects are assumed smaller than the computational grid and not explicitly represented as explained 
earlier. First the rows of particles are introduced at the upstream end and the positions of these particles are 
tracked using the equations shown in Section 2. The drag coefficients of the particles are assumed to be one. 
It is a typical value for round bluff bodies like spheres. The frontal area ratio  is assumed unity as well, the 
frontal area is assumed small so that the mass in the equation of motion of the body is set equal to that of 
water. The drag due to the objects is applied only in the grid cells that contain the objects. The parameters 
associated with the floating objects must be adjusted in specific applications and the situation with medium 
size objects are assumed in the present calculation. 

Figure 5(a) to (c) show the particle tracking in Ibogawa River. Initially three rows of 150 particles are 
placed in three rows spanning the full river width on the surface at the upstream end as shown in Figure 5(a). 
The subsequent positions of these particles after release are tracked. Figure 5(b) is 60 seconds after the 
particles are released, and Figure 5(c) is the distribution 300 seconds after the release. It is seen that the 
particles placed in straight lines quickly lose the initial arrangement quickly due to the different flow speed and 
the turbulence. There is a sudden bend of something like 45 degrees and the flow is a rift on a high slope.  
Particles run down quickly in the center leaving slow moving particles near both banks. Then there is a second 
bend in the same direction, but here there is a sharp drop and downstream of it is like a pool and the speed is 
slow. There is a gathering of particles in the pool and slowly translate downstream.  

 
                (a) Initial time                          (b) 60 seconds after release              (c) 300 seconds after release 

       
Figure 5. Simulation of tracking of small particles in Ibogawa River. White dots indicate particles. 
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 Up to this stage, the floating objects tend to be either pushed towards outer bank or left in slow moving 
areas on the inner bank. As they pass around the bend those near the outer bank are bushed towards the 
outer bank. Those closer to the inner bank tend to get stuck near the bank. These characteristics are very 
important in designing such structures as trash traps or diverters. As the river drops suddenly near the 
downstream end where a pool is formed the flow loses its speed and particles gather again in the central 
region.  

Figure 6 shows similar results but in larger scale with multiple bends in different directions. This time the 
objects are released along a single line across the river width. The trend around the first bend is similar to the 
case of Ibogawa River and the objects cling to the banks. The movement after the first bend is rather 
complicated with mixed effects of the second curve in the opposite direction.  There is a slow flow region in a 
widened section after the first bend and the contraction following it. The observation at the site indicated that 
debris and trash were seen near the outer bank of the first bend.  Around the large bend there is an island and 
that and the reversing curve made the motion rather complex.    
 We have conducted a field survey to investigate the characteristics of the floating objects. The simulation 
appears to represent the main feature of the motion of the light objects placed in upstream section. 
 

(a) Initial time                                                                (b) 1000 seconds after release 

          
Figure 6. Simulation of tracking of small particles in Perak River. Dark dots indicate floating objects. 

 
5 CONCLUSIONS 

 A LES based simulation method of tracking floating objects in rivers is developed. The flow computation 
is based on the three-dimensional LES analysis. The floating objects are modeled by the bodies with constant 
drag coefficient and the motion of multiple bodied has been solved together with the flow. These are intended 
to examine the trajectories of common objects on river surfaces such as trash and debris and to find the 
effective methods of controlling them. 

It is found that the motion of relatively small objects with no characteristic shape can be predicted 
reasonably. The motion of floating objects around a sharp single bend shows some distinct trends on the 
trajectories. The particles tend to cling in the slow speed regions near the banks. Especially the objects that 
tend to accumulate near the outer bank (Figure 5(c)). When there are multiple bends of different directions in 
flat low land, the trends are complicated. Depending on the shapes and the characteristics of the banks they 
may be trapped or transported slowly (Figure 6(b)). Other than the inner bank of the bend, pool regions 
downstream of rapids tend to collect the objects.  

The present study is a step towards finding solution to various problems caused by floating objects on 
rivers. In the case of large objects with characteristic geometric properties such as the shape and the size, 
drag coefficient of varying values and its dependency on the relative flow direction can be assumed. It is a 
useful alternative method to more elaborate and expensive full fluid-structure interaction simulation. 
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ABSTRACT 
 
A series of numerical simulations of the gravity-current head on the seafloor are conducted to study how the 
effluent from the seawater desalination plant is diluted so that strategy may be devised to minimize the impact 
of the effluent on the marine environment. In one simulation, the gravity-current head is produced by the 
release of the effluent from an instantaneous source. In the other simulation, the gravity-current head is 
produced by a continuous but intermittent source. The entrainment coefficient evaluated from the simulations 
of the gravity-current head, equal to a value of about 0.11, is a nearly constant independent of the density 
stratification in the current head. Existing studies of the desalination effluent have been focused on the dilution 
of the effluent by the negatively buoyant jet in the near field. In the simulation, when the dense effluent is 
discharged vertically in the form of fountain, gravity-current heads are produced on the seafloor by the 
asymmetric and intermittent releases of dense effluent from the fountain. The part of the dilution by the current 
heads on the seafloor is found from the simulation to be the greater than the dilution within the fountain. The 
results of these series of simulations have pointed to the need of the simulation in the far field. The significant 
effluent dilution on the surrounding marine environment must be included for the optimal design of the 
desalination facilities. 
 
Keywords: Seawater desalination; negatively buoyant jet; fountain; density current; Lagrangian block advection. 
 
 
1 INTRODUCTION  
 Desalination of seawater for potable water has become acceptable reality to some cities and coastal 
communities. More than 15,000 seawater desalination plants are operating around the world (Winter, 2015). 
The intake of seawater and the disposal of the brine back to the sea are designed to minimize the negative 
impact on the marine environment. The degree of the impact, however, is site-specific that depends not only 
on the disposal facility but also on the surrounding marine environment (Lattemann and Hopner, 2008). The 
brine from the desalination plant is denser than seawater of natural salinity. Mixing with the surrounding sea 
water is initiated by the negatively buoyant jet in the near field. The gravity current is the fall back of the 
negatively buoyant jet on the seafloor in the far field. The simulation for the spread of the gravity current on 
the seafloor is essential toward understanding the overall impact of the effluent to the surrounding marine 
environment. Most of the existing studies of the desalination-plant effluent have been focused on the mixing 
by the negatively buoyant jets (Zeitoun et al., 1970; Marti et al., 2012; Ahmad and Baddour, 2014). The mixing 
by the negatively buoyant jet however is ineffective. Much vertical momentum is needed to produce moderate 
dilution of the brine with the surround fluid by the jet (Chu, 1975; Robert and Tom, 1987; Zhang and Baddour, 
1997; Kikkert et al., 2007; Jirka, 2008; Lai and Lee, 2012; Ahmad and Baddour, 2012; Voustrou et al., 2015). 
The goal of the present simulations therefore is to shift focus on the jet mixing and to ask the question how 
further mixing may be achieved as the effluent advances as gravity current on the seafloor. 
 Two series of simulation experiments are conducted. The first is the gravity-current head produced by the 
instant release of a small volume of dense fluid behind a tall lock gate. The entrainment associated with the 
development of the Kelvin-Helmholtz instability along the mix layer from the leading edge of the gravity-
current head is determined from the simulation and correlate with the dimension and velocity of the current 
head. The second series of the simulations is the intermittent advance of the gravity-current heads on the 
seafloor due to the vertical discharge from a negatively buoyant jet. A stable and non-diffusive numerical 
method by Lagrangian advection of blocks of fluid developed by Chu and Altai (2012; 2015; 2016; 2017) is 
employed to do the numerical calculations. 
 
2 GRAVITY-CURRENT HEAD PRODUCED BY AN INTANTANEOUS SOURCE 
 The gravity-current head produced by an instantaneous release of dense fluid from behind a lock gate is 
the first series of the simulations. Figure 1 and Figure 2 show the sequence of the images of the gravity-
current head produced by the release from the lock gate of height (H) in a tank of a length (L), which is equal 
to four times the tank's height, Htank. The dense fluid is released from a small lock of length (Lo) equal to one-
eighth of the tank's height, Htank, i.e., Lo/Htank = 8. The height of the lock is H = Htank, ½Htank and ¼Htank, that is 
H/Lo= 8, 4 and 2, respectively, for the three simulation experiments referred to as the full-height, half-height 
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and quarter-height releases. The Lagrangian block advection simulation uses 384 blocks over the height of the 
tank and 1536 blocks along the length of the tank. The time-step sizes are such that the Courant number 
associated with the maximum velocity is 0.2. The buoyancy profiles (g’/go) of the gravity current are shown in 
the figures as the head advances toward the end of the tank. The dashed line in the figures defines the height 
(H) and the length (Lo) of the locks. These releases from a tall lock gate of small volume have produced 
prominent heads with a weak trailing current behind the heads that depends on the height of the lock. The full-
height release with the aspect ratio of H/Lo = 8 has produced the most coherent structure of the gravity-current 
head. The vorticity in the turbulent mixing layer feeding into the wake is able to organize itself to produce one 
highly coherent vortex within the gravity-current head for the full-height release shown by the image sequence 
in Figure 1. We see the detachment of this gravity current from the tank at the dimensionless time, gHt = 

2.29 in Figure 1a, the multiple eddies in the wake in Figure 1b at time, gHt = 4.90 and the organization into 

one large coherent vortex in Figure 1c at time, gHt = 7.50. In contrast, the current head produced by the 

half-height release with H = 4 Lo in the image sequence shown in Figure 2 is less organized.  
 The close-up view in Figure 3 shows the development of the Kelvin-Helmholtz instability in the turbulent 
mixing layer from the leading edge the gravity-current head produced by the full-height release at the instant 
after the front has advanced a distance xf = 14.9Lo. The vorticity initiated from the leading edge of the gravity-
current head moves along the layer to the back of the gravity-current head to form a wake. This produces a 
prominent circulation region in the wake region. The maximum velocity occurs at the impingement of the wake 
vortex on the floor. This full-height release has produced a gravity-current head without much of the trailing 
current that otherwise would be feeding from behind the head. This is remarkable as the head is now charging 
forward without much of the current that initiates it. The relation between the head and the gravity current in 
this full-height release is akin to the formation of a smoke ring and the perfect impulse that blows the ring. 
 

 
Figure 1. Development of the buoyancy profiles (g’/go) of the gravity-current head produced by the full-height 
release of a source fluid of length (Lo) and height (H = 8 Lo). The dashed line marks the initial position of the 

source fluid of reduced gravity (g’o) behind the gate. 
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Figure 2. The buoyancy profiles (g’/go) of the gravity-current head produced by the half-height release of 

source fluid of a length (Lo) and a height (H = 4 Lo). The dashed line marks the initial position of the source 
fluid of reduced gravity (g’o). 

 
 The organization of the vorticity in the wake and the impingement of the coherent wake vortex on the 
floor have produced a maximum velocity (umax) in the wake on the floor. The distance from the leading edge to 
the floor velocity maximum is (xf - xm). This length (xf - xm) and the maximum height (hm) define the shape of the 
current head and determine the length of the mixing layer:  
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 The numerical simulations have determined the maximum floor velocity (umax), the length of the head (xf - 
xm) and the height of the head (hm). Table 1 lists the values of these key parameters: (a) umax/uf, (b) (xf - 
xm)/hmax (c) hmax/H, and (d) ℓmaxlayer/H. The nominal value of the floor maximum velocity is umax/uf ~ 3.1, 2.7 and 
2.6 for the full-height, half-height and quarter-height release, respectively. There are considerable variations 
from the nominal values as the shape of the current head is modulating due to presence of large coherent 
eddies along the turbulent mixing layer initiated from the leading edge of the gravity-current head (Hallworth et 
al. 1996; Nogueira et al. 2014). The head length-to-height ratio that defines the shape of the gravity-current 
head has a nominal value of (xf - xm)/hmax ~ 1.3, 1.9 and 2.3. The head-height to the lock-height ratio has a 
nominal value of hmax/H ~ 0.28, 0.42, 0.55, respectively. Details of the simulation results including the 
variations from the nominal values are given in a recent paper by Chu and Altai (2017). 
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Figure 3. The vorticity pattern and the velocity vectors delineating the coherent structure of the gravity-current 

head produced by the full-height release, after the leading edge has advanced a distance, xf = 14.9 Lo. The 
height of the current head, hmax, and the distance from the leading edge to the location where the maximum 

floor velocity (umax) occurs, (xm - xf), defines the shape of the current head. 
 
Table 1. Nominal values and the deviations from the values of the key parameters for the gravity-current head 

produced by the full-height, half-height and quarter-height releases. 
 umax/uf (xf - xm)/hmax   hmax/H  ℓmixlayer/Lo 

Full-height       (H/Lo= 8) 3.1±0.3 1.3±0.4 0.28±0.1 3,67 

Half-height      (H/Lo= 4) 2.7±0.7 1.9±0.5 0.42±0.8 3.61 

Quarter-height (H/Lo= 2) 2.6±0.8 2.3±1.5 0.55±0.8 2.76 

 
3 ENTRAINMENT BY THE KELVIN-HELMHOLTZ INSTABILITY  

The total volume of turbulent dense fluid in the gravity-current head including the wake behind the head, 
V, for every instant of time is determined from the simulations using a cut off at the 5 percent boundary where 
g’/go = 0.05. The results in Figure 4 show this volume to increase continuously following a linear relation with 
the distance of advance xf on the floor due to entrainment of ambient fluid into the current head. The rates of 
the increase with the distance for the full-height, half-height and quarter-height releases are: 
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 These rates are not diminishing as the current head advance over the distance on the floor from xf = Lo to 
20 Lo. This is remarkable as the gravity current on the floor is stably stratified. The density stratification does 
not seem to affect the entrainment process. We offer the following entrainment hypothesis to explain the 
observation. The Kelvin-Helmholtz instability along the mixing layer initiated at the leading edge of the 
advancing front is responsible for the entrainment. The rate of the entrainment is proportional to the length of 
the mixing layer, ℓmaxlayer, which are ℓmaxlayer/Lo = 3.67, 3.61 and 2.76 for the full-height release (H/Lo = 8), half-
height release (H/Lo = 4), and quarter-height release (H/Lo = 2), respectively, as given in Table 1. With these 
values, the entrainment coefficients  
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are obtained for the three simulations with the very different height-to-length ratios of H/Lo = 8, 4 and 2, 
respectively. These values of the entrainment coefficients are nearly identical using the length of the mixing 
layer (ℓmaxlayer) to define the entrainment coefficient. The surrounding fluid enters the mixing layer over the 
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length (ℓmaxlayer) where the buoyancy effect on mixing is negligible. This mechanism of the mixing by the 
Kelvin-Helmholtz instability explains why the entrainment coefficient is the same for the three current heads of 
different shapes and sizes. The fluid in the tail behind the wake of the head however is stably stratified. 
Further mixing is negligible once the entrained fluid leaves the end of the mixing layer to enter in the wake to 
form the stably stratified tail. Hallworth et al. (1996) has proposed the association of the entrainment process 
with the development of the Kelvin-Helmholtz instability. The value of the entrainment coefficient obtained in 
the laboratory experiment of Hallworth et al. (1996) was α = 0.079 based on their model I using a shape factor, 
S = (2/π)1/2 and α = 0.065 based on model II using the measured shape factor (S). These values from the 
laboratory study are lower than the values given in Equation 3. Part of the reason for the difference in the 
value is due to the difference in the definition of the entrainment coefficient. The other reason for a smaller 
laboratory value of the coefficient could be due to the viscous effect, which can be significant in the laboratory. 
The development of the mixing layer from the leading edge is the most sensitive to the viscous effect at the 
leading edge where the Reynolds number defined by the initial thickness of the mixing layer is infinitesimally 
small. The Kelvin-Helmholtz stability would be suppressed if the Reynolds number of the layer is smaller than 
certain critical value.  
 

 
Figure 4. The entrained volume of fluid in the gravity-current head that increases linearly as the 

current head advance over the distance on the floor from xf /Lo = 1 to 20. 
 
4 VERTICAL FOUNTIAN AND INTERMITTENT GRAVITY-CURRENT HEAD  

One strategy in the disposal of the desalination effluent is to discharge vertically in the form of a 
negatively buoyant jet, as shown in Figure 5. The dense fluid rises and falls. Part of the falling fluid is than re-
entrain back into the jet. The re-entrainment of the falling fluid is an asymmetrical and unsteady process that 
occurs within a region in the near field known as the fountain (Hunt and Burridge, 2015). The dense fluid 
pumping out of the bubbling fountain is intermittent. It is directed on the one side and then on the other side by 
the flapping motion of the negatively buoyant jet. The intermittent action produces trains of gravity-current 
heads on the seafloor moving away from the fountain. Each current head has its own mixing layer to draw 
fluid from its surrounding. The entrainment of the fluid is due to the development of the Kelvin-Helmholtz 
instability along the mixing layer above each current head. In the simulation, the dense (negatively buoyant) 
effluent is from a line source. The effluent with a negative reduced gravity (go') is discharged vertically with a 
velocity (Vo) through a slot of width (2bo). The pumping of the dense fluid from the bubbling fountain produces 
the intermittent advancement of the gravity current on the seafloor. This action is defined by the volume flux 
(qo), buoyancy flux (fo), and momentum flux (mo) per unit length of the plane plume. The fluxes are related to 
go', Vo and 2bo, as follows: 
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Figure 5. The desalination effluent from a line diffuser due to the vertical discharge upward to produce the 

negatively buoyant plane jet in a bubbling fountain and the train of the gravity-current heads on the seafloor. 
 
 The dimensionless parameter derived from these fluxes is: 
 

 
o

g
o

b
o

V

o
f

o
q

o
m

'22/12/3

2/3

  [7] 

 
which is proportional to the densimetric Froude number: 
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 The dependence on qo is negligible for the negative buoyant jet of sufficiently high densimetric Froude 
number, as explained by Zhang and Baddour (1997). As a first approximation, the numerical simulation results 
are presented and normalized using the time scales, ts, length scale, ts, and velocity scale, vs, defined by the 
buoyancy flux (fo), and the momentum flux (mo) as follows: 
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4.1 Grid refinement 

The tank is 17.28m long and 1.08m high in the simulation of the fountain and the gravity-current heads 
on the seafloor. The computation stops when the front of the gravity current arrives at the end of the tank. The 
entrainment of the fluid from the ambient dilutes the brine and hence increases the volume of the brine in the 
fountain and the gravity-current heads. The total volume of the brine per unit length of the line source, V, is 
determined using the Lagrangian block simulation method by Chu and Altai (2001; 2012; 2015; 2016; 2017). 
Figure 6 shows the dimensionless volume and its relation with the dimensionless time obtained from the 
simulations using two different grids and block sizes. The coarse grid has 96 x 1536 cells while the refined 
grid 192 x 3072 cells. The solid symbols denote of the simulation results obtained using the refined grid with 
192 x 3072 cells. The open symbols are the results obtained using the coarse grid of 96 x 1536 cells. The 
results obtained using the coarse grid is not detectably different from those using the refined grid for both the 
discharge with the densimetric Froude number of Fro = 11.9 and Fro = 5.96. These grid independent results 
are remarkable achievement of the Lagrangian block simulation (LBS) that is not possible to attain by the 
traditional finite volume method (FVM). The difficulty with the FVM is due to its Eulerian formulation. To find 
the numerical solution, fluxes are estimated on the face of the finite volume using the truncation series. 
Spurious numerical oscillations and artificial numerical diffusion are the consequences of the truncation 
(Karimpour and Chu, 2015). The problem is particularly severe in the regions across the flow discontinuities. 
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Occasional switching to a diffusive upwind scheme, for example, was one classic strategy in FVM to manage 
the numerical oscillations. As the spurious oscillations and false diffusive error are eliminated, the LBS offers 
the most effective and accurate method for turbulent flow modeling and simulation. Similar LBS method has 
been employed to calculate the advance of wet water on dry bed (Tan and Chu, 2010; 2012) and to capture 
the turbulent interface in shear flow (Chu and Altai, 2001; 2012; 2015). In the absence of spurious oscillations 
and false diffusion, the best possible model of the gravity-current head is constructed by the LBS method. 

 

 
Figure 6. Growth of the brine volume per unit length with time for two densimetric Froude numbers, Fro 
= 11.9 (left) and Fro = 5.96 (right). The volume and time scales for the normalization are based on the 

initial buoyant flux and momentum flux of the effluent. 
 
4.2 Speed of advance of the density-current head on the sea floor 
 Figure 7 shows the dimensionless distance between the fronts of the gravity currents on the two sides of 
the diffuser for the two densimetric Froude numbers, Fro = 5.96 and 11.9 using the refined grid. The rate of 
increase of this distance determines the speed of the advance. The best fit of the data shown in Figure 7 gives: 
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which is proportional the buoyancy flux to the one-third power at the source, and almost independent of the 
source momentum flux. According to this formula, large facility with large source buoyant flux would produce 
density current of great speed that could be dominant in comparison with the current speed due to the tides 
and winds in the surrounding sea. 
 
4.3 Dilution ratio and turbulent entrainment 
 Figure 8 shows how the volume of the brine, V, increases continuously with time, t, at a greater rate than 
the rate at the source, qo t. The parameter that measures the rate of the turbulent entrainment is the dilution 
ratio, V /(qot), which increases the dimensionless time (tfo/mo). The initial dilution takes place within the 
fountain is the intercept. The fraction of the dilution subsequently as the density current advance along the sea 
floor is the more significant fraction that is not negligible. 
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Figure 7. Dimensionless distance between the fronts of the density current and its variation with 
the dimensionless time for two densimetric Froude numbers of Fro = 11.9 and 5.96. The straight 

line is Equation 9. 
 

 
Figure 8. Overall dilution ratio over the period time as the density current advances to the end of 

the tank for the two densimetric Froude numbers of Fro = 11.9 and 5.96. 
 
The data in Figure 8 is normalized by the Froude number to the power of 2/3 to get similarity in the 

results of the simulations for both Froude numbers. Best fit of the two sets of data in Figure 4 gives: 
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 Equation 11 gives the dilution ratio produced by mixing within the fountain. Equation 12 defines the 
asymptotic far field mixing that occurs on the seafloor. The dilution within the fountain as given by Equation 10 
follows consistently with the laboratory measurement of the dilution ratio in the negatively buoyant plane jets 
by Voustrou et al. (2015). According to the simulation given in Equations 11 and 12, the dilution by the 
negatively buoyant jet within the fountain in near field is only 38% while the dilution on the seafloor is the 
greater 62% fraction of the overall dilution. Far field dilution clearly is significant notwithstanding that the 
effluent in this simulation is advancing on a smooth horizontal seafloor. 
 
5 CONCLUSIONS 

A series of simulations for the dilution of gravity current on horizontal seafloor are conducted using the 
method of the Lagrangian block simulation. In one simulation, the gravity-current head is produced by the 
release of the effluent from an instantaneous source. In the other simulation, the gravity-current head is 
produced by a continuous but intermittent source. These simulations have demonstrated the effective mixing 
by the Kelvin-Helmholtz instability along the mixing layer above the gravity-current head. The natural seafloor 
has hills and valleys. Much greater dilution is attainable as the current interact with the irregularity on the 
seafloor. Judicious selection of the disposal site by locating the diffuser on the ridge of the sea floor for 
example can increase the overall dilution as the gravity current flows downhill from the ridge. Raising the 
height of diffuser pipe to an elevation above the sea floor also should promote the mixing. The detailed 
knowledge of the current over a large area surrounding the site is necessary to evaluate correctly the impact 
of the desalination effluent on the marine environment. The simulation must resolve the interfacial mixing by 
the Kelvin-Helmholtz instability developing in the train of multiple current heads on the natural seafloor. This 
may require a computational intensive three-dimensional Lagrangian block simulation model. 
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ABSTRACT  
  
Nutrient loading into Lake Michigan can produce algal blooms, hypoxia, beach closures, clogging of water 
intakes, and reduced water quality. Addressing those problems requires the understanding of the transport 
and fate of phosphorus in lakes. Research has shown that reducing tributary phosphorus loading may reduce 
Cladophora abundance near tributary sources. There is active research on the influence of dreissenid mussel 
filtering on water clarity and phosphorus bioavailability in the nearshore, and the importance of nearshore-
offshore phosphorus exchange. None of the existing models specifically accounts for the role of mussels in 
the phosphorus cycle despite evidence that this role is significant. We developed a computer model that 
simulates the hydrodynamic and biogeochemical processes relevant to the transport of phosphorus in the 
nearshore zone. We then used the Milwaukee Metropolitan Sewerage District (MMSD) South Shore 
Wastewater Treatment Plant (SSWWTP) as a case study, applying the model to simulate the transport of 
phosphorus released by the plant. The 3D model consists of a hydrodynamic model linked with a 
biogeochemical model. The hydrodynamic component is a high-resolution model of the lake nearshore zone 
around Milwaukee, nested into the National Oceanic and Atmospheric Administration Lake Michigan model. 
The biogeochemical model consists of three linked modules. The Cladophora module simulates near-bottom 
dissolved phosphorus uptake and respiration, and sloughing. The mussel module simulates near-bottom 
particulate phosphorus grazing, excretion to near-bottom dissolved phosphorus, and egestion to sediment 
storage. The sediment storage module simulates the particulate phosphorus settling and resuspension. The 
model was validated against the field measured water temperature, total and particulate phosphorus, 
Cladophora biomass, and phosphorus content. The study included the laboratory testing phosphorus samples 
with low detection limit and analysis of Cladophora trends in the nearshore zone. The model is being applied 
as a management tool to test the scenarios of SSWWTP nutrient loading, determining the effluent phosphorus 
limits for the treatment plant. 

  
Keywords: Laurentian Great Lakes; limnology; nearshore processes; modeling, nutrients. 

 
 

1 INTRODUCTION 
Nutrient loading into Lake Michigan can produce algal blooms, hypoxia, beach closures, clogging of 

water intakes, and reduced water quality. Pauer et al. (2011) summarized the enactment of a total phosphorus 
(TP) concentration target for Lake Michigan. The original Great Lakes Water Quality Agreement (GLWQA) 
(International Joint Commission, 1972;1978) and its revision in 1978 (Great Lakes Water Quality Board, 1978) 
were enacted mainly due to eutrophication concerns in the Great Lakes. Although Lake Michigan was never 
regarded as eutrophic, lake-wide total phosphorus (TP) concentrations of 9.0 μg L−1 and summer average 
chlorophyll-a concentrations of 2.0 μg L−1 in the late 1960s and early 1970s (Thomas et al., 1980) were a 
concern. The GLWQA targets for Lake Michigan were 5600 MT annually for TP loading and 7 μg L−1 lakewide 
mean TP concentration for spring, resulting in a chlorophyll-a concentration of 1.8 μg L−1 (Thomas et al., 
1980). 

Research has shown that reducing tributary phosphorus loading to the nearshore may reduce 
Cladophora abundance near tributary sources (Bootsma, 2009; Auer et al., 2010; Higgins et al., 2012), but 
questions remain unanswered. 

  Active research on Lake Michigan nearshore biogeochemistry includes:  
  The influence of dreissenid mussel filtering on water clarity and phosphorus bioavailability in the 

nearshore, and  
  The importance of nearshore-offshore phosphorus exchange on nearshore biogeochemistry. 

Previous phosphorus modeling research includes:  
  Whole-lake models for Lake Michigan (Pauer et al., 2011) and Lake Erie (Schwab et al., 2009),  
  Nearshore model of Lake Ontario (Leon et al., 2012), and  
  Particle tracking model developed by Tetra Tech (2014) for the Milwaukee Harbor area. 
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None of these models specifically account for the role of dreissenid mussels in the phosphorus cycle 
despite evidence that this role is significant (Bootsma and Liao 2013). 
The objectives of the present study were: 
(a) To develop a computer model that simulates the hydrodynamic and biogeochemical processes 

relevant to the transport of phosphorus in the nearshore zone of Lake Michigan. 
(b) To use the Milwaukee Metropolitan Sewerage District (MMSD) South Shore Wastewater Treatment 

Plant (SSWWTP) as a case study, applying the model to simulate the transport of phosphorus 
released by the wastewater treatment plant. 

(c) To apply the model as a management tool to test various scenarios of SSWWTP nutrient loading, 
and determine effluent phosphorus limits for the wastewater treatment plant. 

 
2 APPROACH 

The 3D model consists of a hydrodynamic model linked with a biogeochemical model. The hydrodynamic 
component is a high-resolution model of the nearshore zone of Lake Michigan around Milwaukee, nested into 
the National Oceanic and Atmospheric Administration (NOAA) Lake Michigan model of the Great Lakes 
Coastal Forecasting System (GLCFS). The Lake Michigan model uses a grid size of 2 km and 131 x 251 cells 
in the EW and NS directions, respectively, and 20 vertical depth intervals (sigma layers). The coastal area of 
interest, simulated by the nested model, extends 45.5 km in the longshore direction, and offshore roughly to 
the 30 m isobath. The nested model had a grid size of 100 m, 120 x 445 cells in the cross-shore and 
alongshore directions, respectively, and 20 equally-spaced sigma layers. The hydrodynamic model is based 
on the Princeton Ocean Model and was expanded to simulate the transport of particulate phosphorus (PP) 
and dissolved phosphorus (DP) in the water column. The biogeochemical model consists of three linked 
modules: a mussel model, a Cladophora model, and a sediment dynamics model (Fillingham, 2015). The 
Cladophora model simulates the processes of near-bottom dissolved phosphorus uptake and respiration, and 
sloughing. The mussel model simulates near-bottom particulate phosphorus grazing, excretion to near-bottom 
dissolved phosphorus, and egestion to sediment storage. The sediment storage model simulates particulate 
phosphorus settling and resuspension. Figure 1 depicts the components of the hydrodynamic and 
biogeochemical models developed in this study and the links among them. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Sketch of the hydrodynamic and biogeochemical model components and their links. 
 
The linked models were applied to determine the influence of MMSD SSWWTP phosphorus loading 

compared to mixing with the lake offshore. Simulations were focused on the time of year for Cladophora 
growth, detachment, and shoreline fouling between May and September. Figure 2 shows the locations of the 
SSWTP and the Atwater (ATW) sampling stations in Lake Michigan. 

The first modeling step was the implementation of hydrodynamic transport in the water column of PP and 
DP released by SSWWTP outfall. The mussel, sediment dynamics, and Cladophora components of the 
biogeochemical model were linked sequentially to the hydrodynamic model. The linked models were first 
implemented into a simulated uniform flow field running south through the SSWWTP plant site, then validated 
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with the real meteorological forcing, and 3D flow and temperature fields against measurements made at the 
Atwater and SSWWTP sites in 2013 and 2015. The model was then used to estimate the assimilative capacity 
of phosphorus from the SSWWTP. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 
Figure 2. (a) Map of Lake Michigan showing the SSWWTP and ATW water quality sampling sites. (b) Detail 

of sampling sites around the MMSD WWTP. 
 
3 RESULTS 

3.1 Testing with lower detection limit of the P samples collected in 2015 by MMSD, and analysis of 
Cladophora trends in the nearshore zone 
During the summer of 2015, we completed sampling cruises, measuring Cladophora biomass and 

Cladophora particulate phosphorus content at five sites, with a lower detection limit that was previously used 
by MMSD. The red dots in Figure 3a show the sites, namely Atwater, Cudahy, Oak Creek, South Milwaukee 
and Texas Rock, from N to S. One counterintuitive result (Figure 3b) showed high P content corresponding to 
low biomass. The interpretation is that high P content sites are low light (turbid) sites. The management 
implication is that we must consider how management actions affect both P supply and water clarity.  Clearer 
water can offset gains resulting from lower P loads. 

 
3.2 Model validation against measurements made at the Atwater sites in 2013 and 2015 

Figure 4 illustrates the measured and calculated concentrations of DP and PP at the ATW location in 
2013 and 2015. Both simulations showed reasonably good agreement with measurements. The DP 
simulations showed a significant difference in the patterns of variations when comparing the results of 2013 
and 2015. The 2013 simulation showed relatively small fluctuations in DP concentration, which does not 
exceed the lake background value of 2 µg/L. In contrast, DP concentrations showed larger fluctuations in 
2015, reaching higher values around 5 µg/L. The effects of mussels and Cladophora could explain the 
difference. It is plausible that mussels and algae have produced a large amount of DP by excretion and 
respiration, respectively, during those two years, leading to the accumulation of DP in the bottom of the lake. 
Also, lake circulation can transport DP from offshore areas to the nearshore zone. 

The simulation results for PP showed a smaller range of variation than that of DP, and the calculated 
concentrations are similar in 2013 and 2015. One difference is that PP concentrations showed more frequent 
spikes of concentration in 2013 because of resuspension events that year. More frequent resuspension can 
be explained by the meteorological variability of the study area, with stronger winds in 2013.  
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(a) (b) 
Figure 3. (a) Locations of Atwater, Cudahy, Oak Creek, South Milwaukee and Texas Rock sampling stations 
shown, N to S, by red dots. (b) Cladophora biomass vs. Cladophora particulate phosphorus content in 2015 

cruises. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(a) (b) 
Figure 4. Comparison of dissolved and particulate phosphorus at the Atwater station, measured near the 

bottom and the middle of the water column (blue and red symbols, respectively) and predicted by the model 
(blue and red lines). a) 2013 comparison; b) 2015 comparison. 

 
Cladophora interactions have a significant influence on DP concentrations in Lake Michigan. Figure 5 

shows a reasonable agreement between the measured and calculated Cladophora biomass and phosphorous 
content at ATW in 2013 and 2015. According to the simulation results, Cladophora biomass peaks during 
June, September, and October. The main reason is because of variations in the lake bottom water 
temperature (not shown). When the temperature is higher than an optimum value of 17 ˚C, Cladophora starts 
sloughing and the biomass decreases. The temperature is most often higher than 17 ˚C between June and 
Oct of 2013, and during that time period sloughing restricts the growth of Cladophora biomass. 

The seasonal trends in Cladophora biomass were similar in 2013 and 2015, but simulations showed 
significantly higher biomass in 2015. The reasons could be climate variability and interaction with higher DP 
concentration in water, as shown in Figure 4. Cladophora phosphorous content did not show a significant 
difference between 2013 and 2015, except for a slight increase in September and October of 2015. 
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(a) (b) 
Figure 5. Comparison of Cladophora biomass and Cladophora phosphorus content at the Atwater station, 

measured (blue symbols) and predicted by the model (blue lines). (a) 2013 comparison and (b) 2015 
comparison. 

 
Figure 6 illustrates DP and PP concentrations at the lake bottom, from the SSWWTP outfall loads 

measured by MMSD, and DP and PP the concentrations calculated by the model at the middle of the water 
column during the June to October 2013 and 2015 periods. The concentrations in the bottom layer are much 
higher than that in the upper layers because the outlet is near at the bottom. The loading patterns in 2013 and 
2015 were different from each other, especially in July and September. The average outfall discharge 
concentrations of DP and PP were 273 µg/L and 251 µg/L in 2013 and 2015, respectively. The peak 
concentrations released in 2015 were, however, significantly higher than those released in 2013. The outfall 
concentrations reached values of 1500 µg/L or higher in the last weeks of July and September of 2015. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(a) (b) 
Figure 6. June-October 2013 (a) and 2015 (b) measured DP and PP concentrations at the lake bottom, from 
SSWTP outfall loads measured by MMSD (blue lines), and DP and PP the concentrations calculated by the 

model at the middle of the water column (red lines). 
 

3.3 Estimation of the assimilative capacity of the lake 
One of the main goals of the study was to apply the model as a management tool to test various 

scenarios of SSWWTP nutrient loading, and determine effluent phosphorus limits for the wastewater 
treatment plant. Effluent phosphorus limits can be determined using the concept of assimilative capacity of the 
lake, defined as the difference between the total, whole-lake average phosphorus target of 7 μg L−1 and the 
lake background concentration. Application of the concept involves a control volume, an averaging period, and 
a point source loading rate. The limit-loading rate can be calculated as the loading rate that when diluted over 
the control volume reaches the assimilative capacity, on average over the averaging period. In order to 
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estimate the limit-loading rate, we are preparing of maps that show the locations where the TP criterion of 7 
μg L−1 is exceeded under historical SSWWTP phosphorus load discharges. The maps will show the spatial 
distribution of total phosphorus criterion exceedance by contour lines of the percentage of time that the 
criterion is exceeded during the summer season (June to October). 

Model simulations showed that TP exceeds the concentration target of 7 μg L−1, in particular in areas 
near the outfall. We calculated the footprints where the SSWTP outfall produces concentrations higher that 
the 7 μg L−1 target during different percentages of the summer season. For example, Table 1 shows the lake 
volumes and areas affected more than 25% of the time for the model layers located at the surface, middle, 
and bottom of the water column. 

 
Table 1. Total volumes and areas of lake’s water affected by TP higher than 7 μg L−1 more than 25% 

 of the time. 

Model Layer 
Total Area (km2) Total Volume (×106 m3)

2013 2015 2013 2015
Surface 3.55 1.94 0.90 0.50 
Middle 3.14 1.85 0.79 0.46 
Bottom 1.72 1.64 0.43 0.26 
All layers - - 14.12 8.09 
 

In general, TP concentrations higher than the target occur over larger areas near the water surface than 
near the bottom of the lake. The difference in affected areas along the water column could be explained by the 
action of algae and mussels at the bottom of the Lake that can decrease TP concentration, and by the 
presence of stronger currents in the upper layers that can disperse phosphorous farther. In other words, 
hydrodynamics is the most significant process near the surface, while the effects of hydrodynamics and 
biogeochemical processes counteract each other near the bottom. Biogeochemical processes can reduce the 
TP concentration near the bottom of the lake.  

Figure 7 shows the areas affected by TP higher than 7 μg L−1 in 2013 and 2015. For example, the 
alongshore lengths of the surface layer-footprints of TP higher than the target during 25% of the summer 
season, were approximately 27 and 22 Km in 2013 and 2015, respectively. The difference in the size of the 
footprint could be explained by the different loading patterns in those two years, and by lower average 
discharge concentration in 2015. In addition, the areal density of Cladophora biomass was larger in 2015, 
possibly resulting in larger P uptake and lower TP concentrations near the bottom of the lake. 

 
4 CONCLUSIONS 

A model was developed with the goal of contributing to the understanding the nearshore transport and 
fate of nutrients, particularly phosphorus, in the Laurentian Great Lakes. That understanding is necessary to 
address excessive nutrient loading into Lake Michigan, which can produce algal blooms, hypoxia, beach 
closures, clogging of water intakes, and reduced water quality. 

The 3D model consists of a hydrodynamic model linked with a biogeochemical model. The 
biogeochemical model consists of three interrelated modules: a mussel module, a Cladophora module, and a 
sediment dynamics module. The Cladophora module simulates the processes of near-bottom dissolved 
phosphorus uptake and respiration, and sloughing. The mussel module simulates near-bottom particulate 
phosphorus grazing, excretion to near-bottom dissolved phosphorus, and egestion to sediment storage. The 
sediment storage module simulates particulate phosphorus settling and resuspension. The model was 
validated against field measured water temperature, total and particulate phosphorus, Cladophora biomass 
and Cladophora phosphorus content.  

The model is being applied as a management tool to test various scenarios of Milwaukee Metropolitan 
Sewerage District South Wastewater Treatment Plant nutrient loading, in order to determine effluent 
phosphorus limits for the plant. The limiting loading rate is being estimated using the concept of assimilative 
capacity of the lake, defined as the difference between the whole-lake phosphorus concentration target and 
the lake background concentration. 

 
 
 
 
 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 5177



          

 

 

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 7. Footprints of exceedance of TP target concentration in 2013 (surface, middle and bottom layers in 
a, b and c, respectively) and 2015 (surface, middle and bottom layers in d, e and f, respectively). 
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ABSTRACT 
  
For the purpose of efficiently designing an outfall system and accurately assessing the environmental impacts 
of the system, it is necessary to investigate the mixing processes of a turbulent buoyant jet. When a turbulent 
buoyant jet is dynamically bounded by boundaries, it can be called a confined turbulent buoyant jet. In the 
present paper, the mixing properties of a laterally confined vertical buoyant jet is simulated using the GGDH k-
ε turbulence model and the results are compared to other models available and present experiments. The 
results show that the buoyancy-corrected model can improve the accuracy and can be used for investigating 
the mixing properties of a laterally confined vertical buoyant jet. 

 
Keywords: Numerical modeling; lateral confinement; buoyant jet; k-ε GGDH; turbulence model. 
 
 
1 INTRODUCTION  

The density of many types of wastewater effluents is lower than the ambient water, and in this sense the 
wastewater effluents can be named buoyant jets. A very common form of turbulent buoyant jets is liquid waste 
from desalination plants (Kheirkhah et al., 2014; 2015). It is quite important to adequately dispose the buoyant 
jets, as the jets have significant negative impacts on the environment (e.g., Huai et al., 2010; Drami, et al., 
2011; Lattemann & Höpner, 2008). Typically, a submarine buoyant jet is affected by boundaries, and this sort 
of buoyant jet is confined buoyant jet. 

The mixing processes of confined buoyant jets can be studies in three different ways: theoretically, 
experimentally and numerically. Numerical simulations of laterally confined vertical buoyant jets have rarely 
been reported in the literature. Numerical simulations on confined jets have rarely been done, and require 
further investigation. Numerous researchers have developed and employed integral models for turbulent 
buoyant jets (Jones et al., 2007; Chu, 1985). The model has been validated using extensive high-resolution 
laboratory data and proved to be a convenient and efficient tool for surface discharge jet analysis. 3D 
numerical simulations based on the solutions of the Navier-Stokes equations can provide more reliable and 
detailed results for confined jets.  El-Amin et al. (2010) analyzed a turbulent buoyant confined jet discharged 
into a cylindrical tank. The distributions of velocity, pressure, temperature and turbulence were measured and 
modelled using the realizable k-ε turbulence model. The modelled results matched the measurements fairly 
well. Gildeh et al. (2014) conducted a numerical study on the velocity and temperature fields of the thermal 
and saline wall jets. The cling length, plume trajectory, temperature dilutions, and temperature and velocity 
were simulated using different turbulence models. The simulated results showed good agreement with the 
recent experimental data, and two models performed best among the seven models chosen for the study. 

An important cause of uncertainties in numerical simulations is the selection of turbulence models. There 
are generally three categories of turbulence models: direct numerical simulation (DNS), large eddy simulation 
(LES) and Reynolds-averaged Navier-Stokes (RANS) simulations. In practice, the RANS simulations are the 
most widely used method, especially the k-ε turbulence model. However, the standard k-ε turbulence does not 
take into account the effect of buoyancy on turbulence, which might lead to errors when buoyancy is very 
important. The GGDH k-ε turbulence model of Daly and Harlow (1970) is a buoyance-modified k-ε turbulence 
model, which incorporated buoyance source terms based on the generalized gradient diffusion hypothesis.  

Therefore, the present paper simulates a laterally confined vertical buoyant jet using the GGDH k-ε 
turbulence model and compares its performances with other models and data.  
 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5180 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

2 METHODS 
A total of 24 cases are considered in the present study, and the specifications of these cases are 

summarized in Table 1. 
 

Table 1. Parameters of the simulated cases. 

Cases 
D 

(mm) 
Dr 

(mm) 
Hr 

(mm)
Tj 

(°C)
Ta 

(°C)
∆ρ 

(kg/m3)
Wj 

(cm/s) 
B Fr 

C1 8 36 120 56.7 21.4 13.1 10.6 4.3 3.3 
C2 8 36 120 58.7 21.4 14.1 13.3 4.3 4.0 
C3 8 36 120 55.9 21.4 12.7 15.9 4.3 5.0 
C4 8 36 120 57.6 21.3 13.5 21.6 4.3 6.5 
C5 8 36 120 45.4 21.1 7.9 21.4 4.3 8.6 
C6 8 36 120 47.0 21.2 8.6 31.8 4.3 12.3 
C7 10 64 150 51.4 17.8 11.3 10.2 2.8 3.1 
C8 10 64 150 39.5 17.3 6.3 31.2 2.8 12.6 
C9 10 64 200 55.6 19.9 12.8 13.6 3.7 3.9 
C10 10 64 200 42.3 19.6 6.0 25.8 3.7 9.9 
C11 10 36 200 58.7 19.7 14.4 19.0 7.7 5.1 
C12 10 36 200 59.7 19.8 14.9 22.6 7.7 5.9 
C13 10 36 150 46.1 16.9 9.1 10.2 5.8 3.4 
C14 10 36 150 46.9 16.8 9.4 12.0 5.8 3.9 
C15 10 36 150 55.6 16.7 13.4 19.0 5.8 5.2 
C16 10 36 150 55.9 16.6 13.6 24.5 5.8 6.7 
C17 10 36 150 38.1 16.3 6.0 20.4 5.8 8.4 
C18 10 36 150 39.0 16.9 6.2 31.2 5.8 12.7 
C19 8 21 120 55.5 21.2 12.5 10.6 9.2 3.4 
C20 8 21 120 57.1 21.5 13.3 13.3 9.2 4.1 
C21 8 21 120 58.2 21.5 13.8 15.9 9.2 4.8 
C22 8 21 120 57.4 21.8 13.3 21.3 9.2 6.6 
C23 8 21 120 44.6 21.1 7.6 21.4 9.2 8.8 
C24 8 21 120 45.7 21.2 8.0 31.8 9.2 12.7 

D = Jet diameter; Dr = Riser diameter; Hr = Riser height; Tj = Jet temperature; Ta = Ambient temperature; ∆ρ = 
Source density deficit; Wj = Jet velocity; B = Confinement index; Fr = Densimetric Froude number 

  
The governing equations of the numerical simulations can be expressed as (Gildeh et al. 2015): 
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with 

 

   eff t

  
(5) 

 
where u, v, and w are Reynolds-averaged velocities; x, y (vertical direction), and z are the Cartesian 
coordinate axes. t is time, ρ is the fluid density and ρ0 is the reference fluid density. Pressure is represented 
by P. νeff denotes the effective kinematic viscosity, νt is the turbulent kinematic viscosity, and ν is the 
kinematic viscosity. g is the gravity acceleration. 

The k-ε model of Jones and Launder (1972) is the most widely used turbulence model as it is accurate as 
well as efficient, so it is called the standard k-ε turbulence model hereafter. 

It is a two-equation model, where the turbulence kinetic energy k and its dissipation rate ε are calculated 
from their respective transport equations: 
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where Ui is the instantaneous velocity component in the direction xi, G is the production of turbulence due to 
shear. The model constants cµ, c1ε, c2ε, and σk, σε are given the standard values of 0.09, 1.44, 1.92, 1, and 
1.3. 

The k-ε GGDH turbulence model can be expressed as:  
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where B̂  is the production of turbulence due to the buoyancy effect. ' '
i ju u  denotes the velocity fluctuation. It is 

numerically found that there are no significant differences in the results when c3ε and σt vary between 0.6 and 
1, so these coefficients are set to 0.8 and 1.0 respectively.   

However, the standard k-ε turbulence model was not developed for variant density flows. In order to 
improve the accuracy of numerical simulations, source terms should be added to the transport equations to 
account for the buoyancy introduced by the turbulence. There are two popular hypotheses for adding the 
source terms; one is the simple gradient diffusion hypothesis (SGDH), and the other one is the general 
gradient diffusion hypothesis (GGDH). In the present paper, the GGDH method is utilized since it is more 
accurate than the SGDH method. 

The governing equations can be solved using finite element, finite difference, or finite volume method. In 
the present paper, the finite volume method is used, as it is the most convenient one for describing the 
movement of a fluid. The simulations are conducted using the OpenFOAM (Open Source Field Operation and 
Manipulation), which is an open source computational fluid dynamics code. The solver is called pisoFoamIIII, 
which is developed at the University of Ottawa based on the standard pisoFoam solver. The pisoFoamIIII 
solver incorporates the Boussinesq term, salinity and temperature transport equations. The buoyancy-
corrected turbulence model is developed on the basis of the standard k-ε turbulence model and the general 
gradient diffusion hypothesis. 

The model for numerical simulations is based on an experimental setup, the outline dimensions of which 
are 1 m long, 1 m wide, and 0.45 m deep. Models with different port diameters, densimetric Froude numbers, 
and confinement indices are simulated to investigate the impacts of these parameters. The computational 
domain can be discretized using either a structured mesh or un-structured mesh. In the present paper, a 
structured mesh is used as it makes the simulations more stable. However, variant grid sizes are used in 
order to save computational costs; for example, the girds are finer near the riser but relatively coarser far from 
the riser.  
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3 RESULTS AND DISCUSSION  
 

3.1 Grid sensitivity 
 The grid resolution can cause large uncertainties in a numerical simulation, so it is necessary to test the 
grid-independence. The 2% criteria is adopted, which means that a grid resolution is accepted if a finer grid 
resolution does not change the results by 2%.  

The grid resolution of each simulation in the present study is determined in the following manner: 
 First, a preliminary simulation with relatively coarse grid resolution was established, and then simulations 

with finer resolution were conducted (until the model achieves the 2% confidence criteria).  
 

 
 

 
Figure 1. Concentration Profile of Confined Buoyant Jet, S versus Z/D for Case C1; a) Z/D = 15~40; (b) Z/D = 
18~19. S = (C-Ca)/(Cj-Ca), where C is concentration at a particular location is, Ca is ambient concentration, Cj 

is jet initial concentration. 
 

Taking Case 1 as an example; eight different meshes were tested, as shown in Figure 1 and Table 2. 
The employed procedure can be summarized as follows.  

A preliminary simulation was performed with mesh 1, which contains about 0.256 × 106 grid cells. 
Another simulation was performed with mesh 2. The mesh contains about 0.699 × 106 grid cells and its 

level of grid resolution is 1.4 (that is, the number of grid cells in each block is multiplied by a factor of 1.4 
compared to that of mesh 1). The two simulations were compared. As can be observed in Figure 1, the 
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difference between the mesh 1 and mesh 2 simulations is significant; thus, mesh 1 is not considered 
acceptable.  

A new simulation was conducted using mesh 3, which has a level of grid resolution of 1.5. As one can 
see in Figure 1, the outputs of the mesh 2 simulation do not deviate far from those of the mesh 3 simulation, 
so a quantitative analysis is necessary.  

The quantitative comparison comprises two steps: first, the results are interpolated to make the x, y, and 
z values consistent; second, the deviation between the two simulations is calculated.  

As summarized in Table 2, the deviation is –2.013%, which exceeds the 2% criteria. The results from 
mesh 3 deviate from those of mesh 4 within only 2%, but the error regarding interpolation for mesh 4 exceeds 
2%. Thus, the results were not considered reliable; neither mesh 5 nor mesh 6 was adopted due to the same 
concern (interpolation error). 

Finally, mesh 7 and mesh 8 met the 2% standard, and the results were deemed reliable. To be 
conservative, the results from mesh 8 were employed. 
 
3.2 Qualitative validation 

Figure 2 shows the central plane of a laterally confined vertical buoyant jet in the present experiments. 
Experiments with other parameters are conducted and it can be concluded that: 1) the dilution decreases 
when the densimetric Froude number increases, since the buoyancy force becomes smaller compared to the 
inertial force when the densimetric Froude number increases; and 2) the dilution decreases when the 
confinement index increases, since the intrusion of ambient water is more restricted when the confinement 
index increases.  
 

 
Figure 2. The central plane of a laterally confined vertical jet in the present experiment. 

 

 
Figure 3. Comparison of the mixing properties of two jets with different densimetric Froude numbers (the 

confinement index is 4.3). 
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Figure 4. Comparison of the mixing properties of two jets with different confinement indices. 

 
Figure 3 shows a comparison of the mixing properties of two jets with different densimetric Froude 

numbers. The jets have a confined index of 4.3, but the one in Figure 3 (a) has a densimetric Froude number 
of 3.3 while the one in Figure 3 (b) is 4.0. It can be seen that the dilution of the jet in Figure 3(b) is weaker 
than that in Figure 3 (a), which is in accordance with the conclusion obtained from the experiments. A 
comparison of the mixing properties of two jets with different densimetric Froude numbers is shown in Figure 
4. The two jets have a same densimetric Froude number of 3.4, but the one in Figure 4 (a) has a confinement 
index of 5.8 while the one in Figure 4 (b) is 9.2. As can be observed, the dilution of the jet in Figure 4 (b) is 
weaker than that in Figure 4 (a), which agrees with the conclusion drawn from the experimental observations 
that the dilution becomes weaker when the confinement index increases. 
 
3.3 Quantitative Validation 

The above analysis demonstrates that the numerical models can correctly predict the qualitative 
properties of the mixing processes of laterally confined vertical buoyant jet. Figure 5 shows the quantitative 
results of comparisons between experimental and numerical observations.  
    

 

Figure 5. Concentration profiles of a laterally confined vertical buoyant jet with a confinement i 
ndex of 4.3 and a densimetric Froude number of 3.3. 
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Figure 5 shows the concentration profiles of a laterally confined vertical buoyant jet, the confinement 

index and densimetric Froude number of which is 4.3 and 3.3, respectively. In the figure, Z represents the 
vertical location, D is the riser diameter, and S is the centerline dilution, which can be expressed as: 
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where C is the concentration at a location, Ca is the ambient concentration, and Cj is the initial concentration of 
the jet. The empirical results are calculated using the regression equation from Lee and Lee (1998), which is  
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As can be seen from Figure 5, both the standard and buoyancy-corrected k-ε turbulence models can 

satisfactorily replicate the experimental measurements but the k-ε GGDH model results are closer to the 
measurements. The empirical estimation deviates farther from the measurements compared to the simulated 
results. 
 
3.4 Concentration properties 

Concentration properties are one of the most important parts of the analysis of a laterally confined 
vertical buoyant jet, especially in terms of environmental impact assessment. In the present study, six 
representative cross sections are investigated, the Z/D values of which are 16, 24, 28, 32, 36, and 40, 
respectively. The concentrations at these representative cross sections are extracted, normalized by the 
maximum concentrations, and compared to the normalized transverse distance. The results for a laterally 
confined buoyant jet with a confinement index of 4.3 and a densimetric Froude number of 3.3 are shown in 
Figure 6. In the figure, C represents the concentration at a location, Cm is the maximum concentration at a 
representative cross section, r is the radial distance of a location from the centerline, and bgc is the half width, 
which is equal to the distance from the centerline to a location where the concentration is 1/e of the maximum 
concentration at the corresponding respective cross section. 
 

 
Figure 6. Dimensionless concentration profiles at various cross sections for a laterally confined  

buoyant jet with a confinement index of 4.3 and a densimetric froude number of 3.3. 
 

As can be observed in Figure 6, the transverse distribution pattern is Gaussian, which can be 
approximately expressed as: 
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For every case, the Gaussian manner of transverse concentration distribution exists at all of the 

representative cross sections. 
 Velocity characteristics 

The velocity distributions can be obtained based on the k-ε GGDH model results. The 
normalized streamwise velocity Uy/U0 at each cross section along the centerline is extracted and 
plotted against the vertical location of the corresponding cross section Z in Figure 7.  

From the figure, it can be observed that the jet could be divided into different zones based on 
the characteristics of velocity magnitude decay. In zone 1, the streamwise velocity magnitudes 
increase along the centerline, which is attributed to the positive buoyancy and process of flow 
establishment. In zone 2, the streamwise velocity magnitudes decrease significantly because of the 
rapid dilution in this region and the shear stresses induced by the riser wall. At the end of zone 2, 
impingement occurs, where the jet hits the riser wall, and the flow is deflected towards to the 
centerline. Therefore, the streamwise velocity magnitudes increase to a small degree due to the 
discrease of the jet cross-section areas in zone 3. Note that zone 3 does not exist for case C7 and 
C8, the confinement index of which are both 2.8. In zone 4, the velocities decay gradually and 
continuosly, caused by the momentom transfer and jet dilution. 

 

 
Figure 7. Normalized streamwise velocity Uy/U0 at various cross sections. 

 
4 CONCLUSIONS 

Three-dimensional simulations of laterally confined vertical buoyant jets are conducted using the 
standard and buoyancy-modified k-ε turbulence models (GGDH k-ε turbulence model). The comparisons 
between the experimental measurements and simulated results validated these two models and demonstrated 
that the buoyancy-modified k-ε turbulence model can provide with better results. The concentration properties 
of the jets are further investigated using the buoyancy-modified k-ε turbulence model, and it is found that the 
transverse distribution of concentration is approximately Gaussian, and the jet spread width increases with 
distance. Further studies can also be conducted, such as the quantitative comparisons of the performance of 
the two different turbulence models, the impact of the confinement index and densimetric Froude number on 
the agreement between the simulated results and Gaussian profile, and calculations of the jet spread width 
rate for more cases.  
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ABSTRACT  
  
A linear stability analysis and nonmodal stability analysis is conducted for an open channel flow to study the 
conditions under which perturbations growth and develop into large scale lateral motion or “transverse 
motion”. Linear stability analysis is widely used in the analysis of shallow flows. However, it is well known that 
linear stability analysis is not reliable when it comes to shear driven flows. Nonmodal stability analysis, on the 
other hand, gives a more complete picture of instabilities. A hyperbolic tangent velocity profile, which is 
commonly used to approximate shallow mixing layers, is analyzed. Some nonmodal stability metrics are used 
as an indication of finite time instability and confirmed by plotting the energy in the perturbations over time. It 
is shown that some linearly stable cases presented in literature do in fact exhibit transient energy growth, 
which can be significant enough to generate coherent turbulent structures and may take some time for it to 
dissipate.  
 
Keywords: Shallow water; hydrodynamic instability; pseudospectra; nonmodal analysis. 

 
1 INTRODUCTION   
 Natural fluid flows such as the oceans, rivers, estuaries, and even the atmosphere are shallow flows and 
they play an important role in the ecosystem. Large scale turbulent structures are commonly observed in 
shallow flows. The small depth to width ratio of shallow flows may lead to the development of large scale 
structures in the horizontal plane. These quasi two-dimensional structures contribute to lateral transverse 
motion which in turn leads to the transfer of mass, momentum and energy in the flows. It is very important to 
understand the conditions under which these structures can be generated. 
 Large scale lateral motion in channels has been analyzed by means of numerical simulations, laboratory 
experiments and stability analyses (Jirka, 2001). This paper will mainly focus on stability analyses, more 
specifically linear stability analysis and nonmodal stability analysis. Many researchers have used linear 
stability analysis in open channel shallow flows over many decades with reasonable success in quantifying the 
necessary conditions for the generation of instabilities in a parameter space (Chu et al., 1991; van Prooijen 
and Uijttewaal, 2002; Chen and Jirka, 1998; Kolyshkin and Ghidaoui, 2003; Ghidaoui and Kolyshkin, 1999; 
Chen and Jirka, 1997). In conducting linear stability analysis, a steady state base flow is assumed in the open 
channel and infinitesimally small wave-like perturbations are added to the flow. The main outcome of this 
analysis is to evaluate if these perturbations will grow in time and generate flow structures, or rapidly decay, 
having no effect on the flow. The present paper will build on the works of Chu et al. (1991), which describes 
the effect of bed friction, bottom topography and streamwise base flow velocity profile in the generation of 
transverse shear instabilities.  
 Many researchers have used linear stability analysis in a variety of fluid mechanics problems, but the 
results are not in agreement with experimental studies in shear driven flows (Trefethen et al., 1993; Schmid, 
2007). These discrepancies have been attributed to the linearization itself but Trefethen et al. (1993) argues 
that the problem may come from the nonnormality of the linear operator that shear driven flows produce. 
Nonmodal stability analysis is a relatively newer method in the field of hydrodynamic instabilities which looks 
at the energy growth in the perturbation (Schmid, 2007). It is shown that linear stability can only show 
asymptotic stability, but significant energy growth can occur at finite times (Schmid, 2007).  
 In this present study, a linear stability analysis was conducted on a shallow water open channel using a 
baseflow velocity profile, corresponding to a shallow mixing layer, commonly used (Chu et al., 1991; Ghidaoui 
and Kolyshkin, 1999). A further investigation was done using nonmodal stability analysis to show the transient 
and asymptotic fates of the perturbations. Some studies using nonmodal stability analysis has been published 
in studying sedimentary bed forms (Vesipa et al., 2012; Camporeale and Ridolfi, 2011; 2009), but it has not 
been applied to lateral motion in open channels, to the best of the authors’ knowledge. 
 In the next section, the problem is formulated and the mathematical derivation of the linear stability and 
nonmodal stability analyses is presented. Section 3, then presents the results of linear stability analysis and 
compares it to Chu et al. (1991) for verification of the model. Section 4 presents the nonmodal analysis of the 
selected asymptotically stable cases. Section 5 generalizes the stability behavior of the system into 
asymptotically stable regions and contours of finite time instability, followed by a conclusion in section 6. 
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2 PROBLEM FORMULATION 
 The equations governing the current problem are the Saint Venant’s equations describing shallow water 
and can be written as follows: 
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Equation 1 is the continuity equation while 2 and 3 are the momentum equation in the streamwise and cross-
stream directions, ݔ and ݕ, respectively. The variables ݑ෤  and ݒ෤ represents the ݔ and ݕ velocities. The pressure 
is given by ݌෤ , the water depth by ݄ and the time by ݐ. The bottom friction coefficient ௙ܿ represents the Chezy 
coefficient. The variables are dimensionless and the details for the nondimensionalization can be found in Chu 
et al. (1991). 
 
2.1 Linear Stability  
 In order to conduct linear stability analysis, the flow variables are decomposed into mean variables and 
infinitesimally small perturbations. The problem considered here is a channel with a streamwise steady state 
unidirectional mean flow, and so the cross-stream velocity does not have a mean component. The 
decomposition is given as below: 

෤ݑ ൌ ܷ ൅  (4) ′ݑ

෤ݒ ൌ  (5) ′ݒ

෤݌ ൌ ܲ ൅  (6) ′݌

  
 The mean variables U and P describe the base flow velocity profile and the mean pressure respectively. 
The prime variables ݑᇱ,  are the small perturbations. The decomposed variables (Eq 4,5 and 6) are ′݌ and ′ݒ
substituted into the system in (Eq 1,2, and 3) and the second order perturbation terms are considered to be 

negligible. The pressure gradient is taken as 
ப௉

ப௫
ൌ

௖೑௎
మ

௛
ൌ G because the flow is parallel. The resulting system 

describes the dynamics of the perturbations. 
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 Further mathematical manipulation is done to derive the modified version of the Orr-Sommerfeld equation 
(Dewals et al., 2008). The derivative with respect to y was taken for Eq 8 and that with respect to ݔ was taken 
for Eq 9 and the difference of these equations results in the elimination of the pressure terms. Eq 7 was used 
to write the final equation in terms of only	ݒ′. A normal mode solution ݒᇱ ൌ ݔሾ݇ሺ	exp	ොݒ െ  ሻሿ is assumed for theݐܿ
perturbation, where ݇ is the wavenumber and ܿ ൌ ܿ௥ ൅ ݅ܿ௜ is a complex number whose real component ܿ௥ is 
the wavespeed and the imaginary part ܿ௜ is the growth rate of the perturbation when multiplied by ݇. The 
resulting system given below: 

௬௬ܿݒ݇݅ െ ௬௬ݒܷ݇݅ ൅ ௬௬ܷݒ݇݅ െ ݅݇ଷܿݒ ൅ ݅݇ଷܷݒ െ ܷ
൫ ௙ܿ൯௬ݒ௬

݄
െ ௙ܷܿ௬ݒ௬

݄
െ ௙ܷܿݒ௬௬

݄
൅ ௙ܷܿ݇ଶݒ

2݄
 (10)

 
  The hat notation has been dropped for simplicity and the subscript ݕ indicates the derivative with respect 
to ݕ. Eq 10 can be rewritten as a generalized eigenvalue problem of the form	࢜࡭ ൌ  are the ࡮,࡭ where ,࢜࡮ܿ
matrix operators. The parameter ݇ܿ௜ is the growth rate of the perturbation, meaning that a positive value 
indicates the exponential growth of the perturbation, leading to the generation of instabilities.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

5190 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 
 The base flow velocity presented in this paper is the hyperbolic tangent profile, commonly used to 
approximate shallow mixing layers, given as: 

ܷሺݕሻ ൌ ܷ௔ ൅
1
2
ሺ1 ൅ tanhሺݕሻሻ (11)

  
The base flow velocity ܷ is a function of the cross-stream distance ݕ and the ambient velocity parameter	ܷ௔. 
The presence of an inflection point is a necessary condition for instability (Ghidaoui and Kolyshkin, 1999). Fig. 
1 shows the hyperbolic tangent velocity profile.  

 
 

Figure 1. Hyperbolic tangent velocity profile 

2.2 Nonmodal Stability 
 Despite the advancements in the field of hydrodynamic stability, there are still some issues that exist in 
linear stability analysis. One example is the disagreement of the transition Reynold’s number between linear 
stability analysis and experimental studies. The discrepancies between the results of linear stability and 
laboratory experiments are very common in shear driven flows. This reason for this problem is traditionally 
attributed to the linear assumption itself and those nonlinear terms should be assessed. However, Trefethen 
et al. (1993) stated that the problem is due to the nonnormality of the matrix operator and that linear stability 
only predicts asymptotic stability. Shear driven flows result in non-normal matrix operators and therefore, the 
results of linear stability may not give a complete picture of the stability behaviour. Nonmodal stability analysis 
uses parameters such as pseudospectra, numerical abscissa and growth functions to evaluate the evolution 
of energy in the perturbations in time.  

 Pseudospectra 
 Similar to the spectra or the set of eigenvalues of linear operator used in linear stability analysis, 
psedospectra or pseudoeigenvalues are used in nonmodal stability analysis. Pseudospectra is a concept 
introduced by Trefethen et al. (1993) and due to the highly mathematical nature and the many definitions that 
exist, only one will be presented here for simplicity. The pseudospectra of a matrix A, denoted by ߪఌሺܣሻ, is 
defined as the set of eigenvalues obtained by perturbing the matrix ࡭ with a matrix ࡱ whose norm is ߝ. 

	ߣ ,ԧ such that	߳	ߣ ఌ  is a set ofߪ ∈ ࡭ሺߪ ൅ ࡱ ሻ for someࡱ ∈ ԧேൈே with ‖ࡱ‖ ൏  ߝ

 Visually, pseudospectra are plotted as contour lines in conjunction with the spectra and can be seen as 
the extent of potential perturbation of the eigenvalues. The size of the pseudospectra corresponding to a 
particular order of perturbation reflects the sensitivity of the eigenvalues to the perturbation of that order.   

 Transient growth 
 Another important concept in nonmodal analysis is the energy in the perturbation. Since linear stability 
analysis can only predict asymptotic stability, i.e. stability as ݐ	 → 	∞, it is necessary to evaluate the evolution 
of perturbation energy in time since most relevant physical phenomena occurs in finite time.  

ሻݐሺܩ ൌ ݔܽ݉
௤బ

‖ሻݐሺݍ‖
‖଴ݍ‖

ൌ ݔܽ݉
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‖଴ݍ‖

ൌ ฮ݁ି௜஼௧ݍ଴ฮ (12) 

  

The time scale and the extent of energy growth may be very important in the stability behavior as significant 
energy amplification may happen in finite time.  

 `Measure of nonnormality 

ܷ௔ ܷ௔+1 

ܷሺݕሻ 
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  Nonnormality of the matrix operator, whose eigenvectors are not orthogonal to each other, results in 
transient energy growth and is a attributed to the reason why discrepancies exist in the analysis of shear flows 
(Trefethen et al., 1993; Schmid, 2007). The measure of nonnormality is a complex mathematical issue and a 
topic beyond the scope of this paper. However, Trefethen & Embree, (2005) suggested the use of the 
condition number to get an idea of the nonnormality of the operator and many other literature that used this 
concept also exits.. The condition number is defined as: 

ߢ ൌ ‖ଵିࢂ‖‖ࢂ‖ ൌ
௠௔௫ݏ
௠௜௡ݏ

 (13) 

where ࢂ is a matrix whose column vectors are the eigenvectors of eigenvalue problem of interest and ݏ௠௔௫ 
and ݏ௠௜௡ are the maximum and minimum singular values of ࢂ respectively. 
 
3 VERIFICATION OF MODELS 
 The linear stability analysis done in this study, which is the basis of nonmodal stability analysis that will 
follow, is verified by comparing to the results presented in Chu et al., (1991). The normalized growth rate is 

calculated as 
ሺ௞௖݅ሻ݉ܽݔ

௎ݕ
  and the bed friction number at the inflection point is	ܵ		 ൌ 	 ௙ܷܿ/2݄ܷ௬. The maximum 

growth rate values decreased as bed friction number values increased until all growth rates across all 
wavenumbers are negative, which are in reasonable agreement with Chu et al., (1991) with a few differences 
resulting from the different solution methods.  
 

 
Figure 2. Growth rate vs Bed Friction Number 

 The plots of bed friction number vs growth rate shown in Fig. 2 is very similar to the one presented in Chu 
et al. (1991) with the cases with higher ambient velocities in the current study having smaller critical values.  
 
4 ASYMPTOTICALLY STABLE CASES 
 The critical cases obtained from linear stability analysis presented in Chu et al., (1991) are referred to as 
asymptotically stable cases in current paper and the three higher ambient velocity cases ܷ௔ ൌ 1,5,10 are 
further analyzed.  
 
 
 

ܷ௔ ൌ 0.3 

ܷ௔ ൌ 0.5 

ܷ௔ ൌ 1 

ܷ௔ ൌ 5 

ܷ௔ ൌ 10 

ܷ௔ ൌ 0.1 
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(a) 

(b) 

(c) 

Figure 1. Spectral and pseudospectral portraits of hyperbolic tangent velocity profile. Subplots (a) correspond 
to the cases of ܉ࢁ ൌ ૚;  (b) to ܉ࢁ ൌ ૞; and (c) to  ܉ࢁ ൌ ૚૙ 

 
 Fig. 3 shows the spectral portraits of the system when the base velocity profile is hyperbolic tangent 
profile and the depth is constant for three ambient velocities ୟܷ ൌ 1,5,10. The left plot in each subfigure shows 
the numerical range of the linear operator, which is significantly larger and protrudes into the unstable region. 
The numerical abscissa, which is the maximum value of the numerical range extending into the unstable 
region, is proportional to the slope of perturbation energy growth and so higher values means that the initial 
energy growth will be high. The right plot in each subfigure shows a close-up view of the pseudospectra for 
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ߝ ൌ 10ିଵ, 10ିଶ, 10ିଷ shown on the log scale. It is shown that for perturbations of the order ߝ ൌ 10ିଵ		and , 10ିଶ 
may make the eigenvalues shift into the unstable regions.  
 

 
Figure 2. Transient energy plot showing the presence of initial energy growth 

 
 The energy contained in the perturbation and its temporal progression is calculated using the growth 
function mentioned in Section 2.2 and plotted in Fig. 4.  As expected, initial energy growth can be observed in 
in all three ambient velocity cases. In all cases, the energy growth is significantly high and the dissipation is 
gradual. The dissipation of perturbation energy is more gradual in the cases of ܷ௔ ൌ 1 and faster in ܷ௔ ൌ
5	and 10 with little difference between the latter two. It is clearly shown that these cases are indeed may be 
unstable with high energy growths.  
 
5 STABILITY REGIONS 
 Traditionally, stability regions are plots showing the critical values of growth rate and the corresponding 
wavenumbers obtained from linear stability analysis. In Schmid, (2007), plots of stability region obtained from 
linear stability and nonmodal stability analyses are superimposed. Nonmodal stability regions display the 
critical values numerical abscissa values. However, in this study, we have superimposed the contours of 
numerical abscissa values on the traditional stability regions, since the critical values do not exist within the 
range of interest in the ܵ- ݇ space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ܷ௔ ൌ 1 ܷ௔ ൌ 5 ܷ௔ ൌ 10 
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(a) 

 
 

(b) 

 
 

(c)  

 
 

Figure 3. Asymptotically stable regions and finite time instability contours for (a) ܉ࢁ ൌ ૚,(b) ܉ࢁ ൌ ૞, (c) 
܉ࢁ ൌ ૚૙ 
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  Fig. 5 shows the traditional stability regions in black and the contour lines of the numerical abscissa 
values on the log scale in red. The linearly stable regions are hyperbolic and are in agreement with Chu et al. 
(1991). All three cases showed that in the space shown here, initial energy growth can be expected for all sets 
of ܵ and ݇. The contour lines are almost identical to each other suggesting that the highest energy growth 
happens at higher friction number and lower wavenumbers. 
 
6 CONCLUSIONS 
 The development of transverse shear instabilities is studied using linear stability and nonmodal stability 
analysis. The results of linear stability have been shown to differ from experimental studies in shear driven 
flows. Using nonmodal stability, the sensitivity of the system to perturbations is evaluated in terms of energy 
and its growth in finite time. Pseusdospectral plots of the linearly stable or asymptotically stable cases 
presented in Chu et al. (1991) show that transient energy growth can be expected. The growth function is 
used to plot the evolution of perturbation energy and for the presented cases, significant energy growth is 
observed. Generalizing the results into stability regions in the ܵ-݇ space, it is shown that transient energy 
growth can be expected in a much larger area. In fact, in the range of ܵ-݇ presented in this paper, energy 
growth can be expected everywhere. Higher energy growth may occur at higher ܵ and lower ݇. 
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ABSTRACT 
 
Cellular Automata (CA) is a non-linear dynamical system which discrete in time and space. Cellular automata 
constitute many simple components, each of them starts from an initial state and all the cells update their 
states synchronously every discrete step according to the simple local rule. Compared to partial differential 
equations (PDE), Cellular automata are rule-based methods with the advantages of homogeneity, local 
interactions, discrete states and parallelism, so that they are often considered as an alternative approach in 
modelling nonlinear systems with large degrees of freedom. Moreover, Unstructured cellular automaton (UCA) 
has been proposed based on the unstructured meshes with advantages which are missing in CA. UCA allows 
varying sizes of elements, permits accurate representation of boundaries and it avoids mapping results from 
unstructured grid into structured grid during cellular automata process. Compared with classical CA, UCA 
contains unequal cells, the object cell and its neighbors differ from each other. The aim of this article is to 
show the analogies between discrete solutions of PDEs and equivalent approaches derived from CA and 
UCA. Finite difference methods have been used to deduce transition rules for CA-modelling from PDE-based 
approaches. Specific types of partial differential equations (diffusion equation, wave equation) have been 
reviewed as a reference for evaluating the equivalent performance of CA simulations. Since UCA can have 
varying neighborhood properties in contrast with classical CA, Finite Volume Method has been used to 
deduce transition rules for UCA-modelling and the influence of cell size in UCA has been analyzed in this 
paper. A characteristic parameter —min distance of UCA– has been put forward and tested by several 
numerical experiments on different types of meshes (rough meshes, locally refined meshes, globally refined 
meshes) in order to demonstrate the usefulness of this parameter. 
 
Keywords: Unstructured cellular automata; partial differential equations; characteristic parameter; analogies.  

 
 

1 INTRODUCTION 
Wolfram (Wolfram, 1985) showed that Cellular Automata and differential equations are related in the 

case of continuum models for physical, chemical and biological processes (Hu, 2003). Differential equations 
based models have advantages of high accuracy and conservation laws. But mathematical analyses are 
sometimes very difficult, and analytical solutions do not always exist. There are several popular numerical 
algorithms for partial differential equations. This ncludes Finite Difference methods which work very well for 
many problems but have some disadvantages in dealing with irregular geometries. There are also Finite 
Volume and Finite Element methods which can deal with irregular geometries, and Partial differential 
equations are only suitable for systems with only a small degree of freedom. By contrast, Cellular Automata 
are often considered as an alternative mathematical approach in modelling nonlinear systems with large 
degrees of freedom. (Ganguly, 2003; Chen, 2004).  

CA uses vast numbers of cells or nodes that can take a number of states which always cause a mass of 
computational loads, and sometimes CA-based modelling is not as accurate and conservative as PDE 
models. However, Cellular Automata has the advantage in that they can represent discrete entities directly 
(Bennett,1985), and CA can reproduce the emergent properties of behaviors (Fathy, 2013). Furthermore, CA 
has universal computability and the nature of parallel implementation (Chen, 2008); it is powerful and is 
gradually becoming an essential part of numerical computation.  

Cellular Automata are sometimes considered as an alternative approach in numerical modelling. There 
are many references to, for example, cellular automata being used to solve the Navier-Stokes equation by 
Lattice-gas CA (Rorhman, 1997). However, Lattice-gas CA holds a microscopic view and is thus restricted to 
very small scales. For real applications, Lattice-gas CA is less practical for solving the full Navier-Stokes 
equations (Chen, 2004). In this research, special attention was paid to exploring the differences and analogies 
between CA and PDEs. 
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2 GENERAL COMPARISON OF CA AND PDE 
Partial Differential Equations (PDEs) have a history of several centuries. Famous scientists like Euler, 

Lagrange, Laplace, Poisson and so on, made many outstanding contributions. PDEs are the language of 
modern science used in many important fields of applied science.  

Typical features of PDEs are that they represent a space-time continuum based modelling: 
 

Table 1. Differences between CA based modelling and PDE based modelling 
 PDE model CA model 

Degree of freedom Small Big 
Variable State Continuum Discrete 
Variable Value Spatial Mean value Individual (could be) 

Emergent properties No Yes (could be) 
Self-reproducing No Yes 

Accurate / Conservative Yes No (could be) 
Parallel implementation No Yes 

 
The advantage of partial differential equations is that they can have accurate quantitative solutions, often 

in closed analytical form in case of simplified geometries. But modern digital computing is based on discrete 
representations of space-time co-ordinates leading to discrete solutions of PDEs, in close resemblance to CA. 
Still, CA models are different since (i) in CA the state variables are also discrete, providing the possibility to 
represent individuals rather than a continuum, and are therefore very well suited for population dynamics 
simulation; (ii) CA has very simple transition rules but can lead to rather complex behaviour patterns in both 
time and space (Guinot, 2002). 

Furthermore, cellular automata modelling has the advantage of being easily understood, and being highly 
suitable for parallel computing, allowing the perspective of the model to multiple local views. 

However, continuum-based partial differential equations can easily be used to describe conservation 
principles in science and engineering and even in biological and ecological modelling (Bartlett & Hiorns, 
1973). Recently, there has been research done on using cellular automata as an alternative to (partial) 
differential equations. But when using a CA approach, one must face the problem of deducing the transition 
rules from continuum-based models (Guinot, 2002). The emphasis of the next section is on discussing the 
relationships between partial differential equations and cellular automata, and how to get the transform rules 
for cellular automata modelling from the physical concepts underlying partial differential equation models. 

 
3 ANALOGIES BETWEEN PDES DISCRETE SOLUTIONS AND EQUIVALENT CA APPROACHES 

We first choose the 1D diffusion equation for demonstration purposes: 
 
 2

2

 


 
C C

D
t x

 
           [1] 

 
 

where, D is the diffusion coefficient; C is the substance concentration. 
 

The Finite Difference method (FDM) of discretizing a differential equation on a regular grid with the 
evolution of states at discrete time steps has similarities with a classical cellular automata approach on the 
evolution of state variables with a finite number of values on a regular grid at discrete time steps (Chopard, 
1991; Chopard, 1998). If the number of states of a cellular automaton is comparable to that of the related finite 
difference equation, then it can be expected that the results should also be comparable. Using a Forward-
Time Central-Space (FTCS) scheme to discrete the 1D diffusion equation, we get: 
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If the exact solution satisfies the equation, then the error value  should also meet the discretion equation: 
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Expressing 
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where, m

m
k
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and the amplitude Am as a function of time t, 
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in which the coefficient a is constant, viz. 
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Then 
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which leads to 
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so that 
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since 
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we obtain  
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defining 
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taking into account the stability criterion  
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and 
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This computational stencil is similar to a structured cellular automaton in one dimension with two-

neighbouring cells having equal weight. The truncation error can be analysed from the discrete steps of the 
partial differential equations as follows: 
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If we write the discrete diffusion equation as 
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then the truncation error is 
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which is  2
O t, x    . 

 
The cellular automata system is by nature a discrete system, so there is no discretization error. But, one 

should realize that the truncation error should always accounted for if we use CA to simulate a partial 
equation, because the CA rules were deduced from the discrete equation.  
 
4 ANALOGIES BETWEEN PDES DISCRETE SOLUTIONS AND EQUIVALENT UCA APPROACHES 
 
4.1 UCA and Finite volume methods (FVM) for 2D diffusion equation 
For the 2D diffusion equation: 
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the discretization based on the triangular mesh using the FVM method becomes 
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 Figure 1. The discretization scheme ba
on the triangular mesh using the F
method 

 
Where:  ---the concentration of element i at time step t; ---the normal flux of diffusion;  --- the area of 
the triangular elements I; --- the edge length of edge ij; --- the normal projection of the distance between 
the centre of i and j; --- the diffusion coefficient between element i and j; 

For stability reasons, it is required that 
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which implies that every element i and its neighbouring element j should satisfy the stable conditions: 
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Because  
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In which h is the height of the triangular element. 
 

Then we have  
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If   
then we obtain 
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This result shows that t  is related to the value which is the distance between neighbouring 
elements. Using the parameter  which is the minimum value of the  among all the triangular elements, 
Equation could be simplified as: 

 
 

min

1

3
 t d  [45] 

 
 

Since there are no t  concepts in cellular automata schemes, for every execution step the CA rules 
were based only on cell neighbour radius. In the numerical experiments of this paper, the numerical value 

was used instead of t  in order to satisfy the stability condition: 
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4.2 Effects of cell size in Unstructured Cellular Automata (UCA) 

In this research, we used UCA to simulate a diffusion equation (Ostrov,1996; Rucker, 2003). For a given 
cell i at some time t, our cell states typically a real-number value Ci, and our UCA update scheme typically has 
the form Ct+1=Update (Ct,).  

Ideally, any simulation result should be grid independent as the result should be stable even when 
calculated on different computational grids. But, CA modelling considers one cell as a participant element, and 
executes the same rules synchronously for every element. If we use small grids instead of large grids and run 
the same rules, the result shows different patterns since the smaller elements cause more executing steps 
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among the calculating area. Especially for UCA modelling which is based on unstructured meshes, the size of 
every element is different. The size effect should be an important factor in the UCA rules. 

To analyse the effects of variable meshes, the numerical experiments were carried out based on two 
groups of meshes. The first mesh set is the original mesh with local refinement; the second type of meshes is 
the rough mesh compared with the global refined meshes. 

The evolution rule for UCA which is derived from diffusion equation based on the unstructured triangular 
meshes could be described as follow: 

 
 

[49] 
 

   
In order to eliminate the effects of cell size, the parameter  was used in numerical experiments. 

Firstly, the distance  between every central element was calculated, and the parameter  is the 
minimum value among those distances. The diffusion coefficient D in this equation will be set as a constant. 
The results of numerical experiments show that the minimum distance between the cells can serve as a 
characteristic parameter for unstructured cellular automata.  
 
4.2.1 Original meshes & Locally refined meshes 

It was supposed that we should get the same results from two sets of meshes: one is the original, and 
the other is the mesh with local refinement. Figure 2 shows the original mesh on a circular area, while Figure 3 
gives the local refined meshes based on the Figure 4. 

 

                   
                           Figure 2. Original Meshes                                     Figure 3. Locally refined Mesh 
 

                   
Figure 4. Diffusion on Original Meshes                       Figure 5. Diffusion on refined Meshes 

 
In this case, after the local refinement, the  equals 0.8605. Error! Reference source not found.ure 

4 and Figure 5 are snapshots at 900 steps from the experiments. In these two experiments, =0.8605 was 
adopted. The results show similar diffusion values (maximum concentrations 1.0 compared with 1.1) and alike 
diffusion patterns, which means under this rule and parameter, UCA modelling can be cell independent. After 
running several experiments, it was found that if the original meshes use the same  as the locally refined 
meshes, the results of simulation from two sets of meshes are comparable. The diffusion patterns and 
concentration values are both similar, and the difference between them decreased with the time steps. 
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4.2.2 Rough meshes & Globally refined meshes 
In this part, the experiments are executed separately on the rough mesh and global refined mesh. 
 

                                
    Figure 6. Rough Mesh                                            Figure 7. Globally refined Mesh 

 
Figure 6 illustrates the rough mesh, while the mesh shown in Figure 7 is a globally refined mesh 

generated based on the rough mesh. 
 

Using separate  
For these sets of meshes, we keep their own  separately in the modelling. The  which belongs 

to the rough meshes (Figure 6) equals 2.5851, while the  of the fine mesh (Figure 7) is reduced to 1.066 
after global refining. If we calculate the ratio between these two values, the ratio is around 2.4 times. 

 

                   
                Figure 8. Rough Meshes in 250 steps               Figure 9. Refined Meshes in 600 steps 
 

Running the models and making a snapshot after 250 steps (Figure 8) and a snapshot at 600 steps 
(Figure 9) separately, it can be seen that similar diffusion patterns and comparable concentration values 
appear. The proportion approximates the ratio value from . For example, Figure 8 /Figure 9 = 600steps / 
250steps= 2.4 (which was mentioned in last paragraph). 

 
Using same  

In Figure 6 and Figure 7, we change the parameter to =1.066, which is the minimum characteristic 
distance belonging to the globally refined mesh. With this parameter and executing the model for 800 steps, 
the results are shown in Figure 10 and Figure 11. 

                   
Figure 10. Rough Meshes at 800 steps                Figure 11. Refined Meshes at 800 steps 
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The results in Figure 10 and Figure 11 show similar diffusion patterns. From the graphs, it can be seen 

that using the same characteristic parameter, UCA modelling under different meshes leads to almost the 
same diffusion process. 
 
5 DISCUSSION 

Usually, when developing models one needs to understand the basic underlying processes which is why 
partial differential equations are commonly used to model conservation processes. But in some cases, partial 
differential equations may have limitations. In contrast, complex nonlinear systems can be modelled by CA 
with a good computing efficiency. This research gives some description of the computational theory of 
unstructured cellular automata, and a comparison is made between Partial Differential Equation and 
Unstructured Cellular Automata modelling. 

Compared with PDE-based models, Cellular Automata has the advantage in that they can represent 
discrete entities directly and can reproduce emergent properties of behaviors with a large number of degrees 
of freedom. Another unique characteristic of CA-based modelling is that CA could generate dynamics patterns 
that are self-reproducing. It also should be mentioned that CA has universal parallel computing characteristics, 
which is powerful and has become an essential part in numerical computations.  

The emphasis of this research is on deducing the transition rules for cellular automata modelling from the 
PDE equivalent using the finite difference method. The result shows that under certain rules, the CA evolution 
results could be compared with the PDE performance. Taking into consideration that UCA has varying 
neighbours in contrast with classical CA, the influence of cell size in UCA is analyzed in this paper by the 
means of Finite Volume Method. The characteristic parameter —min distance of UCA— is put forward. 
Followed by several numerical experiments which were validated on different kinds of meshes (Rough 
meshes & local refined meshes & Global refined meshes), the characteristic parameter (min distance) for 
UCA proved to be useful to eliminate effects from varying neighbours and the simulation results turned out to 
be grid-independent. 

From simulation scenarios, it is proposed to use the characteristic parameter in identifying UCA transition 
rule. Sometimes the characteristic parameters have their own physical meanings, especially in the CA-based 
ecosystem modeling. In this case,he characteristic parameter   might be relevant to the spatial features of 
ecosystem (Chen, 2002; Chen, 2003; Ratze, 2007). 

 
6 CONCLUSIONS 

In this research, the minimum distance is adopted as a characteristic parameter in unstructured 
cellular automata modelling. The results show that in most cases, the performance of UCA is comparable 
even based on different sets of meshes. Generally speaking, the results obtained show similar concentration 
values and diffusion patterns at the same time step if the same  was adopted. On the first set of meshes, 
we used the  which belongs to the locally refined meshes, and in the case of the second type of meshes, 
the parameter was calculated from globally refined meshes. With the same parameter, the results from 
rough meshes and globally refined meshes are very similar. Meanwhile, if the  from rough meshes and 
globally refined meshes are used separately, the results are still comparable but proportional to the time scale, 
which is related to the ratio of . 

This research explored the relationships between PDE-based modelling and Unstructured Cellular 
Automata. Numerical experiments were carried out, but additional simulations using measured data needs to 
be carried out as well to verify and compare the two approaches. 
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ABSTRACT 
 
Due to ship anchoring and operation, the oil leakage of the submarine pipeline has often occurred offshore. If 
oil spill can be predicted, it will provide reference for the accident treatment and promote the quick resolution 
of the leakage. Based on the pressure drop and liquid holdup formula, the process calculation of the pipeline 
was carried out by the Three-Fluid model for an oilfield in shallow water. Different leakage apertures were 
considered to analyze the influence on the leakage velocity, amount and the inlet pressure. Then, on account 
of the process result, a verified hydrodynamic model with the k   turbulence equations was introduced to 

simulate a typical subsea pipeline leakage condition. Different water depths were considered to study the 
diffusing form and the arriving time to the surface. The lateral drifting distance and the diffusion range were 
also introduced to do the investigation quantitatively. The results show that, with the increase of the leakage 
aperture, the leakage amount increase obviously, but the decreasing amplitude of the leakage velocity and the 
inlet pressure are much smaller. The verified model can reflect the diffusion of the pipeline oil spill very well. 
With the increase of the water depth, the arriving time to the sea surface is increased significantly. But, for the 
lateral drifting distance and the diffusion range, different trends with the depth are appeared at different time 
instants. The oil leakage model can do preliminary calculation and analysis for the spill trajectory and the 
diffusion range. It clearly shows the valuable ability to predict the submarine oil leakage in the shallow water 
area. This quantitative analysis could help in clean-up activities. 

 
Keywords: Oil leakage; submarine pipeline; shallow water; hydrodynamic model; water depth. 

 
 

1 INTRODUCTION 
 In the coastal and offshore areas, oil leakage accidents of the submarine pipeline have often occurred 
due to ship anchoring and operation. If the pipeline oil spill can be simulated and predicted, it will provide 
reference for the accident treatment and the accurate predictions could promote the quick resolution of the oil 
spill accident.  
 In the recent 30 years, people’s consciousness on the destructive influence of the oil leakage for the 
environment has been gradually enhanced. As to the modeling of the oil spill on the sea surface, large 
amounts of research have been done to evaluate the fate and transport of the oil. More than 50 models have 
been developed to predict the behavior and fate of the oil spill (Yapa et al., 1997; Wang, 2008). The correct 
forecast of the spilling trajectories and diffusion range can provide timely information for the handling of the oil 
spill accidents. However, relative to the large amounts of studies on the sea surface, the numerical work of the 
oil spill underwater is much less up to present.  
 Research on the prediction models for the subsea oil spill has been carried out from 1960s. Theoretical 
and experimental studies were made on two classes of buoyant jet problems (Fan, 1967). In general, the 
observed experimental jet forms agreed well with the calculated trajectories. Fannelop and Sjoen (1980) 
established the oil spill model for the oil well and the gas expansion was taken into account. But, it was only 
limited to the vertical oil spill and did not consider the effect of water flow. Bemporad (1994) simulated buoyant 
jet trajectory from the round orifice in stratified flow environment. Based on Lagrangian integral method, a 
relatively perfect oil spill model was established by Yapa et al. (1997) and Zheng and Yapa (1998). This model 
considered the diffusion and dissolution process of oil spill, but did not consider emulsifying process. For deep 
water blowouts, Johansen (2000) established a Lagrangian plume model, named DeepBlow. It was applied to 
multiphase discharges in the formation of water, oil and gas in a stratified water column with variable currents. 
A numerical simulation was built up by Reed et al. (2003) to estimate pipeline oil spill volumes, which was 
composed of a Release Module and a Near Field Module. On the basis of the Goncharov model, a numerical 
model was simulated about the spilled oil/gas from a single orifice under water and influence of different 
parameters were studied on the formation of oil/air bubbles and their floatation speed (Wang, 2005). Diffusion 
and drift of spilled oil for subsea pipeline were simulated based on the spill model of Yapa and Zheng and the 
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hydrodynamic model of POM and FVCOM (Wang, 2008). Different operating pressure, current velocities and 
wave lengths were compared by FLUENT to forecast the trajectory of the spilled oil (Li et al., 2012). Effects of 
oil density, oil leaking rate, leaking size and water velocity on the oil spill process were examined with 
FLUENT (Zhu et al., 2014). Socolofsky et al. (2015) compared oil spill model predictions for a prototype 
subsea blowout with and without subsea injection of chemical dispersants in deep and shallow water, for high 
and low gas–oil ratio, and in weak to strong cross flows. A three-dimensional coupled model was employed by 
North et al. (2015) to evaluate the influence of initial droplet size and rates of biodegradation on the 
subsurface transport of oil droplets. It indicated that improvement in knowledge of droplet sizes and 
biodegradation processes is important for accurate prediction of subsurface oil spills. Socolofsky et al. (2015) 
introduced a new subsea oil and gas simulation suite, TAMOC, which including separate modules for particle 
and plume dynamics. 
 When the leakage of the submarine pipeline occurs under water, the characteristic and operation 
condition of the crude oil in the pipeline have a great influence on the diffusion of the oil spill, especially the 
characteristic of the internal fluid, the leakage amount and the leakage velocity which is the input variable for 
the simulation of the subsea oil spill and have a direct influence on the oil diffusion. To solve this problem well, 
there is a need to consider the hydrodynamic diffusion of the oil spill with the process calculation together. So 
far, however, the related research has been not found yet to the author’s knowledge. Therefore, further work 
should be done in this aspect. This paper takes into account the hydrodynamic analysis and the process 
calculation to better deal with the problem of typical subsea oil spill. Oil diffusion in shallow waters could be 
predicted by this model and it would provide some references for the emergency maintenance operation of the 
pipeline oil spill. 
 For an oilfield in shallow waters, based on the pressure drop and liquid holdup formula, the process 
calculation of the pipeline was carried out by the Three-Fluid model. Different leakage apertures were 
considered to analyze the influence on the leakage velocity, amount and the inlet pressure. On the basis of 
the process results, a verified hydrodynamic model was introduced to simulate a typical subsea pipeline 
leakage condition. The k  turbulence model is chosen to solve the Reynolds time-averaged Navier-Stokes 

equations. Different water depths are proposed to study the diffusing form and the arriving time to the surface. 
The lateral drifting distance and the diffusion range were also investigated quantitatively. 

 
2 THE LEAKAGE MODEL 
 The oil leakage model for the submarine pipeline is shown in Figure 1. The dimensions of the calculating 
area are L  long ( x direction) and H  high ( y  direction), and the water depth is h . The crude oil is spilled 

from the damaged aperture and vertically flows into the sea water with the initial velocity oilu , where the width 

of the leakage aperture is D . The velocity of the water flow wateru  is parallel to the sea floor. The calculation 

area is consisted of the free surface, the inlet boundary at the left side, the outlet boundary at the right side, 
the wall and the leakage aperture at the bottom. 

 
 

 
 
 
 
 
 
 
 
 

Figure 1. The sketch of the oil spill for the submarine pipeline. 
 

 The two-dimensional transient incompressible flow field of the oil spill is governed by the continuity 
equation and the Reynolds time-averaged Navier-Stokes equations.  
 The k   turbulence is very suitable to provide superior performance for the free flow simulation 

involving the jet flow and the mixed flow. Therefore, the k  turbulence model is chosen to solve the 

Reynolds time-averaged Navier-Stokes equations,  
k equation: 
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In which,  and t are coefficients of the fluid kinematic and turbulent viscosity, respectively. k and  are 

the turbulent kinetic energy and its dissipation rate, and  
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 In the equation, ij is the time-averaged rotation velocity tensor which is observed in the reference 

system with the angular velocityk . Here, the constant    2 1.9,  1.0,  1.2kC  (Wang, 2004). 

 The Volume of Fluid method (VOF method) is employed to track the free interface of the multiphase flow 
(Li et al., 2016). The control equations are discretized by the Finite Volume Method for the flow field and the 
iterative calculation for the pressure-velocity couple is carried out by the PISO algorithm. The separate solver 
based on the pressure is selected to do numerical computation. The more detailed information can be found in 
Li et al. (2016) and Jiang et al. (2016). 
 Two kinds of reliable experimental (Fan, 1967) and numerical data (Zheng and Yapa, 1998) are 
introduced to verify the present turbulence model, which is shown in Figure 2. As can be seen from the figure, 
the moving trajectory of the main body for the oil spill agrees very well with the experimental and numerical 
data. It is proved that the established model is reliable and can be adopted as the best practice guideline to 
simulate the oil spill trajectories for the subsea pipeline accurately and effectively. 

 
3 NUMERICAL RESULTS 
 An oilfield from East Sea, named ES3-2, is chosen to do the numerical study. This oilfield is located in 
the coastal area with an average depth 20 m, which is a typical environmental condition of the shallow water. 
The selection of various parameters is mainly referred to the overall exploitation program of ES3-2. 
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(a) 0 20Fr  , 0 4R   

 
(b) 0 20Fr  , 0 8R   

 
(c) 0 18Fr  , 0 12R   

Figure 2. Comparison of the trajectories between the present model and the experimental and numerical data 
( 0Fr is the spilling oil jet densimetric froude number, and 0R is the ratio between the magnitudes of the initial oil 

jet velocity and cross flow velocity). 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The process flow diagram of ES 3-2 oilfield. 
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3.1 Process calculation 
 Based on the pressure drop calculation formula and the liquid holdup formula of the Three-Fluid model, 
the process simulation is conducted with OLGA. OLGA is currently the world's leading dynamic multiphase 
flow simulator, which can simulate the flow state of oil, gas and water in wells, pipelines and processing 
equipment. Its computation result is recognized by the world's major oil companies, which has been widely 
used in the simulations of feasibility study, engineering design and operation. Here through the transient 
multiphase flow simulation of the submarine pipeline, different leakage apertures are proposed to study the 
influence on the leakage velocity, amount and the inlet pressure. 

 
Table 1. The leakage aperture and the area of aperture. 

No. 
The leakage aperture The area of aperture 

D  (mm) S  (m2) 

1 7.5 4.418E-05 

2 10.0 7.854E-05 

3 12.5 1.227E-04 

4 15.0 1.767E-04 

5 20.0 3.142E-04 

 
 The process flow diagram of the oilfield is shown in Figure 3. The crude oil, which contained oil, gas and 
water, is delivered from ES35-2 CEPA and ES34-6 WHPA platform to ES3-2 CEPA platform by a 12 in 
pipeline. The distance is 15.3 km from the leak point to ES35-2 CEPA platform. The different leak aperture 
and the area of aperture are present in Table 1. 
 
3.1.1 The leakage velocity 
 Figure 4 presents the influence of different leakage apertures on the leakage velocity. The leakage 
velocity of the oil, gas and water at the leakage point are provided below.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. The influence of different leakage apertures on the leakage velocity. 
 

 As can be seen from the figure, with the increase of the leakage aperture gradually, the leakage velocity 
of the oil, gas and water decrease slightly. They are relatively stable overall. The leakage velocity of the water 
is greater than that of the oil and the gas, where the leakage velocity of the water is about three and six times 
larger than that of the oil and the gas, respectively. 

 
3.1.2  The leakage amount 
 Figure 5 shows the influence of different leakage apertures on the amount of leakage. The leakage 
amount of the oil, gas and water at the leakage point are presented in the figure where d in the unit m3/d 
means day. 
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Figure 5. The influence of different leakage apertures on the amount of leakage. 
 

 Contrary to the overall stable of the leakage velocity, the leakage amount sQ  of the oil, gas and water 

increase greatly with the increase of the leak aperture. This can be attributed to the invariable outlet pressure 
and the almost constant leakage velocity and the leakage aperture becomes the primary critical influence on 
the amount of leakage. As a consequence, the amount grows almost quadratically to the aperture. For the 
comparison among the oil, gas and water, the same rule is observed between the leakage velocity and the 
leakage amount; the leakage amount of the water is larger than the other two. Meanwhile, it is can be found 
that the slope of growth curve for the leakage of water is larger than that of oil and gas. Thus, the leakage 
increment for the water is greater than the other two. 

 
3.1.3  The inlet pressure 
 The influence of different leakage apertures on the inlet pressure are presented in Figure 6. The variation 
of the inlet pressure for the pipeline at the two platforms, ES35-2 CEPA and ES34-6 WHPA, are given in the 
figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The influence of different leakage apertures on the inlet pressure. 
 

 As can be seen from Figure 6, with the increase of the leakage aperture, the inlet pressure of the two 
pipelines decreases gradually. The inlet pressure at ES35-2 CEPA platform is greater than that at the ES34-6 
WHPA platform at each leakage aperture.  

 
3.2 Oil spill simulation 
 On the base of the process results, proper parameters are selected and the verified hydrodynamic model 
is introduced to simulate a typical subsea pipeline leakage condition. The variation of the diffusing form was 
described under different water depths. The arriving time to the surface, lateral drifting distance and the 
diffusion range were investigated quantitatively with the depths.  
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3.2.1 The diffusing form 
 Figure 7 presents the trajectory of the spilled oil under different environmental water depths. From top to 
bottom, the depths are 10 m, 20 m, 30 m, 40 m and 50 m, respectively. 

 

 

 

 

 

 
Figure 7. The trajectory of the spilled oil under different environmental water depths. 

 
 As shown in the figure, the spread trajectories and forms of the spilled oil are very similar under different 
water depths. At this instant, the form of the spilled oil has been relatively stable under water. Due to the 
transverse flow of the current, the main body of the spilled oil spreads to the right side and diffuses upward. 
The spilled oil under different water depths have risen to the sea surface at this point. Most of the spilled oil on 
the surface drifts to the right side and a small amount of oil spreads to the left side under the action of the free 
drift. Continuous oil blocks are formed and extend downstream near the sea bed under water. After spreading 
to a certain height from the sea bed, the spilled oil is mainly in the form of discontinuous oil blocks and oil 
droplets. Through preliminary comparison, it is found that, the shallower the water depth is, the larger the 
lateral drift distance on the surface is. And so is the diffusion range.  
 Moreover, although the same numerical model is used, the diffusing form of the spilled oil in Figure 7 is 
not the same as that in Figure 2. This is due to the difference of the selected oil and leakage parameter 
between the two conditions. Figure 2 is to verify the turbulence model with the experimental data, so its 
chosen oil and leakage parameter have been designated in the previous model test. Compared to Figure 2, 
Figure 7 is for a sensitive study based on the specific oil filed where the selected parameter is from ES35-2 
CEPA platform. Different parameters selected lead to different diffusing forms. Therefore, the trajectory of 
Figure 7 is distinct from that of Figure 2. 
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3.2.2 The arriving time to the surface 
 Figure 8 shows the arriving time to the sea surface of spilled oil aT  under different environmental water 

depths. The blue scatters are the arriving time to the surface and the red line is the linear fitting result.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. The arriving time to the sea surface of spilled oil under different environmental water depths and the 
linear fitting result. 

 
 As shown in the figure, the arriving time to the sea surface increases gradually with the increase of the 
environmental water depth. In the currently selected five different water depths, the arriving time to the sea 
surface is in the range of 8 s~52 s. Among the five arriving times, the largest arriving time happens at the 
most deep depth 50 m which is 52 seconds and the smallest one happens at the most shallow depth 10 m 
which is 8 seconds. The deviation between the two is 44 seconds which is 84.6% compared to the arriving 
time at the depth 50 m. The overall trend is close to a linear distribution (The goodness of fit Adj. R-square is 
99.39% and the fitting formula is 3.1 1.13y x   ).  

 
3.2.3  The lateral drifting distance 
 Figure 9 shows the comparison of the lateral drifting distance under different water depths. In the figure, 
h D , duL D  and dsL D  are dimensionless water depth, lateral drifting distance of the spilled oil under water 

and on the surface, respectively. As can be seen from the diagram, for the lateral drifting distance, with the 
increase of the water depth, different trends are appeared at the two different time instants t  = 60 s and t  = 
120 s. 
 At the time instant t  = 60 s, for the different water depths, the lateral drifting distance under water are 
relatively close to each other (The minimum difference is only 0.4%, and the maximum difference is 19.0%). 
While the lateral drifting distance on the surface decrease gradually with the increase of the water depth, 
where the maximum deviation is 31.6%. This is due to the same leakage velocity that results in the same 
leakage rate in the same spilled time under different depths. Under the transverse current, their lateral 
spreading velocities are also basically the same. Therefore, the lateral drifting distance are closer under 
different depths. However, the deeper the depth is, the longer the time of the spilled oil spreading to the 
surface is. When the overall time is the same, the deeper the depth is, the less the amount of leakage on the 
surface is, and also the shorter the time of the oil drifting laterally on the sea. As a result, the lateral drifting 
distance of the spilled oil shows the general trend of decrease with the increase of the water depths. 

 

  
(a) Under water                                             (b) On the surface 

Figure 9. The lateral drifting distance of the spilled oil under different environmental water depths. 
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 When t  = 120 s, under the water, the deeper the depth is, the longer the time of the spilled oil spreading 
under water is; and the accumulated amount of the oil is more and more under water. At the same time, the 
amount of the spilled oil drifting laterally under water is also increased. As a consequence, the overall trend of 
the lateral drifting distance of the spilled oil under water increases gradually with the increase of the water 
depth, where the largest deviation of the distance is 47.9%. While for the spilled oil on the surface at this 
instant, because the spilled time is relatively long and the oil spill approaches saturation, the sensitivity of the 
water depth to the spilled oil is reduced. Part of spilled oil propagating horizontally under water before is also 
spread vertically from under-water to the surface now. Therefore, the lateral drifting distances on the surface 
are relatively close under different water depth. At this instant ( t  = 120 s), the minimum difference of the 
distance between water depths is only 2.1% and the biggest difference is also only 15.1%. 
 At the same water depth and the same time instant, the lateral drifting distances on the surface are 
always greater than that under water. It can be concluded that the spilled oil spreads faster on the surface 
than it diffuses under water. 

 
3.2.4  The diffusion range 
 Figure 10 shows the surface diffusion range of the spilled oil under different environmental water depths. 
In the figure, h D  and dA D  are the dimensionless water depth and diffusion range on the surface. As seen 

from the figure, the variation trend of the diffusion range and the lateral drifting distance on the surface are 
basically the same. For the diffusion range, with the increase of the water depth, different trends are appeared 
at the two different time instants t  = 60 s and t  = 120 s. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. The surface diffusion range of the spilled oil under different environmental water depths. 
 

 When t  = 60 s, the diffusion range decreases with the increase of the water depth. This can be attributed 
to the same leakage velocity that results in the same leakage rate in the same spilled time under different 
depths. The deeper the depth is, the longer the time of the spilled oil spreading to the surface is. When the 
overall time is the same, the deeper the depth is, the less the amount of leakage on the surface is, and also 
the shorter the time of the oil drifting laterally on the sea. As a result, the diffusion range of the spilled oil 
decreases with the increase of the water depths.  
 While at the instant t  = 120 s, because the spilled time is relatively long and the oil spill approaches 
saturation, the sensitivity of the water depth to the spilled oil is reduced. Part of spilled oil propagating 
horizontally under water before is also spread vertically from under-water to the surface now. Therefore, the 
diffusion ranges on the surface are relatively close under different water depths. At this instant ( t  = 120 s), the 
minimum difference of the diffusion range between water depths is only 1.5% and the biggest difference is 
also only 14.2%. 
 
4 CONCLUSIONS 
 A Three-Fluid model was adopted to do the process calculation of an oilfield in shallow water. Five 
different leakage apertures were considered for the submarine pipeline, and the influence on the leakage 
velocity, amount and the inlet pressure was analyzed. Then, based on the process results, a verified 
hydrodynamic model with the k   turbulence equations was introduced to simulate a typical subsea pipeline 

leakage condition. The diffusing forms were described under different water depths. The arriving time to the 
surface, lateral drifting distance and the diffusion range were investigated quantitatively.  
 With the increase of the leakage aperture, the leakage amount increased obviously, but the decreasing 
amplitude of the leakage velocity and the inlet pressure were much smaller. The verified model can reflect the 
diffusion and spread of the pipeline oil spill very well. With the increase of the water depth, the arriving time to 
the sea surface is increased significantly. The overall trend is close to a linear distribution. But for the lateral 
drifting distance and the diffusion range, different trends with the depth appeared at different time instants. 
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When t  = 60 s, the diffusion range decreased with the increase of the water depth; While at t  = 120 s, the 
diffusion ranges were relatively close under different water depths. 
 The oil spill model can quantitatively consider the oil spill under different leakage, environmental and 
physical conditions. It can do preliminary calculation and analysis for the prediction of the spill trajectory and 
the diffusion range. The presented model clearly shows the valuable ability to predict the submarine oil spill in 
the shallow water area, especially for the oilfield development project in Bohai and East Sea. This quantitative 
analysis could help in clean-up activities. 
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