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ABSTRACT

This article explores the usage of Google Earth features in developing a hydraulic model. The authors share
their experience of using Google Earth’s satellite images and Street View images as new remote sensing
tools to obtain a better understanding of the site through historical images, measure distances, as well as
estimate river geometry and roughness. The features are found to be useful especially when modeling a river
remotely when frequent site visits are prohibitive and as a supplement to available data. An example is
presented where the information obtained from Google Earth is used in HEC-RAS (Hydrologic Engineering
Center — River Analysis System) to develop a simple before-and-after hydraulic model to illustrate the effects
of a stormwater tunnel outflow during a flood event on the Kerayong River in Malaysia before and after river
improvement works has been completed. It is found that Google Earth satellite imagery and Street View
features are new tools that can be used to aid in estimating channel geometry and roughness, as well as
channel morphology.

Keywords: Hydraulic Modeling; Remote Sensing; Google Earth; Street View; HEC-RAS.

1 INTRODUCTION

Hydraulic modeling of streams and rivers are common yet vital component of most river projects and
studies. Projects like stormwater management, bridge design, stream rehabilitation, or flood inundation
mapping require some sort of hydraulic modeling. It is important for a modeler to have an understanding of the
site for an effective model. Modeling a typical river requires data of sorts such as discharge, river geometry,
and channel roughness. Traditionally, river geometry data such as reach length, cross-section geometry,
stream bed/bank material are obtained from in-situ surveys. Field data collection is time consuming and
costly. Many of these measurements are done frequently and are seen as a “privilege” of the developed world
as such measurements are less available in developing countries. Challenges of modeling these infrequently
measured rivers arise in the form of unavailable, outdated information, or inconsistent data records.

The advent of utilizing geographic information systems (GIS) in hydraulic modeling has brought upon
improvements in data processing and results. One of the remote sensing advances is the introduction of
Google Earth, a virtual globe, map, and geographical information program that was used to aid the
development of the model discussed in this article. Released in 2005, Google Earth displays the
superimposition of images from satellite imagery, aerial photography, and GIS onto a globe. Rusli et al. (2014)
suggested that Google Earth’s digital elevation model (DEM) is applicable as a data source in hydrological
modeling as it is comparable with NASA’'s SRTM90 (Shuttle Radar Topography mission), ASTER10, and
ASTER30 (Advanced Space-borne Thermal Emission and Reflection Radiometer). In 2008, Google
introduced the Street View feature into the Google Earth program in which 360-degree panoramic street-level
photos are taken by special equipped Google Street View Camera cars and stitched together, creating a
seamless first-person virtual world. While most photography is done with a car, other methods like tricycles,
push carts, and camera-outfitted backpack are used as well. As of February of 2015, Google made Google
Earth Pro available for free. Google Earth’s features and its zero-dollar price tag make it attractive to be
utilized in studying a site for hydraulic model development.

Google Earth’s features were used to develop a model to study the impact of the Stormwater and Road
Tunnel (SMART) outflow on the hydraulics of its receiving river - the Kerayong River, Malaysia. The study will
be used as an example throughout this article to illustrate the usage of Google Earth’s features in developing
the hydraulic model. Located in the Klang Watershed, the SMART Tunnel is a dual-purpose stormwater and
road tunnel designed to divert stormwater away from the flood prone areas of Kuala Lumpur (Figure 1). During
prolonged storm events, the tunnel discharges up to 300 m3/s at the outlet through Desa Pond and then into
the lower reach of the Kerayong River. A one-dimensional steady flow model was performed in HEC-RAS to
analyze water-surface elevation, velocity, and shear stress from the increased discharge of the SMART
Tunnel. The Google Earth features that are used to develop the model are historical satellite images, the
distant measure tools, and Street View.
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2 DATA

In this study, the data acquired for the development of the hydraulic model are: (i) Cross section
geometry of 54 river stations along the Kerayong River (survey year unknown), (ii) Stage and discharge data
on the Kerayong River from 2008-2009 where the gage station is upstream of the outlet of Desa Pond, (iii)
Site visit photos, (iv) River geometry measurements at a few locations along the reach. There are still a few
unknown data that are required for the development of the model such as flood plain measurements, bed and
bank material, channel roughness, and boundary conditions. As the study is conducted in a different country,
site visits were cost and time prohibitive. The ease of use of Google Earth allowed for the remote study of the
site and information about the site was extracted through the features in Google Earth.

SMART
Control Center

Kerayong River

Figure 1. Components of SMART Tunnel
3 FEATURES AND METHODS

3.1 Google Satellite Images
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Figure 2. Kerayong River and Watershed

A general understanding of the site was obtained through the use of Google Earth Satellite Images.
Figure 2 shows the site map generated with ArcMap with the location of the Kerayong River, the Kerayong
Watershed, and locations of river stations (RS) where cross section geometry data were available. While the
basemap in Figure 2 was from ESRI World Imagery, it did not provide a high enough resolution for the site to
allow for a detection of the geometric features of the site (ESRI., 2016). Figure 3 shows the difference in
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resolution between ESRI’'s World Imagery basemap and Google Earth at the site at a 1:5000 scale. While
ESRI’'s World Imagery basemap resolution varies with locations, Google Earth’s imagery ranges around 15m
to 30m per pixel (Rusli et al., 2014). The images for the site of interest can be saved using the “Save Image”
function in Google Earth and imported as a shapefile (.shp) or raster (.tiff) into ArcMap or other GIS software.

Kennard Lai 0.15 0.075 0.15 Kilometers
Source: ESRI, Google Earth Kerayong . N

Figure 3. Comparison of image resolution from Google Earth and ESRI World Imagery Basemap

3.2 Historical Images

Google Earth’s historical images feature allows for studying of the site through the times. In this example,
the SMART tunnel was completed in 2007.The changes on the Kerayong River can be observed through
multiple years since 2001, before the SMART Tunnel until after it was completed. It was observed that
channel improvement works has been carried out sometime in 2008 and completed by 2010 (Figure 4). The
“Time Slider” feature in Google Earth allows the model developers to analyze temporal changes of the river.
This led to the study of the impact of SMART Tunnel outlet on the river before and after channel improvement
works. The observation of historical images had also prompted a closer look on the available cross-section
geometric data to determine its validity.

Google earth

L .m e : . , (".n.w:bgk: earth

Figure 4. Reach before and aftr channel iroveent works

3.3 Distance Estimation

Google Earth’s “Ruler” feature allows for distance measurement that allows for the estimation of the
geometric features of the river such as the length, and width. Figure 5 shows a screenshot of the feature in
use in Google Earth. While it reports distance down to two decimal places, the varying resolution from 15m to
30m and different types of map projection used are recognized as sources of measurement errors. In this site,
through comparisons with available data and measurements, the Google Earth ruler is determined to have an
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error of +/- 0.1m. It is suggested that other projects should have a ground level measurement to verify the
accuracy of Google Earth’s distance measurements.

ieen two points on the ground

21.82
39.96 degrees

Figure 5. Utilizing the "Ruler" tool in oogle Earth

3.4 Elevation estimation

Google Earth gives the elevation of a point which is displayed on the bottom corner of the window. It
examined the suitability of extracting the DEM from Google Earth for watershed delineation and river bed
elevation. In this case, the elevation indicator in Google Earth shows that the elevation of the river is around
26m. However, it is not known if the displayed elevation is the ground surface or water surface elevation.
There are also errors associated with the elevation for channel bed elevation because the resolution in Google
Earth varies from 15m to 30m grid. The width of the channel in this case does not exceed 30m. As the
elevation is averaged in a grid, the DEM from Google Earth is deemed unsuitable to represent the channel
bottom elevation because its resolution is not high enough to capture the bathymetry of small rivers.

On the other hand, the resolution of the DEM from Google Earth may be useful for the delineation of the
watershed. While Google does not state if the DEM is a Digital Terrain Model (ground surface) or Digital
Surface Model (surface of buildings/trees), the delineated watershed from Google Earth’s DEM is comparable
with the 3 arc-sec DEM from USGS. In this example, some elevation of the river’s floodplain was estimated
using the Google Earth DEM.

3.5 Utilizing Street View for channel geometry estimation

One of the newest additions to Google Earth is the Street View feature which aims to have information to
be more universally accessible and useful (Anguelov et al., 2010). Street View is Google’s feature where
street-level 360 degree images are captured using vehicles equipped with cameras. While most of the images
are captured on roads, pedestrian paths and trails are circumnavigated as well with special trikes, push carts,
and snowmobiles. To develop the hydraulic model, familiarity with the site and the problems can help the
modeler determine the required level of accuracy in the model. Street View allows a virtual first-person site
visit that greatly increases the familiarity of the developers with the site.

One of the challenges encountered in this study is that the date at which the river geometry was
surveyed was unknown; this gives the possibility that the data provided could be out-of-date. Another
challenge is that the river geometry data does not include the geometry of the floodplain. For a model that
would involve a flooding scenario, having the information of the floodplain such as elevation, geometry, and
roughness would provide a better representation of the hydraulic behavior. In this study, modeling was done
remotely in the USA whereas the site is in Malaysia; it was cost prohibitive for site visits to obtain field
measurements. However, the gap could be reasonably filled with information obtained from Street View.

In the study, street view images were obtained at every vantage point where the river or its floodplain
was visible. This included streets that are parallel to the river, bridges, and elevated highways (Figure 6). A
total of 27 street view images were obtained for the Kerayong River. Paired with the locations of the river
stations plotted on the map in ArcGIS, it is possible to identify the river station through Street View. Although
exact lengths cannot be measured, by using careful judgement, lengths such as width and depth can be
estimated and compared with available data. Google Street View images proved to be useful in verifying or
modifying cross section geometry data. Figure 7 shows the updating of river geometry at a river station that
includes modifying the channel side slopes and including a floodplain in HEC-RAS.
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Figure 6. The Yellow Man icon can be dragged to the blue lines where Street View images are available
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Figure 7. River geometry can be estimated and updated to include floodplain through Street View

3.6 Utilizing Street View to estimate channel roughness

Conveyance in HEC-RAS is described by Manning’'s equation. Bed and bank material as well as
floodplain vegetation type can be observed in Street View. The corresponding Manning’s n is that obtained
from the HEC-RAS Reference Manual (USACE, 2010). On main channels Manning’s n ranges from 0.017 for
float finished concrete to 0.03 for clean, straight, natural channels. On floodplains, Manning’s n ranges from
0.03 for short grass to 0.05 for scattered brush and heavy weeds. For example, the riprap material and bed
material at the confluence of the Kerayong and Klang Rivers was estimated using Street View (Figure 8).
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Figure 8. Street View can be used to identify bed and bank material

4 MODEL DEVELOPMENT & RESULTS

The information gathered from Google Earth was combined with available data such as discharge,
channel geometry, and site visit photos to develop the one-dimensional steady state simulation of the river
under multiple discharges and before and after channel improvement works (Figure 9). It could be observed
through historical images that a previous “natural” channel was straightened after 2009. This may have been
warranted by the increased discharge from the SMART Tunnel into the Kerayong River.
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Figure 9. The same reach was modified to "Pre-2009" and "Engineered" conditions
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Through flow duration analysis it was determined that the maximum flow that occurred in the Kerayong
River is 484 m®/s. When modeled with HEC-RAS, it was determined that the Pre-2009 river overtopped and
caused flooding at 7 of 9 river stations of up to 3 m while the Engineered river only had about 23 cm of
overtopping of 1 of 9 river stations (Figure 10).
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Figure 10. The engineered river was able to contain the increased discharge

The model was also used to predict bank stability and if future flooding will occur if discharge is increased
by 10%. A “Future” flow data was used for the simulation and showed that the 10% increase in flow will cause
0.71 m of bank overtopping. The suitability of bed and bank material was determined through the estimation of
particle size with Street View with the velocity and shear stress results from the HEC-RAS model and was
found to be suitably designed.

4.1 Summary
A summary table of the suitability for use of each Google Earth feature is presented in Table 1.

Table 1. The suitability of each Google Earth feature

Feature Suitability Comments
Satellite Images - Remote site study Images vary in  resolution
- Understanding terrain, land- depending on location.
use, and geomorphology
Historical Images - Site study through time Time when images are available
is expected to increase in
frequency.
Distance Ruler - Reach length estimation Distance should be validated with
- Channel width estimation in-situ known measurements
DEM - Useful for watershed DEM resolution seems to be a
delineation combination of SRTM90 and
- Not suitable for channel depth ASTER DEM data.
estimation
Street View - Channel geometry estimation Should be used with careful

- Bed/bank material estimation judgement and as supplement to
available data.

5 CONCLUSIONS

The utilization of Google Earth features in developing a hydraulic model has revealed some useful new
features that would be helpful to the modeler. The benefits are that the modeler can obtain information
remotely with a software that is free of charge. Google satellite images provide a good enough resolution for
site studies and allows the modeler to familiarize him/herself with the project. Historical images provide
information on the hydraulic features and behavior in the past. In this case, historical images reveal that
channel improvement works has been carried out and changed the hydraulics of the river. The distance ruler
tool in Google Earth can help the modeler measure distances to a certain degree of accuracy that helps with
developing the model. While the resolution of the DEM of Google Earth is not high enough for delineation of
the river geometry, it could be used for watershed delineation. Google Street View is perhaps the cherry on
the cake in this situation where it gives the modeler a virtual, first-person perspective to estimate river
geometry and bed/bank material. Overall it is recommended that for suitable projects, utilizing Google Earth
may be beneficial in developing an effective model.
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ABSTRACT

Smoothed particle hydrodynamics (SPH) is one most noticeable meshfree method and now become very
popular, and particularly for free surface flows, it is a robust and powerful method for describing deforming
media (Gomez-Gesteira, et al., 2010). SPH is a very promising method to answer 3D flow modeling in
meander dynamics. Three basic characteristics of meandering process are flow structure, sediment transport,
and morpho-dynamic. Helical flow as secondary current in flow structure plays the main role in characterizing
of meandering dynamics. Meandering geometry is simplified as a curved channel boundary conditions. SPH
procedures are developed from 3D fluid flow model and collision handling between water particles and a
curved channel boundary conditions, as meandering geometry simplification. We used simple geometries
based on Snell's law to represent basic particle responses to channel walls. We adapted SPH for nearly
incompressible flow as an incompressible flow in a curved channel that is note bene. Viscosity plays the main
role in initiating helical flow formation in the channel. Formation of helical flow is generated at downstream
hemispheres part of the curved channel. This paper presents an application of SPH method to develop helical
flow as a result of curvature, agreed with Camporeal et al. (2007), and even without sediment transport,
agreed with Ferreira da Silva (2006) and Yalin (1993). Our contribution with this research is developing SPH
method for modeling helical flow in a curved channel with the aim of simulating meandering dynamics.

Keywords: Smoothed particle hydrodynamics; free surface; water flow; curved channel; meandering dynamics.

1 INTRODUCTION

Since firstly introduced by (Gingold & Monaghan, 1977), and (Lucy, 1977), SPH gains popularity as a
mesh-free method because it can overcome problems using fixed grid (Liu & Liu, 2003). The SPH method is
modeled as an assembly of particles where the interaction zone is assumed to be around each of it. Thus,
there is no need to describe all terms in governing equation on a fixed grid. The problem using grid arouses
from the numerical diffusion as a consequence of the advection terms in the equations. On the free surface,
large deformation yields severe numerical diffusion (Shao & Gotoh, 2005).

Einstein firstly explained the cause of the formation of meanders in 1926 where streams tend to flow in
winding and turning course instead of following the downward slope as a result from Coriolis-force (Einstein,
1926). Even without bends, the helical movement still exists at cross-sections of its course. Meandering not
only happens on alluvial streams but also on melting water channels on ice (Langbein & Leopold, 1966), wind
tunnels (Beresh, Henfling, & Spillers, 2010), and submarine channels (Darby & Peakall, 2012).

Meandering channels research in general are separated, but still correlated, into two approaches:
geomorphologic and fluid dynamics, where 3D flow modeling receives more attention for its ability to simulate
helicoidal motion even though it is high in computational efforts and limited to simple geometry (Camporeal,
Perona, Porporato, & Ridolfi, 2007). However, a computer’s capability is growing hence meandering channel
can be simulated with a powerful computational fluid dynamics (CFD) tools such as direct numeric simulation
(DNS), large eddy simulation (LES), or k — ¢ models (Wormleaton & Ewunetu, 2006).

CFD is traditionally using grid-based numerical methods, such as finite element methods (FEM) and
finite volume methods (FVM), which have gained high acceptance ( (Bates, Lane, & Ferguson, 2005), and
(Wendt, 2009)). In spite of its success, grid-based method has limitations whenever dealing with free surface,
deformable boundary, moving interface, and extremely large deformation and crack propagation because of
the use of mesh. Complex geometry problems make generating mesh hard, expensive, and laborious (Liu &
Liu, 2010). Meshfree methods have emerged as an alternative grid based methods to deliver better accuracy
and stability numerical solutions for PDEs with all possible boundary conditions using particles (Liu & Liu,
2003).

Smoothed particle hydrodynamics (SPH) is one of the most noticeable meshfree methods and now have
become very popular, and particularly for free surface flows, it is a robust and powerful method for describing
deforming media (Gomez-Gesteira M. , Rogers, Violeau, Grassa, & Crespo, 2010). SPH main appeals are its
ability to predict highly strained motions based on a set of particles, and its consistency with Lagrangian and
Hamiltonian mechanics in terms of conservativity (Violeau, 2012). SPH applications for incompressible or
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nearly incompressible flow in the last two decades are diverse involving dam breaks and plunging waves,
gravity currents and multifluid phenomenon, bodies moving in fluids, non-Newtonian fluids, surface tension,
and diffusion and precipitation (Monaghan J. J., 2012). Advanced hydraulics with SPH so far has been
covered wave action upon waterworks, fish pass, floating oil spill containment boom, and dam spillway
(Violeau, 2012).

SPH is also a hot topic in Computer Graphics (Kelager, 2006) including realistically animated fluids
(Mdaller, Charypar, & Gross, 2003), fluid-fluid interaction (Muller et al., 2005), hydraulics erosion (Kristof,
Bene$, Krivanek, & Stava, 2009), and 2D shallow water simulation ( Bender et al., 2011). SPH research in
CFD, hydraulics, and computer graphics mostly do not focus on flow structures except in turbulence. Thus,
SPH is a very promising method to answer 3D flow modeling in meander dynamics.

This research considers the most important characteristics of meandering process, which are flow
structure, sediment transport, and morpho-dynamic. A curved channel boundary condition represents the
simplification of meandering geometry. SPH procedures are developed from 3D fluid flow model and collision
handling between water particles and curved channel boundary conditions, as meandering geometry
simplification. This paper presents an application of SPH method to develop helical flow because of curvature
and without sediment transport.

2 MEANDERING FLOW BASIC CHARACTERISTICS

In river modeling, one-dimensional model is often used due to its efficiency and applied in the study of
long-term sedimentation problems in rivers. However, flows in curved channels give evidence of complex
three-dimensional features that have big influences on sediment transport process. Thus, these phenomena
must rely on three-dimensional model for all practical purposes. Here, the river scale is defined as reach scale
where the domain is longer than the channel by a factor of at least 5 and up to 50 or more. Considering that
reach scale is a common scale in management activities such as scour around bridge piers, in-channel
sedimentation process, bank erosion and channel migration, thus it relates the flow and sediment transport
around structures, and linkages strongly to morpho-dynamic and habitat process likewise the flow field itself
(Bates et al., 2005). Development of meander dynamics model has to have a capability to simulate meander
flow characteristic and sediment transport distribution patterns, or at least having the same capability as the
finite element method (Wu, 2008). Here, the meander flow is characterized by having helical flow and
coherent structures (bursts and sweeps), higher flow velocity at the outer banks and lower in the inner banks,
sediment erosion at the outer banks and deposition in the inner banks, higher sediment concentration at the
outer banks and lower in the inner banks (Ferreira da Silva, 2006).

I Meander Dynamics Modeling, I
|

A 4 A 4 A 4
l Flow Structure I l Sediment Transport I l Morpho-dynamics
—r
—>| Primary Flow —>| Erosion —>| Migration
Bursts
Bursts

Figure 1. Basic Characteristics Meandering Process.
3 SMOOTHED PARTICLE HYDRODYNAMICS METHODS

3.1 Flow Equations
The Navier-Stokes equation for incompressible and isothermal fluid is presented by:

P% =-Vp+ Mvzu + Fexternal (1)

with p is mass density (kg/m3), u is vector velocity (m/s), t is time (second), p is pressure (N/m2), u is
kinematic viscosity (Ns/m2), and F is external force (N).

Equation (1) can be modified into:
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p ﬂ — Finternal + Fexternal =F (2)
de
Then for each particle |, the acceleration (m/sz) becomes:
TR (3)
a, = —= —

Lodt p

where F is a sum of force fields, internal forces Fi"tmal gnd external forces Fexternal,

Considered as internal forces, they are pressure force and viscosity force. For external forces, they are
regarded as gravitation force, surface tension, and also buoyancy force.

SPH method uses velocity-pressure formulation to solve the momentum equation. Pressure is correlated
to density in the thermodynamic equation of state. As introduced by Monaghan (1994) for free surface flow,
the equation of state has form:

p=5((2) ) @

200gH

pY
If the pressure is known for each particle, at particle i, the pressure force is:

where B is coefficient where B =

, P, is rest density (kg/m°), and y = 7.

F?ressure — —Vp(T‘L) (5)
Viscosity force at particle i with viscosity u (Ns/m?), is:

F;}iSCDSitY = ‘uvzu(ri) (6)

Gravitation force is:

Ffravity =p,g (7)

The surface tension force is resulted from the force density spreading onto all potential particles.

surjface
Fvr

= —oVi¢— (8)

In

The buoyancy force is for gaseous fluids and caused by diffusion of temperatures. For isothermal fluid,
an artificial buoyancy force can be used as:

F{"Y = b(p; ~ po)g C)
If simulation is applied for isothermal water, then the buoyancy coefficient can be assumed as zero.

3.2 Particle Approximations
The mass-density at particle i is approximated as:

pi = X mW(r; =73, h) (10)
The pressure force with symmetrical form can be written as:

FU = —p; By (;’—2 + Z—Jg) m; VW (r; — 1, h) (11)
The viscosity force with symmetrical velocity fields is defined as

FPPoY = iy (wy — ) T:_j VAW (r; — 13, h) (12)
The surface tension force at particle i with symmetrical from is approximated as:

[Zj?—ijW(Ti—Tj,h)]

[nyl

(13)

4

psurface _ _ [er;‘_jjv2w(ri =1 h) ]
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where |n;| = [; , and [; > 0 is some threshold concerning the particle concentration.

3.3 Smoothing Functions (Kernels)
The most common smoothing function (kernel) is Gaussian function as the best kernel assumption to
interpret the first golden rule of SPH, according to (Monaghan J. J., 2005).

Ir?
W(r,h) = ——e @2, h>0 (14)
(2mh2)2

where |r| is scalar distance between particles. However, it is not always the best, where W < 0 for all r all
particles within the domain contribute to the calculation. Consequently, the number of particles increases with
the kernel computational cost in numerical error from particle approximation (Price, 2004).

Cubic spline kernels are often used for this reason, but in terms of computational accuracy, stability, and
speed, (Muller, Charypar, & Gross, 2003) designed kernels that have second order interpolation errors. The
kernels are all even and normalized. Zero kernels with disappearing derivatives at the boundary are
conductive to stability. The kernel is called poly6, noticeable as a simple kernel, and preserve Gaussian bell
curve (Kelager, 2006). More importantly according to (Mdller, Charypar, & Gross, 2003), r is in form of square
which can be calculated without computing its square roots.

315 (W2 —=1r|®)®, 0<|r|<h
W) = 2251 o > h (15)
VWooiys(r, h) = = ——=r(h? — [r|?)? (16)
Ve Wootys (1 h) = = oz (h? = [r[?) (302 — 7r|?) (17)

where |r| = r;; which is the particle distance between particle i and j.

But kernel poly6 has disadvantage, under high pressure, particles using this kernel are likely to develop
clusters. As a result, the repulsion force is gone whenever particles move very close to each other since the
kernel gradient becomes zero at the center. Therefore, we are using spiky kernel as proposed by (Desbrun &
Gascuel, 1996), (Mdller, Charypar, & Gross, 2003) and (Kelager, 2006). Gradient and Laplacian of spiky
kernel are vanished at the boundary. This is necessary to generate repulsion forces.

Wepiey (1) = 220 'Tl)f 0= ::: = (18)
Wopiay (1) = = s (= Ir)?, (19)
limy Lo~ VWepipy (1, h) = :—;6 , limy o+ VWi, (r, h) = —7:'—:6

VWopity (r, 1) = =2 (h = [P (R = 2171, (20)
lim, o V*Wipixy (r, h) = —c0

Particular kernel for viscosity forces is designed by (Miller, Charypar, & Gross, 2003) to get positive
result of the Laplacian. Negative result of viscosity forces due to negative Laplacian kernel increases particles
relative velocity, thus it can cause instability numerical computation. The relative viscosity can be damped by
the viscosity forces on condition that the Laplacian is positive everywhere in the calculation domain (Kelager,
2006).

[r® , Ir> , h
15 |——=+—=4+—-1,0<|r|<h ,
inscosity (T: h) = 27h3 2h3 h? 2Ir| ’ llmr—>0 inscosity (T’ h) = (21)
, |r| > h

15 3l 2 h
Whaiscosiey 1 1) = 27 (=53 + 3 = 33 - (22)
lim, o inscosity(rv h) =+, lim, inscosity(r: h) = —c

45
v? inscosity (r,h) = Th (h=1IrD (23)

4 NUMERICAL EXPERIMENTAL SETUPS

4.1 Algorithm

Input parameters were fluid properties, common physics and SPH properties. Initial conditions were
velocity and position for each particle at zero time, and determined as input model. From the input, total force
and density for each particle was calculated. Total force equals to the summation of internal forces (pressure
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and viscosity), and external forces (gravity and surface tension). Then, it computes acceleration with (3) from
total force divided by density for each particle.

Afterwards, it updates new velocity and new position from the acceleration for each particle at each time
step. Later, this new velocity and new position will be used to calculate new total force and new density for
each particle at next time step. The new total force and new density will be applied to compute new
acceleration, and so on until it reaches maximum time step in the end.

If we define space, for each new velocity and new position, it checks collision between particles and its
boundary conditions before it goes to the next time step. The space is set as a curved channel, and the
collision determines water flow movement, in this case is the primary flow.

4.2 Collision Handling at Curved Channel

4.2.1  Boundary Conditions

Meander morphology is a very complex geometry. Thus, we need to simplify it into a curved channel in
order to separate the effect of helical flow formation from complex geometry. Collision handling works
whenever there is contact with the walls; four straight walls and four quarter-circle walls. At t = t, coordinate of
a particle i is (x(i),y(i),z(i)), and at t = t + dt, its coordinate becomes (xt(i), yt(i), zt(i)). A contact point is
(xc(i),yc(i)) where a particle collides with a wall at any zc(i). We consider that curved channel has very high
wall. At this time, we use Snell's law where angle and velocity of incidence equals to angle and velocity
refraction. Center of curved channel has coordinate at x- and y-coordinate (xr,yr) = (2,3), and any z-
coordinate zr. Radius of outer hemisphere from the center is rr = 2 meter, and of inner hemisphere is
rr2 = 1 meter. The bed of curved channel is set up at zbase = 0 meter for all x- and y-coordinates.
Coordinate in x-direction in meter for each plane wall are xbasel = 0, xbase2 = 1, xbase3 = 3, and xbase4 =
4. Angle of refraction is in radians, and depends on quadrant of particle coordinate.

Area of particle movement is wherever (1) y(i) is less than yr then particle collision uses algorithm for
plane walls, or (2) y(i) is greater than or equivalent to yr thus particle collision utilizes algorithm for curved
walls. A particle collides a plane wall whenever (1) xt(i) < xbasel, (2) xbase2 < xt(i) < xbase3, or (3)
xbase4 < xt(i). Calculation of contact point is determined as in the following,

xc(i) = xbase , depends where a particle collides (24)
N ey (E@=xe@D) (D -ytD) (25)
ye® =y® ( x(@)—xt (i) )
_ ye(@-ye(@) 26
y = atan (xc(i)—xt(i)) (26)

Collision condition at curved channel whenever radius of a particle relatively to the center of a curved
channel is (1) greater than outer hemisphere radius (rxt > rr), or (2) less than inner hemisphere radius
(rxt <rr2).

rxt = \/(xt(i) —xr)? + (yt(i) — yr)? (27)

Contact point is located at hemisphere. There are two initial guesses xc(i) and yc(i). Coordinate yc(i) is
estimated between y (i) and yt(i). Computation of yc(i) uses bisection method (Chapra & Canale, 2010) and
(Cheney & Kincaid, 2008), afterward xc(i) is calculated under condition, if

rxt > rr then,

xc(i) = xr — (((rr + yc(@) — yr)°®®) = ((rr — yc (D) + yr)°*)), (xt(i) < xr) (28)
xc(@) = xr + (((rr + yc(@) — yr)°8) = ((r — yc (D) + yr)°*)), (xt(@) > xr) (29)

rxt < rr2 then,

xc(i) = xr — (((rr2 + yc(@) — yr)°5) * (2 — yc (@) + yr)®9)), (xt (D) < x71) (30)
xc(@) = xr + (((rr2 + yc(@) — yr)®5) * (12 — yc (D) + yr)®H)), (xt(i) > xr) (31)

After contact point coordinates is set up, radius of contact point from the center of hemisphere is
calculated only to check whether the radius falls right at one of hemisphere walls.

re = \/(xc(i) —xr)? + (yc(i) — yr)? (32)

Refraction angle computation depends on where the location of contact point. The angle detection varies
by hemisphere radius, slope between contact point and curved channel center, and contact point quadrant.
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If rxt > rr2 where a particle lies outside outer hemisphere then,

me =( (rr—xc(i)+x1)%> )_( (rr+xc(i)—xr)®S ) (33)

2.4((rr+xc(i)—xr)0-5) 2.4((rr=xc(i)+xr)0-5)

Else if rxt < rr2 where a particle remains inside inner hemisphere then,

_ i 0.5 A 0.5
me = ( (rr2—xc(i)+xr) )_( (rr2+xc(i)—xr) ) (34)

2.4((rr2+xc(i)—xr)0-5) 2.4((rr2—xc(i)+xr)0-5)
Next steps are calculation of refraction angle y:

x1 = xr

vyl = yec(i) + me * (x1 — xc(i)) (35)
a = atan (2220) (36)

_ yt()—yc(@) 37
p=at (xt(i)—x;(i)) (37)
a = atan (2220) (38)
0 =f—a (39)

_ y(-yec@®) 40
n = atan (x(i)—xc(i)) (40)

The challenging part is where we have to identify the particle position quadrant, because previously we
have to determine its incidence angle quadrant as relative to its contact point. After refraction angle of each
particle is calculated, each particle position is updated where:

2 2105
rext(@) = ((xt(@ —xc@)’ + (@) — ye(®)°) (41)
xt(Q) = xc(i) + rext(i) * cos(y) (42)
yt(i) = yc(i) + rext(i) * sin(y) (43)
zt(i) = 2 * zbase — zt(i) (44)
vxt(Q) = ((vxt(@) ** 2 + vyt(Q) ** 2) ** 0.5) * cos(y) (45)
vyt(Q) = ((wxt(Q) ** 2 + vyt (i) ** 2) *x 0.5) * sin(y) (46)
vzt(i) = =1 xvzt(i) (47)

4.2.2 Initial Conditions, Parameters and Properties

The free surface water system is defined as shallow water and long wave (Ji, 2008). Time step is defined
for each time integration calculation and based on number of Courant-Friedrichs-Lewy (CFL) to check the
numerical stability in the computation (Kao & Chang, 2012) and (Chapra C. S., 1997).

h
ci+|vil

At = CFL*min(

) for 0 < CFL<1 (48)

where h is the SPH computation domain radius or smoothing length, c; is gravity wave speed of propagation,
and [v;] is the magnitude of velocity for particles.

There are 4811 particle numbers. Initial time, set at t = 0, all particles forms as a cube with dimension of
1 meter width by 1 meter length by 1 meter height, and weighs 0.9622 kilogram. Initial velocity is set at
variation afterwards in order to see particles flow behavior. Particle number independence test is done by
using particle number resolution at initial from 1000 to 9622 particles. The solution is independent to particles
number at 4811 particles. Parameters in numerical simulation are common, fluid, and SPH properties as
shown in Error! Reference source not found.. Noted that simulations use 0.01 second for each time step.
This value is chosen after several trials from 0.001 second up to 1 second, and checked with Courant number
in equation (48). If the time step is smaller than 0.01, the simulations take a longer computation time
especially for big particle numbers. If the time step is bigger than 0.01, the simulation computations become
unstable and stuck in the middle of running program. Discretizing fluid system into large particle number
results in consistent accuracy but also high runtime computation as stated by (Liu & Liu, 2003). In this
research, we varied particle number from 10 up to 4000 particles. Nevertheless, this simulation uses 4811
particle numbers to gain the accuracy of the solution. Fluid properties and modeling parameter are simulated
through several loops in order to see how the system responds under parameters variation of density and
pressure.
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5 RESULTS AND DISCUSSIONS

5.1 Results

SPH program run water simulations in a curved channel for inviscid, viscous flow, vorticity, mass,
viscosity, gravity, and surface tension. Simulation runs from zero to fifteen seconds. Initial condition was
inviscid flow where vyo = 0.8 m/s. At first in straight channel, particles moved straight forward. When they
entered in the curved part, they collided and turned directions as caused by collisions with curved walls. The
collisions transferred momentum from outer to inner curved wall, then bounced back, and keep rebounding
until they exit the curved part.

t=0s

crENwe G

23
e

Figure 2. Particle flows with water properties fromt=0, 3, 6, 9, 12, and 15 second (from upper left in
clockwise direction); colors represent velocity [m/s]

This pattern may appear as helical but if a particle flow path were to be looked closely, the refraction
angle is to sharp, as in Figure 2. This can be happened due to collision handling method. At this time, the
contact between particle and boundary is governed by Snell’s law.

Figure 3 shows a particle flow path that run from 0 to 15 seconds from the simulation in preceding Figure
2. The pattern is quite satisfactory in a plan view, but in 3D view we see a hooping bug movement or a particle
jumping in vertical direction in upper left

Figure 3. This is happened because the magnitude of gravity force is rather dominant than pressure
force, viscosity force, and surface tension force. The ratio of gravity force to other force ranges between 100
to 150 times bigger.

In order to solve the jumping particles movement, the main parameters in vertical forces are gravity and
particle mass, and these will be varied. Firstly, we reduce the gravity acceleration into 1% of its magnitude.
Secondly, we set zero gravity, and lastly, we decrease the mass into 10% mass as displayed in

Figure 3. In upper right figure, since we use 1% coefficient of gravity, the particle movement in time is no
longer jumping. However, if we set zero gravity, the particle movement is expanding and ascending towards
the initial location as in lower left figure. The last one, we reduce the mass into 10%, the particle moves
randomly without any pattern as in lower right figure. We can conclude that flow simulation using water
properties develops velocity predominantly governed by gravity. Despite the fact above, we have settled that
all parameter magnitudes are within sensitivity range and none is dominant. Consequently, a question
emerges why the magnitude is imbalanced between gravity forces with other forces. Therefore, we need to
consider the effect of gravity magnitude, and each fluid properties that were employed in momentum equation.
We run eight cases of water flow simulations to test the which parameter(s) is(are) sensitive in generating
helical flow.

SPH simulations with initial viscous flow have shown that viscous effect plays significant role in the
formation of helical flow. In order to magnify the strength of helical formation, the simulation adds both vorticity
and viscous effects at initial velocities. Particles move faster, smoothly swirl through the hemisphere, and flow
towards the downstream. As expected, the helical flow starts to form in the downstream of the hemispheres.

From discussion above, we just focus in the hemisphere part of curved channel. Then we look farther at
the downstream of hemisphere. Helical flow is formed after water flows exit the hemisphere of Figure 4. Some
particles move from channel bottom towards outer wall then they swirl up backward against outer wall. This
motion initiates helical flow. The helical shape can be improved by varying magnitudes of initial vorticity and
viscous flow.
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Figure 3. Particles collision handling (upper left) with gravity, (upper right) with 1% * gravity, (lower left)
without gravity, and (lower right) with 10% mass; colors represent velocity [m/s]

5.2 Discussions

Wang and Liu (2015) described their findings from experimental investigation of flow structures in a bend
flume. We use these experimental results to compare with SPH results and RMA results for verification. The
channel geometry in SPH is adjusted with respect to their experimental set up. Width channel is 0.30 meter,
initial depth is set at 0.16 meter, center coordinate of the hemispheres is (0.80, 0.80, z) meters, inner
hemisphere radius is 0.50 meter, and outer hemisphere radius is 0.80 meter.

At first, when coefficient gravity was used, particles were flowing and expanding like gas. At the cross
section intended in Figure 4, depth of particles flow became 11 meter instead of 0.2 meter. It was because the
gravity force was too weak due to the coefficient we set at the equation. Then, coefficient is taken out from the
gravity force equation. Afterwards, particles behave like water as in Figure 4 where the average depth is less
than 0.2 meter, its velocity range close range between 0.50 m/s and 2.50 m/s.

Particles start to move in helical formation even though it is not strong. From the bottom, some particles
move towards outer wall then they turn back against outer wall. From particles calculation, at t = 2.35 s,
average velocity is 1.29 m/s with minimum 0.04 m/s, and maximum 2.82 m/s. Average relative pressure is
0.034 Pa, with minimum 0.003 Pa and maximum 0.188 Pa. Average density is 4383.8 kg/m3, with minimum
1392.6 kg/m3 and maximum 19798.9 kg/m3. At this point, that the particles calculation can be considered to
behave close to the experiment result as in Figure 4.
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Figure 4. Helical formation with SPH simulation, initial vorticity viscous tflow, and resuits at t = 2.35 seconds, (b)
Checking angle refraction for a particle interaction; colors represent velocity [m/s]

In Figure 5, high pressure and high density particles coordinates are located with the same low velocity

particle coordinates. This is reasonable since crowded particles push particles to its surrounding but it is
limited to space. Particles movement was decelerated. Thus, particles have high pressure.
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Figure 5. Particles value of: (a) velocity [m/s], (b) pressure [Pa], and (c) density [kg/m3]

Simulation with RMA (Resources Model Association is run with the same setting with Wang and Liu’'s
(2015) experiments. Here, we used RMA-10 version 87e in 20 November 2012) (King, 2012). Helical flow
pattern from SPH model in Figure 4 has the same pattern with helical flow patterns from RMA model in Figure
6 (a), and follows the pattern with the experiment results in Figure 6 (b). Helical formation with SPH, RMA, and
even in the experiments is not fully in circular shape but rather has tendency to form like a spinal cord. At the
bottom channel, velocity vectors move toward outer bank then sweeps back to inner bank near water surface,
and forms helical motion. This helical flow pattern is consistent with the patterns from very recently experiment
investigation by Wang and Liu (2015) in Figure 6 (b), and theoretical sketch of helical flows in a curved
channel by Wormleaton and Ewunetu (2006).
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Figure 6. (a) Helical formation with RMA simulation at t = 1.5 seconds; colors represent velocity [m/s], (b)
Helical formation from experiment investigation of flow structures (Wang & Liu, 2015)

6 CONCLUSIONS

Initial velocities drift the fluid particles and work as an advective term, while the densities and pressures
expand the fluid's volume and act as a dispersive term. Up to this point, the 3D flow SPH program gives a
stable result as expected from fluid properties. In running time integration based on Verlet method, the
program runs smoothly for each given time. The basic of SPH is presented in the order from its formulations,
integral representations and kernel functions, and particle approximations. The SPH formulations are
developed for 3D fluid flow and sedimentation transport equations. The logical frame of the program
development is drawn in an algorithm, and the program code is written in FORTRAN language. The numerical
experimental results show that the program has capability to simulate the basic behavior of fluid properties as
the basis characteristics of meandering river. The calculation is stable during the time looping for the given
initial particles conditions. The very basic characteristic in meandering dynamics is helical flow, which is
initiated by adding up viscous flow and vorticity at initial conditions. Its formation is generated at downstream
hemispheres part of the curved channel. Viscous flow plays the main role in the development of helical flow.
The helical flow pattern is consistent with the patterns from very recently experiment investigation by Wang
and Liu (2015), and theoretical sketch of secondary flows in a curved channel by Wu (2008) and Wormleaton
& Ewunetu (2006). SPH method is able to predict realistically helical flow as a result of curvature. agreed with
Camporeal et al. (2007), and even without sediment transport, agreed with da Silva (2006) and Yalin (1993).

SPH becomes popular in Hydraulics community. Our contribution with this research is developing SPH
method for modeling helical flow in a curved channel with the aim of simulating meandering dynamics. This is
aligned with the advancement of SPH in Hydraulics. Four grand challenges in SPH applications in Hydraulics,
according to SPHERIC community (Violeau & Rogers, 2015), are convergence, numerical stability, boundary
conditions, and adaptivity. This research participates in the two of the SPH challenges; (1) boundary
conditions where we used simple geometries based on Snell’'s law to represent basic particle responses to
channel walls, and (2) adaptivity where we adapted SPH for nearly incompressible method for basic
hydraulics phenomenon in a curved channel that is note bene an incompressible flow.
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ABSTRACT

In a broad range of applications of hydro- and environmental system modeling, the flow field is computed by the shallow
water equations. The flow field is then used to compute the physical processes that depend on it, e.g., transport of a
passive tracer, sediment transport and morphodynamics or infiltration. Thus, a scientific code for the computation of
these type of hydro- and environmental problems is required to be flexible and extendable such that different processes
can be added or removed to the existing code with reasonable effort. Object-Oriented Programming (OOP) concepts
that enable abstraction by class encapsulation, polymorphism and class inheritance, are very suitable to design a code
that fulfills the aforementioned requirements. In this contribution, we present the in-house scientific modeling framework
Hydroinformatics Modeling System (hms), developed at the Chair of Water Resources Management and Modeling of
Hydrosystems, Technische Universitat Berlin, as an example of OOP in application. We discuss the design patterns
used in the framework and show the advantages of the OOP approach in test cases that involve coupled processes.
Firstly, contaminant transport in an idealized section of Panke river, Berlin, is simulated. Here, the contaminant does not
influence the flow and the coupling is only in one way. In a second test case, we couple sediment transport and
morphodynamics with the shallow water flow. This is a more complex case, because the transported sediment
concentration acts as a momentum sink term in the shallow water flow. Thus, the processes interact with each other in
both directions. We conclude that while OOP slightly increases the computational cost and the complexity of the code,
applying the OOP concepts results in the code that allows easy implementation and coupling of different physical
processes in an existing framework.

Keywords: Shallow water model; coupled modeling; object-oriented programming; java for scientific computing; design
patterns.

1 INTRODUCTION

The depth-averaged two-dimensional shallow water equations are used in a broad range of simulations
concerning hydro- and environmental systems. Some examples are the modeling of river hydraulics coupled
with the spreading of contaminants or habitats (Lange et al., 2015; Matta et al., 2016), rainfall-runoff with
infiltration (Mugler et al., 2011; Simons et al., 2014), coupled with subsurface flow (Liang et al., 2007; Viero et
al., 2014) and dam-break flow simulations with sediment and bedload transport and morphodynamics (Cao et
al., 2004; Zhao et al., 2016).

As pointed out in Busse et al. (2012), traditional scientific code is usually targeting computational
efficiency and is limited to compute a limited number of processes. Adding new physical processes into these
type of codes is usually difficult and might require rewriting a large part of the code. However, the
interdisciplinary and complex nature of modeling hydro- and environmental systems requires modeling
approaches that enable adding physical processes from different scientific disciplines, e.g., implementing
sediment transport and morphodynamics into an existing shallow water model code, with a reasonable
amount of effort. Thus, it is desirable that a large part of the code is implemented in a generalized way and
encapsulated such that it can be applied to more than one process. In software engineering, this is often
referred to as code modularity and reusability (Tchon, 1995).

Object-Oriented Programming (OOP) concepts enable to obtain modularity and reusability by class
encapsulation, polymorphism and class inheritance (Katsurayama et al., 2004). In addition, techniques such
as generic programming provide further tools for abstraction and generalization (Stroustrup, 2007). The idea
of applying OOP to scientific code for the solution of partial differential equations has been suggested by
several researchers (Tchon, 1995; Cambier and Gazaix, 2002; Katsurayama et al., 2004; Rodriguez-Gémez
et al., 2004; Heng and Mackie, 2009; Busse et al., 2012; Simons et al., 2014) as it gives the code flexibility,
because different objects, i.e. processes, can be implemented into the framework without the need of
extensive modification. As Katsurayama et al. (2004) note, the choice of class extraction, i.e. the decision of
what type of objects to create, is very significant. Here, a poor choice often leads to complicated code which
runs slowly and is difficult to read and maintain. Thus, special care has to be given here.

In contrast, non-object-oriented programming, also referred to as procedural programming, enables
abstraction only at a functional level (Cambier and Gazaix, 2002). It is generally agreed on that procedural
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programming yields more computationally efficient code that is more difficult to extend and maintain (Tchon,
1995; Cambier and Gazaix, 2002; Katsurayama et al., 2004). In Katsurayama et al. (2004), for the specific
case of a shoc