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ABSTRACT 
 
The objective of this study is to investigate turbulent characteristics of two-dimension impinging jet for different 
water depth. Numerical simulations of turbulent impinging jet are performed based on a standard k-ε turbulent 
model. It is found that jet core length does not change for different water depth, while the mean centerline 
velocity along relative flow direction decays faster in both established region and impact region for deeper 
water depth, and development of jet entrainment improves in deeper water depth. At a certain transverse 
section in established region, mean turbulent kinetic energy grows from centerline, reaches a peak, and then 
gradually falls. This process gets smoother and the distance between centerline and peak gets greater at the 
transverse direction as jet develops downstream in established region, which is much more notable in deeper 
water depth. In development region, mean turbulent kinetic energy decreases along the flow direction due to 
the sudden transition of boundary conditions, and the trends are not affected by water depth. In established 
region, mean turbulent kinetic energy increases rapidly with flow distance, reaches peak and then falls 
gradually until the end of this region. In jet impact region, mean turbulent kinetic energy rises steeply and 
drops sharply in the near-wall region. This is because the streamline direction of impinging jet changes 
drastically in this region. For deeper water depth, the variation range of mean turbulent kinetic energy in 
established region is larger, while in jet impact region near wall, mean turbulent kinetic energy changes much 
more drastically in shallow water. 
 
Keywords: Impinging jet; velocity; turbulence; water depth; numerical simulation study. 
 
 
1 INTRODUCTION 

It is well known that the unsteady imping jet has important engineering applications, such as ski-jump 
flows scouring on river channel in hydraulic engineering, impact process of vertical take-off and landing for the 
lifting equipment and hydraulic coal mining technology. Impinging jet flows have been extensively studied 
experimentally in the past (Tani and Komatsu, 1964; Cola, 1965; Wolfshtein, 1970; Donaldson and Snedeker, 
1971; Gutmark et al., 1978). Most studies are about the properties of velocity and heat transfer (Goldstein and 
Franchett 1988; Button and Jambunathan, 1989; Jambunathan and Button, 1994; Viskanta, 1993). With the 
development of turbulence theory and computer technology recently, numerical studies for jet flows are being 
performed. Chung et al. (2002) studied momentum and heat transfer characteristics of an unsteady impinging 
jet with direct numerical simulations (DNS). Reichert and Biringen (2007) studied two- and three- dimensional 
DNS of a compressible plane jet and stated that streamwise and spanwise turbulence intensities exhibit no 
change with increased compressible. Rembold et al. (2002) studied a jet flow at a Reynolds number of 2000 
based on the narrow side of the nozzle with DNS. Ashforth and Jambunathan (1996) studied a turbulent 
impinging jet at a Reynolds number of 20000, and the numerical simulation results showed that the mean 
velocity profile is good agreement with experimental data and standard k-ε turbulent model could predict 
qualitatively turbulence profile in developed region well. Hirofumi and Yasutaka (2004) investigated the 
structures and characteristics of flows and heat transfer for plane turbulent imping jets. He stated that the 
Nusselt number increases with a decrease in the distance between the impingement wall and the upper wall. 
This indicated that water depth may have effects on the inside structure of impinging jet flow. 

For better understanding of impinging jet, the turbulent properties associated with water depth are 
important. In present study, the two-dimension standard k-ε turbulent model is used and numerical simulations 
of a turbulent submerged impinging jet are performed to study the impingement turbulence properties. 
  
2 FLOW PATTERN OF SUBMERGED IMPINGING JET 

The submerged impinging jet diffusion is divided into three flow regions: development region, where the 
jet potential core persists, established region, and jet impact region, as is shown in Figure 1. In this article, 
section at the outlet of jet perpendicular to the jet travel distance and jet centerline distance were chosen as 
the x and y coordinate axis. While h is the water depth defined by the distance from the jet outlet to the 
impingement wall surface. The section at the end of flow development region was defined as the initial section 
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of centerline velocity attenuation, and 2b0 is the initial flow thickness of jet and V0 is the initial velocity at outlet. 
L0 is the length of development region. The internal boundary is defined as lines from edge at the jet exit 
sidewall to the end of development region. The convergence angle α is the angle between internal boundary 
and jet centerline. For a special transverse section, Vm is the value of mean centerline velocity, and the br is 
the width of the jet defined by the points at the external boundary where the mean local velocity is 1/e of the 
mean centerline value. 
 

 
Figure 1. Impinging jet flow conditions and coordinate system. 

 
3 RESULTS AND DISCUSSIONS 

The initial velocity V0 at the nozzle exit is 3.18m/s, under condition of Re=48550. Simulation are 
performed at five water depths of 40, 60, 90, 110 and 260 cm (i.e. dimensionless downstream distance, 
h/b0=40, 60, 90, 110 and 260). Figure 2 shows the mean velocity field of the numerical simulation results for 
different water depth. It is clear that the numerical calculated results are consistent with the pattern of jet flow. 
There is a triangle core near the outlet where the value of mean centerline velocity does not decay. As the jet 
develops along the flow direction, jet width grows and average velocity decays at both transverse and 
longitudinal direction. In comparison, for the cases with different water depth the flow behavior is markedly 
different. The flow velocity field shows that with the decreased water depth, there is a clear trend that the 
development of impinging jet is suppressed. It clearly indicates a different jet structure due to the suppression 
of jet development. And this will be discussed further below. 

 

  
(a)                                                         (b) 

Figure 2. Velocity field contours for different water depth: (a) h/b0=40; (d) h/b0=260. 
 

3.1 Velocity analysis 
The numerically calculated mean centerline velocity profile along the way at h/b0=110 is shown in Figure 

3, with theoretical data obtained by Rajaratnam and Pani (1973) for comparison. The attenuation law and data 
of numerical simulation results are approximately consistent with the theoretical data. The mean velocity 
profile at different transverse sections in established region of jet at h/b0=110 are obtained by numerical 
simulation which is shown in Figure 4(a). It can be seen that the curve of mean velocity attenuation along the 
transverse direction becomes much smoother as the section far from the outlet, due to the development of jet 
entrainment. The relative transverse distance is scaled by the vertical distance to the jet centerline and jet 
width br as x/br. Figure 4(b) shows the results, comparing with the theoretical data obtained from the equation: 
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At different transverse sections, the velocity distributions show good self-similarity and are good consistent 
with theoretical data. 

 
Figure 3. Comparison of axial velocity profiles. 

 

 
(a)                                                         (b) 

Figure 4. The variation of velocity at transverse section for h/b0=110. 
 

In this study, the jet core length is defined as the longitudinal distance between outlet transverse section 
and the position where the velocity is 0.99V0 along the centerline direction. The calculated results indicate that 
the core length is about 3.25×2b0 and does not change for different water depth. This is in agreement with the 
Ervine et al. (1997) given, who give an estimate of core length at about 3×2b0. The convergence angle is 
about 7.6º. The computed mean centerline velocity attenuation along the flow direction is shown in Figure 5. It 
can been seen, as a whole, the values of Vm/V0 decay faster along relative flow direction y/h with the 
increased values of relative water depth h/b0 in both established region and jet impact region. The impact 
region is about 20% of water depth, and it does not change much for different water depth. In jet impact 
region, the mean velocity along the axial way decays much more notably than that in established region. In 
Figure 6, as the impinging jet develops downstream in established region, the value of br gets greater, and this 
process can be considered as a process of velocity expansion due to jet entrainment. The process develops 
much more sufficiently for deeper water depth, as the rate of relative transverse direction br/b0 gets grater with 
the increased water depth. The improvement of relative width of br/b0 with the increased water depth indicates 
that the process of jet entrainment develops much more sufficiently in deeper water depth. And the jet 
entrainment can be suppressed under the shallow water condition. It illustrates that in terms of mean velocity, 
impinging jet for deeper water depth develops much faster and fully. 
 

 
Figure 5. Comparison of mean centerline velocity profiles of jet for different water depth. 
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Figure 6. Comparison of velocity expansion jet flow for different water depth. 

 
3.2 Turbulence properties analysis 

As the jet develops transversely, maximum mean turbulent kinetic energy appears symmetrically 
between centerline and external boundary. Figure 7 plots distributions of mean turbulent kinetic energy at 
various streamwise sections at relative water depth h/b0=110. As evident from this figure, the mean turbulent 
kinetic energy k grows with transverse distance from the centerline to external boundary, reaches a peak, and 
then gradually falls asymmetrically toward a fully developed value. This indicates that the maximum shearing 
intensity appears at the peak position, affected by the lateral gradient of mean velocity. As the jet develops 
downstream, this trend declines due to the smoother for mean velocity diffusion at transverse direction. In 
development region (y/h=0.027), the mean turbulent energy is quiet low and does not change remarkably at 
transverse direction in jet core region. The reason for this is that in the core region, mean velocity hardly 
decays in transverse direction, and the lateral gradient of mean velocity is quiet small, thus the jet flow is not 
affected by the shearing notably. 

 

 
Figure 7. Mean turbulent kinetic energy profile for h/b0=110. 

 
A comparison of maximum mean turbulent energy km distributions downstream for different water depth is 

given in Figure 8. It is found that km declines along the flow direction and water depth has a strong effect on 
the distribution of turbulent energy. For deeper water depth h/b0=260, the attenuation of mean turbulent kinetic 
energy km gets much more noticeable. The reason is that with increased water depth, the rate of jet width 
growth gets higher and the lateral gradient of mean velocity is smaller than that for lower water depth. Then 
the shearing intensity is relatively lower. The change of the km attenuation supports the hypothesis that with 
decreased water depth the jet development is suppressed. For a certain transverse section, bkm is the mean 
turbulent kinetic energy width defined by the distance between centerline and mean turbulent kinetic energy 
peak. In Figure 9, the bkm of impinging jet is documented. It can be seen clearly that the transverse distance of 
mean turbulent kinetic energy peak gets greater at the transverse direction as jet develops downstream. This 
process can be considered as a width growth of mean turbulent kinetic energy. In deeper water depth, the bkm 
increases rapidly and under a shallow water condition, this trend is suppressed. The ratio of bkm and br 
decreases as jet develops downstream for different water depth, as is shown in Figure 10. The width of mean 
turbulent kinetic energy does not grows synchronistically at the transverse direction as same as the width 
growth of mean velocity, and the rate of width growth of mean turbulent kinetic energy is significantly lower 
than that in velocity expansion. This indicates that the development of shearing due to the lateral gradient 
develops transversely lower than the process of jet entrainment as the jet develops along flow direction. 
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Figure 8. Comparison of mean streamwise turbulent kinetic energy peak for different water depth. 

 

Figure 9. Comparison of mean turbulent kinetic energy 
width growth for different water depth. 

Figure 10. Comparison of jet diffusion for 
different water depth. 

 
Figure 11 shows the distributions of mean turbulent kinetic energy at jet centerline in y direction. It can be 

observed that there are mainly three processes for the development of mean turbulent kinetic energy. Firstly, the 
mean turbulent kinetic energy decays in the development region of jet. This process is not affected by the water 
depth, as is shown in Figure 12. This is because the solid surface strengthens the turbulent intensity inside the jet 
flow, compared to flow shear. As turbulent jet is in the pressure conduit, the turbulence is affected by solid surfaces 
of conduit, while the turbulence is affected by flow shear after the jet into surrounding water (in Figure 13). This 
sudden transition of boundary condition results in the decrease of mean turbulent kinetic energy at the jet 
centerline. Besides, the attenuation trends of mean turbulent kinetic energy for different water depth are almost 
coincidental. The reason for this is that the process of boundary condition transition is quite relatively short and 
after the mean centerline velocity begins to decay the flow shear is the main factor affecting the turbulence of jet, 
so the decrease of mean turbulent kinetic energy at centerline is only in development region and is not affected by 
water depth. In the established region, due to the flow shearing caused by variation of gradient velocity, the mean 
turbulent kinetic energy increases rapidly with stream wise distance, reaches peak and then falls gradually until the 
end of this region. Finally, in the impact region, the mean turbulent kinetic energy increases steeply and a sudden 
drop occurs immediately. The reason is that due to the influence of impingement solid surface, the streamline 
direction of impinging jet changes drastically in the near-wall region, and this can improve the turbulent intensity of 
jet. At the solid wall surface where the stagnation point of impingement jet exist (in Fig. 2), both the mean velocity 
gradient and changes of jet streamlines are much lower, and this causes the decrease of mean turbulent kinetic 
energy. 
 

Figure 11. Comparison of mean turbulent 
properties at axial direction for different water depth.

Figure 12. Comparison of mean turbulent properties in 
jet core for different water depth. 
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Figure 13. Transition of boundary condition in near outlet region. 

 
These processes above can be observed more clearly when the y direction is scaled by the jet travel distance 

y and water depth h as y/h, as is shown in Fig. 14. Water depth has notable effects on the mean turbulent kinetic 
energy distribution in both established region and jet impact region. For deeper water depth, the variation range of 
mean turbulent kinetic energy in established region is larger than that in shallow water depth, while in jet impact 
region near wall, mean turbulent kinetic energy change much more drastically in shallow water depth. This results 
show that with increased in shallow water depth, the suppression for impinging jet decreases and energy disperses 
much more sufficiently. Thus, the mean turbulent kinetic energy fluctuation decreases in the near-wall region. 
 

 
Figure 14. Comparison of mean turbulent properties at centerline direction for different  

non-dimensional in water depth. 
 
4 CONCLUSIONS 

This investigation has employed two-dimensional models to simulate the mean velocity and turbulent 
characteristics of impinging jet for different water depth. The following summarizes the central observations 
taken from these simulations. 

Both of jet core and impact region do not change for different water depth. For deeper water depth, the 
mean centerline velocity along the relative flow direction decays faster in both established region and impact 
region, and jet entrainment improves, suggesting that in terms of mean velocity, the development of impinging 
jet is suppressed in shallow water depth. 

At a certain transverse section in established region, the mean turbulent kinetic energy grows from the 
centerline to external boundary, reaches a peak, and then gradually falls toward a fully developed value. As jet 
develops downstream in established region, this process gets smoother and the peak gets away from the jet 
centerline at the transverse direction, which is much more notable for deeper water depth. However, the 
movement of peak is lower than the development of jet entrainment along the flow direction. 

There are three processes for the development of mean turbulent kinetic energy at the centerline as the 
jet develops downstream. In development region, mean turbulent kinetic energy decreases along the flow 
direction due to the sudden transition of boundary conditions, and the trends are not affected by water depth. 
In the established region, the mean turbulent kinetic energy increases rapidly with streamwise distance, 
reaches peak and then fall gradually until the end of this region. In jet impact region, mean turbulent kinetic 
energy rises steeply and drops sharply in the near-wall region. For deeper water depth, the variation range of 
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mean turbulent kinetic energy in established region is larger than that in shallow water depth, while in jet 
impact region near wall, it changes much more drastically in shallow water depth. 
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ABSTRACT  
 
Most fish passages without natural fishways have been developed for strong-swimming species, such as 
salmonids. Although these passages have been designed to also accommodate weak swimmers, such as 
larval migrators, they create insufficient flow for the free migration of various species, especially bottom-
swimming fishes such as sculpin. We propose including a cloister in fishway designs to facilitate the free 
movement of these weak swimmers. The scale of the cloister will depend on the body height of the targeted 
weak swimmer, but using an inclined ceiling would accommodate multiple fish sizes. In this study, small eaves 
have been installed along the lengthwise corner of the flow pipe to restrict sculpin from lifting their heads, and 
sculpin behavior in the flow was observed. Our results show that it is possible to optimize sculpin upstream 
movement by restricting head-raising movement using a design component such as small eaves. Although a 
maximum interior angle is effective for efficient sculpin migration, a 7.5–25° interior angle and increased 
roughness on the eaves’ surface is suitable for migration of both sculpin and goldfish. For sculpin to remain in 
the flow without drifting downstream, a 10° interior eave angle, flow velocity of 0.5 m/s, and slippery acryl resin 
eave surface is the most effective combination. With slight roughness on the bottom, flow velocity of 0.5 m/s, 
and no eaves along the corner, all the sculpins drifted down without migrating to the upper side. This result is 
also consistent with natural river bed conditions. 
 
Keywords: Fish passage; bottom-swimming fish; sculpin; ultra-high-speed camera; swimming physiology.  
 
 
1 INTRODUCTION 
 Because river fragmentation has significant environmental impact on a local scale (Santos et al., 2012; 
Perkin et al., 2013), structures to facilitate the passage of fish around obstacles for multiple species and life 
stages are required (Ghimire and Jones, 2014). Given that swimming performance is variable across species, 
body size, and growth, such a fish passage should be designed to create a flow suitable to permit the target 
species to pass. This is especially important if the chosen species is a weak swimmer. Swimming velocities 
measured using swimming flumes provide us information for designing the maximum velocity of flow that a 
fish passage should allow (Rodríguez et al., 2006; Cheong et al., 2006). The jumping abilities of fish also need 
to be considered when designing the maximum drop of a fish passage (Rajartnam and Katopodis, 1994). 
 The development of investigative methods and equipment has provided the opportunity to collect data at 
unprecedented temporal and spatial scales. Image analysis methods of fish passage experimental models 
permit us to study the swimming behavior of fish in response to turbulent flow (Silva et al., 2012). Additionally, 
bio-logging systems can provide knowledge of the behavior and biological responses of fish moving along 
actual fish passages (Cooke and Hinch, 2013). Advances in biologically oriented fishway research over the 
last several decades have helped to optimize fishway designs. However, efforts have mainly focused on 
anadromous fish species, such as those of the Salmonidae family (Baras et al., 1994; Katopodis, 2005), and 
few data exist concerning small freshwater fish and bottom-swimming fish (Kerr et al., 2013; Santos et al., 
2014). The established fish passage does not always allow the free movement of weak swimmers (Foulds, 
2013). As freshwater biodiversity, will be increasingly severely reduced almost everywhere (Jenkins, 2003), 
there is no time to be lost in designing and implementing conservation efforts for freshwater species (Moyle et 
al., 2011). Simple methods to improve fish migration in established fish passages are required for rapid, 
economical, and wide-ranging improvement. In this study, we propose the inclusion of a cloister in fish 
passage designs to facilitate the migration of weak swimmers.  
 
2 METHODS 
 
2.1 Experimental setup 
 A translucent rectangular experiment pipe 0.2 m wide and 0.1 m high on the inner side was used for this 
study. The upper and lower ends were each connected to a water tank, and two controllable water pumps 
were connected to the upper water tank; these allowed a maximum flow velocity of 1.0 m/s. In addition, both 
water tanks had a spillway to control the velocity in the experiment pipe without turbulence, which impinges on 
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fishes’ swimming performance. Eaves 1.3 m long with internal angles of 7.5, 10, 12.5, 15, 20, and 25 degrees 
were installed respectively along the lengthwise corner of the experiment pipe. There was a cylindrical port for 
input of experimental fishes on the downstream end of the eaves.  
 
2.2 Experiment  
 Sculpin (body length 32.9 ± 1.29 mm) which is a weak bottom swimming fish and goldfish (body length 
39.29 ± 2.75 mm) which habitat are low velocity area such as pond, were the main fish used for the 
experiment. The behavior of each fish was observed by using ultra-high-speed cameras to observe their 
movement. The velocities were measured on the upstream end of the experiment pipe. 
 For the first step of our study, smooth-surface eaves with internal angles of 10, 12.5, and 25 degrees 
were installed in the experiment pipe to determine a suitable angle at which sculpin would remain without 
drifting downstream. These were installed individually in the experiment pipe with no flow inside it, and the 
fishes’ behavior (remaining or being washed away) was observed as the flow was increased to a maximum 
velocity of 0.5 m/s. Second, several grades of roughness were installed on the inner surface of the eaves or 
on the bottom in cases of eaves having internal angles of 7.5, 10, 12.5, 15, 20, and 25 degrees to determine a 
suitable design that would allow free movement of the fish. Several sculpins or goldfish were fed into the 
experiment pipe, and their upstream movement in the flow was observed.  
 
3 RESULTS 
 
3.1 Suitable inner angle for fish to remain in the flow 
 Sculpin could not remain in 0.5 m/s of flow when the internal angle of the eaves was 12.5 or 25 degrees. 
In the case of 10-degree eaves, they fit their bodies between the eaves and the pipe bottom. An eave with an 
inner angle of 10 degrees or less seems suitable for enabling sculpin to remain. 
 
3.2 Roughness for free movement 
 Roughness on the inner side of the eaves improved the migration of both sculpin and goldfish. A 
combination of roughness both under the eaves and on the bottom of the experiment pipe (i.e., a V-shaped 
roughness), gave the best results for the sculpin and goldfish to remain and migrate goldfish. Eaves at angles 
of 7.5 and 10 degrees and having a small amount of roughness on the bottom brought about upstream 
movement of sculpin in 0.5 m/s flow, but it was passive. The V-shaped roughness improved the upstream 
migration activity of sculpin in 1.0 m/s flow and of goldfish in 0.3 m/s flow. The corridor consisting of roughed 
bottom and roughed eaves with internal angles of 7.5, 10, and 12.5 degrees were suitable for their migration. 
Artificial lawn worked as a means of providing roughness for this range of internal angles, but the 25-degree 
eave did not give good results in terms of sculpin movement and their ability to remain. 
 

 
Figure 1. Sculpin staying on the corner of eave with internal angles of 12.5 degree.  

 
4 DISCUSSIONS 
 Eaves with internal angles under 12.5 degrees improved the activity of sculpin and goldfish. A cloister 
consisting of such eaves could be installed not only in fish passages but also in existing facilities such as 
channels, the slanted faces of artificial facilities, and under the gates of dams. It is a simple method to improve 
fish migration in established fish passages and meets the objectives of being rapid, economical, and wide-
ranging in its effectiveness.  
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 Additionally, these results seem consistent with natural conditions. Our field survey has shown that 
juvenile sculpin use a habitat consisting of pebbles whose diameters are similar in size to their body length. 
Assuming the pebbles are spherical in shape, the inclination of the line tangential to the pebble and the head 
of the sculpin is almost the same as the internal eave angle found to be most suitable. The roughness on a 
narrow area of the eave works as a device to prevent fish from slipping and decreases flow velocity over it, 
thus acting to improve sculpin activity. Therefore, a juvenile sculpin possibly chooses a pebble similar in size 
to its body size to stabilize against flow until it grows large enough to swim strongly. Thus, variation of pebble 
size in habitats may be necessary for effective sculpin growth. 
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ABSTRACT  
 
The installation of hydropower plants (HPP) and dams may cause problems for the fish fauna, such as 
blocking or delaying up- and downstream fish migration, injury or mortality of fish when passing turbines or 
spillways, and mortality due to predation by fish or birds. As a result, species population can decline. To 
counter these negative impacts for the downstream migration, fish protection systems and downstream 
migration facilities have recently been focused on the framework of re-establishing river continuity for the fish 
fauna. Etho-hydraulic research results on angled fish guidance structures (FGS) with vertical bars indicate that 
the modified version of conventional louvers and angled bar racks, i.e. modified angled bar racks (MBR), is a 
viable option and potentially applicable at prototype HPP. This paper presents the results of two experimental 
investigations on such FGS conducted at VAW of ETH Zurich. 
 
Keywords: Downstream fish migration; fish guidance efficiency; fish guidance structure; head loss; modified 

angled bar rack. 
 
 
1 INTRODUCTION  
 Hydropower plants (HPP) and dams in rivers may cause blocking or delaying up- and downstream fish 
migration and injury or mortality of fish when passing through turbines or spillways (Larinier and Travade, 
2002). As a consequence, species populations can decline. To mitigate the negative impacts of HPP on fish 
migration, new fish passage facilities and connections to adjoining waterbodies must be erected, and existing 
structures must be reviewed and may have to be adapted if they do not function properly. Among downstream 
fish protection technologies for run-of-river hydropower applications, fish guidance structures (FGS), i.e. 
louver and angled bar racks, are successfully used to protect anadromous fish and guide them to a bypass 
(Bates and Vinsonhaler, 1957; Taft et al., 1976; EPRI, 1998; Amaral et al., 2003). FGS are classified as 
mechanical behavioral fish protection barriers, which may also function like physical barriers, depending on 
fish size and bar spacing (EPRI & DML, 2001). 
 Louvers consist of vertical bars placed at a bar angle β = 90° to the flow direction, mounted in a rack 
(Figure 1a). The main rack angle to the flow direction typically varies between  = 15° and 45°. Classical 
angled bar racks differs from louvers with a variable bar angle β = 90°−, since their bars are placed at 90° to 
the rack axis (Figure 1b). In addition to the former, a new FGS with an independent variation of  and β was 
investigated (Kriewitz-Byun, 2015; Albayrak et al., 2017). These FGS with β ≠ 90°− are termed modified 
angled bar racks (MBR) hereafter (Figure 1b). These three different FGS function similarly but differ from each 
other with resulting head loss and up- and downstream flow fields. In general, they create highly turbulent flow 
zones, flow separations around the bars, and changes in flow velocities and directions so that fish can sense 
them and react with behavioral avoidance (Amaral, 2003). The main angle  (15°- 45°), clear bar spacing b 
(25 -100 mm) and bypass design are important basic parameters of a FGS (Amaral, 2003; Amaral et al., 
2003) (Figure 1). For an improved FGS design, biological parameters such as target fish behavioural patterns, 
swimming capabilities and size classes must also be considered (OTA, 1995; Amaral et al., 2003). 
 On the one hand, fish protection and guidance efficiency of FGS is of prime importance for the fish fauna. 
On the other hand, their effects on hydropower production due to head loss and change in turbine approach 
flow field have to be considered for sustainable use of HPP. To this end, Raynal et al. (2013) studied head 
losses caused by angled bar racks for a range of rack parameters in a 1:2 Froude scale model. These are: (I) 
rectangular and hydrodynamic bar shapes, (II) bar spacings ranging from b = 10 to 30 mm at prototype scale, 
and (III)  = 30, 45, 60 and 90°. Based on a regression analysis between the parameters, they developed a 
head loss prediction formula. Recently, Kriewitz-Byun (2015) and Albayrak et al. (2017) investigated not only 
angled bar racks but also louvers and MBR with b = 50 to 230 mm and a wide range of parameters under 
various flow conditions in a 1:2 Froude scale model and introduced a new head loss formula. The present 
study reports their results and formula, and expand its parameter range by including the effect of bypass flow 
and bottom overlay (BO) on the head loss. For the latter, a 1:1 Froude scale model study was conducted at 
VAW of ETH Zurich (Moretti, 2015). In addition, this study briefly reports the fish guidance efficiencies (FGE) 
of the selected FGS tested with five fish species, namely barbel, spirlin, grayling, eel and brown trout.  
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 The overarching goal of the present study was to improve the sustainable and efficient usage of 
hydropower by providing detailed geometric and hydraulic information on FGS for optimum engineering 
solutions accounting for head loss, safe fish guidance and project cost-benefit ratio. 
 

 
Figure 1. Detailed geometric view of louver, angled bar rack and modified angled bar rack (MBR). 

 
2 EXPERIMENTATION 
 
2.1 Test set-ups 
 Hydraulic head losses were systematically investigated for louvers, angled bar racks and MBR. The 
experiments were conducted at Froude models of scale (1) 1:2 in a 0.5 m wide, 0.6 m deep and 12 m long 
glass-sided laboratory flume without bypass (‘small flume’, Figure 2a) and (2) 1:1 in a 1.5 m wide, 1.2 m deep 
and 30 m long etho-hydraulic flume with a bypass (‘large flume’, Figure 2b) for a wide range of rack 
configurations and hydraulic conditions. Note that in contrast to the small flume there was a bypass (subscript 
b) with a width Wb ≈ 0.13W, with W = width of the approach flow channel, in the large flume. Moreover, in the 
latter the FGS were tested with/without a bottom overlay (BO) with a height of 11% of the maximum water 
depth, i.e. 0.10 m. The discharges in both flumes were regulated with a frequency-controlled pump and 
measured with a magnetic inductive discharge meter (MID) of ±0.5% accuracy. The water depth h was 
measured using ultrasonic distance sensors (UDS) of ±0.5% accuracy along three longitudinal tracks. Two 
tracks were 0.10W away from the respective flume wall, while the other track was at the flume center axis. 
The average up- and downstream water depths ho and hd were determined by three individual measurements 
while the bypass water depths hb were determined by one-point measurements (large flume). 
 

 
Figure 2. Photos of (a) small and (b) large scale flumes with louver placed at  = 15° to flow direction. 
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2.2 Parameter range and test program 
 The main geometric rack characteristics are:  = 15, 30 and 45°, β = 45, 67.5 and 90° and b = 5, 11, and 
23 cm or axial bar spacing B = b + s = 6, 12 and 24 cm, and the secondary parameters are: bar thickness s = 
1 cm, bar depth l = 7.5, 10 and 12.5 cm, bar shape K and rack submergence depth hs (Figure 3). The 
rectangular and rounded bar shape coefficients are denoted by Ks and Kr, respectively (Figure 3b). The non-
dimensional axial distance between the bars is σ = s/B = 0.042, 0.083 and 0.167, and the non-dimensional bar 
depth is ε = l/L = 0.75, 1 and 1.25, receptively, with L = 0.10 m as the reference bar depth. The relative rack 
submergence κ = hs/ho = 0.33, 0.67 and 1 is a further non-dimensional parameter (Figure 3c). All dimensional 
parameter values refer to the 1:1 Froude-scaled model tests and thus they were scaled accordingly for the 1:2 
Froude-scaled model tests. 
 The upstream, bypass and FGS discharges are denoted by Q, Qb and QF = Q−Qb, respectively, and θ = 
Qb/Q denotes the relative bypass discharge. The depth-averaged upstream flow velocity is Uo = Q/(hoW) and 
the depth-averaged downstream velocities for the small and large flume tests are Ud = Q/(hdW), and Ud = 
QF/(hd(W−Wb−0.10)) ≈ QF/(hd(0.87W−0.10)), respectively (Figure 3). The depth-averaged bypass velocity is Ub 
= Qb/(hbWb) ≈ Qb/(0.13hbW) (Figure 3). The bar Reynolds number Rb based on the bar thickness s, the 
Reynolds number R based on the hydraulic radius Rh and Froude number F are defined as (Table 1) 
 
  s/b oU R  [1] 

 
 

  4 /o hU R R  [2] 
 
 

  /o oU ghF  [3] 
 

 
where v is the kinematic viscosity of water (v = 1×10-6 for T = 20°C, with T = water temperature) and g = 
gravity acceleration. 
 Detailed information on the experimentation and the entire results has been published by Kriewitz-Byun 
(2015) and Albayrak et al. (2017) for small scale tests and by Moretti (2015) and Boes et al. (2016) for the 
large scale tests. Therefore, only selected rack configurations from those tests are presented in this paper. 
The hydraulic and rack parameters of selected configurations from small and large scale tests are listed in 
Table 1. In the tests, the rectangular bars Ks were used and the bar lengths were l = 5 and 10 cm for the small 
and large scale tests, respectively. The test series are denoted as “S” for the former and “L” for the latter, 
respectively. 
 

 
Figure 3. Geometric and hydraulic rack parameters: (a) top view, (b) rack detail, (c) side view. 
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Table 1. Hydraulic and rack parameters of the experiments  
(Kriewitz-Byun, 2015; Moretti, 2015; Boes et al., 2016; Albayrak et al., 2017). 

Test  
(°) 

β  
(°) 

ho 

(m) 
σ 

(cm) 
U0 

(m/s) 
Qo 

(m3/s) 
BO R 

(105) 
Rb 

(103) 
F QB 

(m3/s) 
QF 

(m3/s) 
θ 

S1 15 90 0.46 0.167 0.38 0.087 - 2.46 1.9 0.18 - 0.087 0 

S2 30 90 0.43 0.167 0.29 0.062 - 1.83 1.4 0.14 - 0.062 0 

S3 45 90 0.47 0.167 0.34 0.080 - 2.21 1.7 0.16 - 0.080 0 

S4 15 45 0.44 0.167 0.59 0.130 - 3.76 2.9 0.28 - 0.130 0 

S5 30 45 0.44 0.167 0.55 0.121 - 3.50 2.7 0.26 - 0.121 0 

S6 45 45 0.44 0.167 0.40 0.088 - 2.55 2.0 0.19 - 0.088 0 

S7 15 45 0.43 0.083 0.59 0.127 - 3.73 2.9 0.28 - 0.127 0 

S8 15 45 0.43 0.042 0.59 0.127 - 3.73 2.9 0.28 - 0.127 0 

L1 15 90 0.90 0.167 0.60 0.810 - 9.82 6 0.20 0.113 0.697 0.140 

L2 15 90 0.90 0.167 0.60 0.810 X 9.82 6 0.20 0.108 0.702 0.133 

L3 15 45 0.90 0.167 0.60 0.810 - 9.82 6 0.20 0.118 0.692 0.146 

L4 15 45 0.90 0.167 0.60 0.810 X 9.82 6 0.20 0.123 0.687 0.152 

L5 30 45 0.90 0.167 0.60 0.810 - 9.82 6 0.20 0.112 0.698 0.138 

L6 30 45 0.90 0.167 0.60 0.810 X 9.82 6 0.20 0.126 0.684 0.156 

 
2.3 Live-fish experiments 
 In addition to the head loss experiments, live-fish experiments were also conducted in the large flume in 
collaboration with Eawag for the rack configurations L1-L6. Five fish species typically found in Swiss plateau 
rivers, i.e. barbel, spirlin, grayling, eel and brown trout, were tested. Some results from L3-L6 are presented in 
this study (Table 2), while the results of other configurations and a detailed description of the tests and fish 
species are reported by Kriewitz-Byun (2015) and Flügel et al. (2015). 
 

Table 2. Rack parameters and tested fish species of the MBR configurations L3 to L6. 
Test Tested fish species 

L3 barbel, spirlin, eel and brown trout 

L4 barbel, eel and brown trout 

L5 barbel, spirlin and grayling 

L6 barbel, spirlin, eel, brown trout and grayling 

 
3 RESULTS AND DISCUSSIONS 
 
3.1 Head loss equation 
 The rack (subscript R) head losses ∆hR were experimentally determined for a large number of rack 
configurations tested in the 1:2 and 1:1 Froude-scaled models with and without bottom overlay (BO, Figure 3). 
Each rack configuration was tested at steady flow conditions with the approach flow velocities varied within 
0.035 ≤ Uo ≤ 0.68 m/s at 1:2 model scale, resulting in 0.05 ≤ Uo ≤ 0.96 m/s for prototype conditions according 
to Froude’s model similarity. In order to avoid scale effects, only the rack configurations with Rb > 1500 and 
relative depths of ho/s ≥ 40 with bar thicknesses 0.5 ≤ s ≤ 1 cm and upstream water depths 0.4 ≤ ho ≤ 0.9 m 
were included to determine the rack head losses.  
 The rack head loss coefficient R was computed from:  
 
   2/( / 2 )R R oh U g  [4] 

 
 
 A formula for the total rack head loss coefficient R was developed from a regression analysis (Kriewitz-
Byun, 2015; Moretti, 2015; Boes et al., 2016; Albayrak et al., 2017): 
 
      R B L K S By BOC C C C C  [5] 

 
 
 The head loss coefficients and factors in Eq. [5] are defined hereafter (Figure 3): 
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 The basic (subscript B) head loss coefficient B is a function of the rack angle , the bar angle β and 
the non-dimensional axial bar distance σ: 

 
 

                 

0.445

245 0.0275 0.0815
90 90

B

    
[6] 
 

 
 The bar depth factor CL is a function of , σ and relative bar depth ε:  

 
 

              
1 9.4 1 3.8 1

90
LC

     
[7] 

 

 
 The relative bar submergence factor Cκ is a function of σ and κ: 

 
  6.6C 

   [8] 

 
 The bar shape factor Cs, is a function of  and σ: 

 
       

62
0.75 4.5

90
SC

   
[9] 

 

 
 The bypass factor CBy is a function of θ and β: 

 
    1.15 sin1ByC   [10] 

 
 

 The bottom overlay factor CBO is function of β. If no BO is installed, CBO is equal to 1. 
 
   

0.8
0.82 sinBOC   [11] 

 
  
Equations [5]-[11] apply to rectangular and rounded bars without and with BO (here with a relative height of 
0.11ho) and for the following parameter range: 15° ≤  ≤ 45°; 45° ≤ β ≤ 90°; 0.042 ≤ σ ≤ 0.167; 0.75 ≤ ε ≤ 1.25; 
0.325 ≤ κ ≤ 1.0 and 0 ≤ θ ≤ 0.156. The latter parameter covers the general relative discharge θ for bypass 
operation ranging from about 1% to 10% of Q according to worldwide experience, i.e. 0.01 ≤ θ ≤ 0.1. For 
angled racks with horizontal bars Ebel (2013) recommends θ = 0.02 to 0.05 and θ = 0.05 to 0.10 for oblique 
and frontal approach flow in plan view, respectively. Note that the parameters CL, Cκ and CS were determined 
for selected louver configurations, i.e. for β = 90°, and hence their application to classical and modified angled 
bar racks is only recommended for rough estimates. 
 In Figure 4, the measured (subscript M) head loss coefficients ξR,M are plotted versus their corresponding 
predicted (subscript P) values ξR,P, using Eqs. [5]-[11] for the selected rack configurations: eight (S) from 
Kriewitz-Byun (2015) and six (L) from Moretti (2015) (Table 1). The predicted R,P values match well with the 
measured R,M values. From Figure 4, R,P deviates from R,M by 4% on average with a standard deviation of 
6% and a maximum deviation of 15%. With the proposed new Eq. [5], head losses can be estimated for FGS 
with/without BO and for varying relative bypass discharges. 
 Figure 4 also highlights the effects of bar and rack parameters on the head loss coefficient ξR. The 
following relations are derived: 

 Increasing the axial bar spacing B, i.e. decreasing , decreases R. 
 Increasing  results in increasing R for both louver and MBR. 
 Increasing β increases R; louvers cause significantly higher head losses compared to MBR, i.e. up 

to 5 times. 
 Head loss values R are slightly lower for the 1:1 Froude-scaled model than for the 1:2 Froude-

scaled model due to the effect of bypass. 
 A BO particularly reduces R for louvers due to improved upstream and downstream flow field 

(Moretti, 2015) whereas it slightly increases R for MBR. 
 In summary, the newly modified angled bar rack configurations MBR are advantageous to highly reduce 
R compared to classical bar racks and louvers. 
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Figure 4. Comparison of the measured head loss coefficient ξR,M with the calculated head losses coefficients 

ξR,P for eight rack configurations from Kriewitz-Byun (2015) and six with bypass from Moretti (2015)  
(adapted from Boes et al., 2016). 

 
3.2 Fish guidance efficiency 
 The FGE is defined as the percentage of fish successfully bypassed. The FGE of four MBR 
configurations were determined from the live-fish tests with five fish species (barbel, spirlin, grayling, eel and 
brown trout) (Table 2, Figure 5a) and the results are shown in Figure 5b. The FGE of L3 with a mild rack angle 
 = 15° is distinctly higher than that of L5 with  = 30°, which is in agreement with EPRI and DML (2001). 
However, this large difference is attributed to the highly differentiated behavior of grayling, which were tested 
only for the MBR with  = 30° (L5). For L5 without a BO, 65% of the graylings avoided to enter the bypass due 
to sudden flow velocity decrease at the bypass entrance. This condition was improved with the 
implementation of the BO, i.e. L6 (Figure 5b), resulting in a greatly increased FGE of 96% for grayling. 
Therefore, it is hypothesized that by optimizing the bypass flow conditions, which were unchanged for all rack 
configurations, the acceptance of graylings to enter the bypass can be increased even without the use of a BO 
(Kriewitz-Byun, 2015). 
 Overall, a BO significantly increases the FGE (L4 and L6) compared to non-BO configurations (L3 and 
L5). The mean cross-species averaged FGE of both L4 and L6 was ≥90% with a negligible difference between 
them, while the minimum FGE of L4 and L6 was 75% and 78%, respectively (Figure 5b). 
 In summary, the newly modified angled bar rack configurations MBR feature higher FGE compared to 
louvers which were also tested as to fish behavior in the research study of Kriewitz-Byun (2015) but not 
detailed herein. 
 

 
Figure 5. (a) Live-fish test (etho-hydraulic model test) with modified angled bar rack (MBR), bypass system 

(on the left) and fish species of grayling (photo: Flügel) and (b) mean, minimum and maximum cross-species 
averaged FGE for the rack configurations L3-L6 (Kriewitz-Byun, 2015;  Boes et al., 2016). 
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4 CONCLUSIONS 
 Hydraulic head losses were systematically investigated for a wide range of rack configurations at 1:1 and 
1:2 Froude-scaled models at VAW of ETH Zurich. The results of this investigation enable the prediction of 
head losses at angled FGS with vertical bars including a new, modified version of angled bar racks, so called 
MBR, where the main angle  and the bar angle β were modified independently to further improve the 
applicability of FGS at HPP. Given the highly reduced head loss combined with a better FGE compared to 
louvers, this study recommends the use of MBR at pilot HPP to test their applicability under large-scale 
operating conditions. 
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ABSTRACT  
 
Vegetation behavior in riparian environment represents an important research topic in hydraulics and 
ecohydraulics. Therefore, one of the most important research challenges is to deepen interactions between 
flow and vegetation, in order to better understand its effects on flow resistance and turbulent characteristics of 
the flow. In vegetated flow models, the flow regime is often separated in two layers: vegetated layer and 
surface layer. Flow resistance models, based on two-layer approach, are often tested with experimental data 
relative to vegetation density and submergence ratio (i.e., the ratio between h=flow depth and hv=vegetation 
height, h/hv) varying in wide ranges. The aim of the paper is to deepen how variability of submergence ratio 
and the non-dimensional vegetation density can affect the reliability of the flow resistance models. In 
particular, in this paper, the results of the statistical test applied to the most cited and used literature models 
for evaluating the flow resistance of rigid vegetation, are shown. The tests have been carried out with 
experimental data from literature, by the mean of different statistical parameters, considering the different 
ranges of vegetation density and submergence ratio. The results show that vegetation density and 
submergence ratio can affect the reliability of the model. 
 
Keywords: Rigid vegetation; two-layer approach; flow resistance; density; submergence. 

 
 

1 INTRODUCTION   
 The academic community is highly involved in contrasting floods and rainfall critical events due to the 
climate change by using natural and ecological alternatives and focusing on the importance of river 
rehabilitation. If in the past, the vegetation was considered as an unwanted source of flow resistance, it is 
nowadays usual to remove obstacles in river beds and leave vegetation growing in river beds, banks and 
edges, considering that vegetation has been proved to enhance soil stabilization, clean water and generally 
improving all the ecosystem balance.  

The degree of influence in a vegetative channel depends on vegetation characteristics such as (a) 
flexibility, (b) distribution (i.e. density of the vegetation) and (c) degree of submergence. Physical and 
numerical models need to represent vegetation in a schematic, easily-quantifiable way, despite the variety of 
sizes, shapes and flexibility of real plants. In literature, most common approaches in laboratory tests and 
numerical simulations is to represent plants as rigid cylinders. Recently, the ability of these schematizations to 
reproduce the effects of vegetation on flow resistance and morphodynamic processes has been systematically 
tested (Vargas-Luna et al., 2015). In literature, for vegetated flows, rigid cylinders analogy is adopted in 
numerical and experimental works in different hydraulic conditions (Wu and Marsooli, 2012; Jahra et al., 2011; 
Bai et al., 2016; Chakraborty and Sarkar, 2016). As it is well known, open channel flow with submerged 
cylindrical roughness can be envisioned as two interacting flow layers: the vegetation layer, containing the 
cylindrical elements, and the surface layer, above them, up to the flow depth.Many flow resistance laws based 
on the two-layer model were developed (Stone and Shen, 2002; Huthoff et al., 2007; Baptist et al. 2007; Yang 
and Choi, 2010; Cheng, 2011; Li et al., 2015), where, in the vegetation layer, velocity is generally considered 
constant with the flow-depth, while, in the surface layer, different expressions of the flow velocity, with different 
theoretical background, are proposed. The two distributions are matched at the separation surface and, from 
the resulting distribution, the mean cross-sectional velocity is obtained, and the flow resistance is evaluated. 
For the velocity distribution in the surface layer, the most applied approaches are the logarithmic theory, in 
Stone and Shen (2002) and Yang and Choi (2010), the Kolmogorov theory of turbulence and its new 
approach developed by Gioia and Bombardelli (2002), in Huthoff et al. (2007; 2013), the genetic 
programming, developed by Baptist et al. (2007) the representative roughness height, proposed by Cheng 
(2011) and a new expression of the representative roughness height, proposed by Li et al. (2015). As 
mentioned before in all these works, the flow resistance is largely affected by two key parameters, that is the 
submergence (i.e., the ratio between h=flow depth and hv=vegetation height, h/hv) and the non-dimensional 
vegetation density λ=mDhv, (m=numbers of cylinders per unit area, D=cylinder’s diameter) that represents the 
frontal area of the cylinders impacting flow. Focusing on these two parameters, Huthoff et al. (2007), Augustijn 
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et al. (2008), Nepf (2012b), Pasquino et al. (2016), pointed out that as the submergence ratio increases the 
shear layer resembles a boundary layer, in particular for h/hv>5. 

 Again, Belcher et al. (2003) and successively Nepf (2012a; 2012b) describe three different regimes in 
vegetated beds, depending on vegetation density: sparse (λ <<0.1), transitional (λ ≈0.1), and dense (λ >0.23). 
For sparse vegetation, the shear layer resemble again a boundary layer, while for transitional and dense 
vegetation, the discontinuity at the top of the canopy generates a shear resembling a free shear layer, with an 
inflection point near the top of the canopy, in the velocity profile. 
Effectively, in literature approaches, flow resistance models are generally tested merging all experimental 
data, without considering the performance of the model varying submergence and vegetation density. 
Considering the different behavior of the shear layer for different hydraulic conditions, and the different 
theoretical background of hydraulic models for vegetated beds, the performance of the most used two-layer 
model has been tested collecting 323 data from literature, for different combination of these two parameters. 
 
2 STATE OF ART: THEORETICAL BACKGROUND AND FLOW RESISTANCE MODELS 

As previously described, the two-layer approach divides the flow depth in two different layers. The first 
one, from the bottom of the channel to the top of the vegetation, called vegetation layer, and the second one, 
from vegetation’s edge up to flow depth called surface layer (Figure.1). This approach is due to the different 
turbulent phenomena developing in vegetated flows. In fact, differently from boundary layer, vegetation 
causes a free shear layer with mixing layer characteristics (Raupach et al., 1996), due to the interaction 
between two parallel flows with different velocities. In particular, referring to mixing layer turbulence aspects, 
Nepf (2012b) observed that in the vegetation layer the stem-scale turbulence penetrates into the stems up to 
e δ= [0.23 ± 0.06](CDa)-1 with a=non-dimensional vegetation density, expressed as the total roughness frontal 
area per unit ground area: 

 
  

 
 
 
 
 
 
 
 
 
 

Figure 1. Typical scheme of the two layer approach in vegetated beds. 
 

When for the vegetated flow the two layers approach is chosen, generally velocity distribution is 
considered  constant in the vegetated layer and in the surface layer is expressed with a logarithmic law 
(Baptist et al., 2007; Yang and Choi, 2010) or with a power law (Huthoff et al., 2007). In particular, in the 
vegetation layer the most used approach considers the cylinder drag force expressed as follows (Douglas et 
al., 2005):     

                                           21

2D D pF C A U                                          [1] 

where CD is the dimensionless drag coefficient, Ap is the frontal projected area of the vegetation elements, ρ is 
water density and U is the averaged velocity in the vegetation layer. In the surface layer the velocity 
distribution is expressed with a logarithmic law (Yang and Choi, 2010) or power law (Huthoff et al., 2007; 
2013). It is noteworthy that nowadays there is a new trend in literature that reconsider the effective reliability of 
the Manning's formula (i.e. a power law) for all flow conditions (i.e. steady and unsteady) rather than Keleugan 
equation (i.e., a logarithmic law): (Ferguson 2010; Mrokowska et al. 2015). In Cheng (2011), a two-layer 
model, defining a representative roughness height for the vegetation and a new drag coefficient CD, both 
related to vegetation density and to a new expression for hydraulic radius, was proposed. Successively Li et 
al. (2015), considered the representative roughness height in a new two-layer model, defined as dynamic two-
layer model, obtained a flow resistance law. In order to better understand the different models proposed for 
the flow resistance, their theoretical backgrounds are synthetically described in the following paragraphs. 

2.1  Stone and Shen (2002) 
The authors developed a model expressing, initially, the bed shear stress with the Chèzy formula and 

successively defining an apparent velocity of the channel, U, derived from the area concentration of the 
stems. Expressing l* as the ratio between the height of the vegetation and the flow depth (i.e., the inverse of 
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the submergence), the authors described a relation between the mean velocity inside the vegetation layer UV   

and l* as: 

                                                                        ௩ܷ ൌ ݄݃ܵሺ1 െ  [2]                                            (∗݈ߣ

  
where S is channel slope, h is flow depth, g is the gravity force and using the relation between Uv and U 

                                               
*
vU

U
l

                                                   [3] 

                                                                                                                                            
They finally obtained: 

                           

22 1
(1 )

4D v v

g h h
U S D m mD

C mD h h


  
    
               [4] 

where g, the gravity force, CD the drag coefficient. The authors set the drag coefficient to a fixed value, 
CD=1.05. 
 
2.2 Huthoff et al. (2007) 

The authors proposed an analytical solution of the depth-averaged flow velocity in case of rigid 
submerged vegetation, following the approach of Gioia and Bombardelli (2002), that derived theoretically 
Manning equation from Kolmogorov theory of turbulence (Frisch, 1995) and the concept of incomplete 
similarity (Barenblatt, 1986; 2003), so definitely obtaining: 

                                

2

3

2
1

( )

v v v

D

h h h h hg
U S

C mD h k D
m

 
            
   

                  [5] 

setting CD =0.99. 

2.3 Yang and Choi (2010) 
The authors showed a two-layer depth averaged model applying a momentum balance to each layer and 

assuming a uniform velocity in the vegetation layer and the logarithmic law in the surface layer. In particular: 

                                             

2
ln v

D v v

g h hg h
U Cu hS

C mDh h h

                                  [6]   

where κ is the vòn Kàrmàn constant and Cu is a parameter whose value is equal to 1 or 2, depending on the 
value of the product mD, less or more than 5, respectively, and fixing CD =1.13 

2.4 Baptist et al. (2007) 
The authors developed a genetic programming using a set of 990 model simulation results of flow model with 
a huge variation of cylinders and hydraulic conditions. Definitely, CD =1 they obtained setting: 

                                                     

2
ln

v vD

g g h
U hS

C mDh h
 
  
                                 [7] 

 
2.4 Cheng (2011) 

The author, expressing the vegetation concentration as λc=πmD2/4 (i.e. the fraction of the bed area 
occupied by the stems), obtained: 

 

                           1 163 3 2 3 21 1
4.54

2
C v v C v

D C C

D h h h h h
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       [8]                                      
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The drag coefficient strictly depends on the value of a new expression of the hydraulic radius defined as r* as 

r*=r(gS/ν2)1/3, where r=  ( / 4)[ 1 / ]D   . The author proposed a new formulation for the drag coefficient 

CD defined as: 

                                                                    
*

*0.85

130
0.8 1 exp

400D

r
C

r

  
     

  
                         [9] 

2.5 Li  et al.(2015) 
The authors proposed the concept of the auxiliary bed, obtaining a dynamic two-layer model. Starting 

from the canopy penetration depth δ and considering the drag coefficient of Cheng (2011), the authors 
proposed a parameter named effective relative roughness height to estimate the friction factor of the 
suspension layer, obtaining: 
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*23

3 31
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               [10] 

where h* =2(1-λc)/CDa and a=mD. As mentioned before in the Introduction, Nepf (2012a; 2012b) pointed 
out the importance of vegetation density ah and submergence ratio. For ah<<0.1 vegetation can be 
considered as “sparse” and resemble a boundary layer when, for ah~0.1 the vegetation density is defined 
transitional and for ah>>0.1 (i.e. dense canopy) the mixing layer analogy can be considered as completely 
developed. 

Furthermore, in Augustijn et al. (2008) it is well explained that for h/k>5 vegetation roughness can be 
approximated by a constant Manning coefficient n so, also in that hydraulic condition, the flow can be 
modelled by a boundary layer on a rough wall.Therefore, the different performance of various literature 
models can be probably also due to variability of the vegetation density and submergence in experimental 
test, that can affect the flow resistance formula. According to this consideration, in this paper flow resistance 
models proposed by Stone and Shen (2004), Huthoff et al. (2007), Baptist et al. (2007), Yang and Choi 
(2010), Cheng (2011) and Li et al. (2015), have been tested for different share of submergence and 
vegetation density. 

 
3 MATERIALS AND METHODS 

From literature, 323 experimental data have been collected (Shimizu et al., 1991; Dunn et al., 1996; 
Meijer and Van Velzen 1999; Lopez and Garcia, 2001; Stone and Shen, 2002; Poggi et al., 2004; Ghisalberti 
and Nepf, 2004; Murphy et al., 2007; Liu et al., 2008; Nezu and Sanjou, 2008; Yan, 2008; Yang, 2008; Cheng, 
2011). First, experimental data were used to test each literature model, comparing calculated and measured 
velocity and plottng the results. In order to estimate the accuracy of the each models for the different condition 
of vegetation density and submergence, experimental data were divided in different ranges of vegetation 
density (i.e. sparse, transitional and dense) and submergence (i.e., low or high). In literature, by the 
knowledge of the Authors, there is not a unique statistical parameter to investigate hydraulic model 
performance for vegetated flows. For instance, Cheng (2011) and Li et al. (2015) used the relative prediction 
error ER; Huthoff et al. (2007), considered the coefficient of determination R2 and the confidence interval for 
different geometric quantities in the model; Vargas-Luna et al. (2015) and Baptist et.al. (2007) used the 
coefficient of determination R2 and the root mean square RMSE. In order to deepen the validity of every single 
formula for different hydrodynamic conditions, we decided to use six different statistical parameters, i.e. the 
root mean square RMSE, the mean absolute error MAE, the relative prediction error ER, the model efficiency 
EF, the coefficient of residual mass CRM and the mean bia deviation BIAS, hereafter described: 
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We decide to improve the statistical parameters including the MAE, EF and CRM considering a new 
research question based on the possibility of using a combination of metrics to assess model performance 
(Chai and Draxler, 2014).  If the MAE is less sensitive to extreme values or outliers rather than RMSE, this last 
perform better for a normal distribution of the errors. According to this, we decided to use both in our study. 
Respectively, RMSE=0 (m/s), MAE=0 (m/s), EF=1 (-), CRM=0 (-), BIAS=0 (m/s) and finally ER=0 (-), indicate 
the model efficiency.   

4 RESULTS AND DISCUSSION 
In Figure 2 the test of each flow resistance model for increasing velocity is shown.  

 

 

 

              Figure 2 Comparison of predicted and measured velocity for all models using all 323 data. 
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Several spreads can be observed, in particular Stone and Shen, and Yang and Choi models seem to 
slightly underestimate the velocities, while Baptist model seems to overestimate them. Moreover, Huthoff, 
Cheng and Li models seem to show the best fit with experimental data. 
In Tabs.1, 2, 3, 4, statistical parameters evaluated for different condition of vegetation density and 
submergence are reported. In particular in Tab.2 results for sparse vegetation, (λ <0.1), are shown; in Tab. 3 
for transitional density (λ ≈0.1), and, finally, in Tab. 4 for dense vegetation (λ >0.23); for each range of density, 
two submergences have been considered (i.e h/hv<5 or h/hv ≥5), in order to deepen in detail the performance 
of each model.  

In Table 1, following the approach of literature we indicate different values of statistical parameters for all 
323 data; considering literature reviews, thresholds for each parameters have been fixed, and in particular: 
MAE≤0.05 m/s;-0.005≤BIAS≤0.005 m/s; RMSE≤0.1 m/s; 0.85≤EF≤1.15; -0.15≤BIAS≤0.15;ER<0.18. Hereafter 
we highlight in yellow when a single parameter falls in the range. 

 
Table 1. statistical parameters evaluated for different condition of vegetation density and submergence. 

All Data 
(323 Data) 

Stone-
Shen 

Huthoff Yang-Choi Cheng Baptist Li 

MAE(m/s) 0.06 0.03 0.06 0.03 0.05 0.04 

BIAS (m/s) -0.05 -0.02 -0.05 -0.02 0.03 0.00 

RMSE(m/s) 0.11 0.05 0.10 0.05 0.07 0.06 

EF(-) 0.76 0.94 0.77 0.94 0.91 0.93 

CRM(-) 0.18 0.09 0.20 0.06 -0.11 0.01 

ER(-) 0.22 0.15 0.20 0.15 0.25 0.15 

 
For all experimental data, it is noteworthy that Huthoff, Cheng and Li models show the best performance: 

all six parameters fall in the ranges with highest performance. Yang and Choi, and Stone and Shen models do 
not show good values, while Baptist model has five parameters in the ranges. 
Considering Table 2 
 

Table 2. Sparse vegetation.  
λ <0.1--h/hv<5—

(10 data) 
STONE-
SHEN 

HUTHOFF YANG-CHOI CHENG BAPTIST LI 

MAE (m/s) 0.19 0.11 0.07 0.12 0.15 0.08 

BIAS (m/s) 0.12 -0.11 -0.03 -0.12 0.1 -0.07 

RMSE (m/s) 0.21 0.11 0.08 0.12 0.16 0.09 

EF (-) -0.09 0.69 0.83 0.6 0.31 0.76 

CRM (-) -0.19 0.18 0.06 0.21 -0.16 0.11 

ER (-) 0.29 0.22 0.15 0.24 0.23 0.17 

λ <0.1--h/hv>5— 
(2 data) 

STONE-
SHEN 

HUTHOFF YANG-CHOI CHENG BAPTIST LI

MAE (m/s) 0.13 0.19 0.2 0.24 0.09 0.23 

BIAS (m/s) 0.13 -0.19 -0.2 -0.24 -0.09 -0.23 

RMSE (m/s) 0.09 0.14 0.14 0.17 0.07 0.16 

EF (-) 0.92 0.83 0.82 0.74 0.95 0.77 

CRM (-) 0.33 0.33 0.34 0.41 0.16 0.39 
ER (-) 0.22 0.33 0.34 0.41 0.16 0.39 

 
In Table 2 we show statistical parameters relative to sparse vegetation. For low submergence, Yang and 

Choi model shows the highest performance rather than the other ones. Only Li model has three values in the 
ranges, while other models do not show good values for that condition. In case of high submergence, it is 
noteworthy that only two experimental data are available so it is necessary to underline that the lack of 
experimental data strongly affect the evaluation of the statistical parameters. Baptist model seems to show the 
best performance with three values; Stone and Shen model shows only two good values while other models 
do not show good values for that condition. 
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Table 3. Transitional density. 

 
In Table 3 we analyze trends for transitional density; in case of low submergence Stone and Shen, 

Cheng, Yang and Choi and Li models show excellent performance for all six parameters. Huthoff and Baptist 
models also show good results. Even, in case of high submergence, only Stone and Shen and Baptist models 
show very good results, in spite of, again in this case, the lack of experimental data (only two data available). 
 

                 Table 4. Dense vegetation. 
λ>0.23-- h/hv<5 

(244 data) 
STONE-SHEN HUTHOFF YANG-CHOI CHENG BAPTIST LI

MAE (m/s) 0.06 0.03 0.06 0.03 0.04 0.03 

BIAS (m/s) -0.06 -0.01 -0.05 -0.004 0.03 -0.003 

RMSE (m/s) 0.11 0.04 0.10 0.04 0.06 0.05 

EF (-) 0.73 0.95 0.72 0.94 0.91 0.95 

CRM (-) 0.26 0.05 0.22 0.02 -0.11 0.01 

ER (-) 0.25 0.13 0.20 0.14 0.26 0.14 

λ >0.23-- h/hv>5 
(8 data) 

STONE-SHEN HUTHOFF YANG-CHOI CHENG BAPTIST LI

MAE (m/s) 0.21 -0.05 -0.24 0.02 0.06 0.07 

BIAS (m/s) -0.21 0.02 0.21 -0.0002 -0.01 -0.07 

RMSE (m/s) 0.27 0.05 -0.21 0.03 0.07 0.08 

EF (-) 0.77 0.99 0.76 0.99 0.98 0.97 

CRM (-) 0.29 0.02 0.29 0.0003 0.01 0.10 

ER (-) 0.28 0.09 0.28 0.05 0.10 0.11 

 
In Table 4 trends for dense regime are shown; in case of low submergence Huthoff, Cheng, Baptist and 

Li models show excellent performance. In case of high submergence, the trend of these models is confirmed 
and also Yang and Choi model shows two parameters in the good range. However, for dense regime, we can 
assume Huthoff, Cheng, Baptist and Li models as strong predictor of the flow velocity. 
 
5 CONCLUSIONS 

Although largely available in literature, the vegetation-flow interactions research topic is far from being 
completely clear. The rigid cylinder analogy is considered as reliable to model vegetated beds (Vargas-Luna 
et al., 2015), but in spite of this, some aspects about flow resistance and roughness height models needs to 
be deepened.  

 

0.1< λ <0.23-- 
h/hv<5-(57 

data) 

STONE-SHEN HUTHOFF YANG-CHOI CHENG BAPTIST LI

MAE (m/s) 0.02 0.04 0.04 0.04 0.06 0.03 

BIAS (m/s) -0.0001 -0.04 -0.04 -0.04 0.04 0.0004 

RMSE (m/s) 0.05 0.07 0.06 0.07 0.07 0.05 

EF (-) 0.93 0.85 0.87 0.87 0.86 0.90 

CRM (-) 0.0003 0.16 0.14 0.14 -0.14 -0.001 

ER (-) 0.1 0.16 0.14 0.16 0.21 0.13 

0.1<λ <0.23 --
h/hv>5 
(2 data) 

STONE-SHEN HUTHOFF YANG-CHOI CHENG BAPTIST LI

MAE (m/s) 0.02 0.14 0.16 0.11 0.04 0.14 

BIAS (m/s) -0.01 -0.14 -0.16 -0.11 0.001 -0.14 

RMSE (m/s) 0.02 0.10 0.11 0.08 0.03 0.1 

EF (-) 0.53 -14.12 -18.44 -8.00 -0.67 -13.28 

CRM (-) 0.02 0.24 0.27 0.19 -56.00 -49.14 
ER (-) 0.04 0.24 0.27 0.19 0.08 0.24 
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In literature, vegetated beds can be arranged according to three level of density (sparse, transitional and 
dense) and two hydraulic conditions (low and high submergence), but, usually, flow resistance models are 
tested merging experimental data relative to different conditions. In the paper this problem is pointed out by 
the results of the statistical analysis carried out with reference to the most used and cited flow resistance 
models for the different condition of vegetation density and submergence. In fact, according to this 
considerations, we can assess that the future goals of the research are the following ones. To improve 
experimental evaluation of vegetated beds covering more values of the two meaningful parameters (i.e. 
submergence and vegetation density) and to validate again literature models trying to finally understand which 
theoretical background presents the best performance for vegetated beds and, eventually, define a “definitive” 
model for all hydraulic conditions. 
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ABSTRACT  
 
River vegetation fosters a rich ecological environment and creates a friendly riverside environment. 
Importance is attached, therefore, to the question of what vegetation should be like when designing and 
improving river channels. In view of concerns and problems such as the diversity of rivers, continuity of 
ecosystems and the deterioration of water quality that have been caused by stagnant water in vegetation 
communities, it is desirable that regions where the exchange of flows with the main flow region are promoted 
be provided. In this paper, the influence that arrangement patterns of longitudinal discontinuous vegetation 
zones gave to the flow resistance and turbulent structure in an open-channel is examined experimentally. 
Results showed that the relationship between flow depth and discharge significantly depends on the 
arrangement patterns and the reason could be explained by the difference of turbulent structure and spatial 
gradient of the dynamic pressure. 
  
Keywords: Vegetation; cavity flow; flow resistance; turbulent flow structure; dynamic pressure. 
 
 
1 INTRODUCTION  
 Vegetation in a river channel greatly affects the flow resistance characteristics of the channel. In-channel 
vegetation management, therefore, requires appropriate evaluation of flood safety. River channels are often 
found to have a series of plant communities lined up in the streamwise direction. In view of various factors 
such as diversity of rivers, ecosystem continuity and concern about water quality degradation due to stagnant 
flow in vegetation zones, it is desirable to create regions that promote water flow between vegetation zones 
and the main flow zone. 
 For the Gose River and the Shin Gose River running across Inuyama City, Aichi Prefecture, projects are 
underway for nature-oriented river works designed to create diverse flow fields by arranging environment-
friendly groins in parallel and staggered patterns in the river channels. The effects of these river works, 
however, on flow resistance and flow structures have not been fully discussed. 
 Many vigorous studies have been made on flow resistance characteristics of an open channel with plant 
communities. Recent studies include those of Nepf (2000), Musleh (2006) and Noarayanan et al. (2012) 
involving experiments using vegetation models with different degrees of stiffness. In their study on an open 
channel with a discontinuous streamwise series of plant communities interrupted by non-vegetation regions, 
Yokojima (2015) looked at the case where trees are placed in the channel to form a continuous streamwise 
zone of trees and the case where trees are placed to form a discontinuous zone of trees interrupted by non-
vegetation regions and conducted experiments and LES analyses to shed light on the behavior of large-scale 
horizontal vortices occurring around the trees. They also estimated drag coefficient distributions in the tree 
zone model by analytically simulating the two-dimensional flows around individual tree elements and the fluid 
force acting on each element by the immersed boundary method, and then performed a three-dimensional 
LES analysis. They showed that by so doing, the accuracy of estimation of the behavior of large-scale vortices 
passing around the trees placed in patches can be improved. The authors (2015) elucidated resistance 
characteristics of flow in an open channel with plant communities forming permeable side cavities and flow in 
an open channel with solid walls forming impermeable side cavities and analyzed turbulent flow 
characteristics and momentum transport characteristics to explain the flow resistance. 
 In view of the arrangement patterns of the environment-friendly groins constructed in the Gose River and 
the Shin Gose River, the authors (2016) also examined experimentally the resistance characteristics of flow in 
an open channel with plant communities arranged in parallel, in a staggered pattern or along one bank and 
explained the flow resistance from a number of viewpoints such as momentum transport characteristics at the 
boundaries of the main flow zone with vegetation zones and side cavities. Flow structures in the entire 
channel under these conditions, however, have not yet been discussed. 

 Focusing on flow in an open channel with a discontinuous streamwise series of plant communities. 
Therefore, this study examines the effects of different configurations of plant communities such as staggered 
or parallel on turbulence characteristics and flow structures including the spatial gradient of dynamic pressure. 
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2 EXPERIMENTAL APPARATUS AND METHOD 
 The experiments were conducted by using a circulating variable slope flume measuring 10m in length, 
40m in width (B) and 25cm in height. A vegetation zone model was made by bonding 6.10 nylon bristles 
(0.242mm in diameter, flexural stiffness EI=1.45×104g·cm2) cut to a uniform length Hv of 6.0 cm, which are 
flexible enough to be bent by the force of flowing water, to a plastic plate at 0.5cm intervals. Figure 1 shows 
the arrangement patterns of vegetation zones in the open channel. Each vegetation zone unit was 10cm wide, 
and its length Lv in the direction of flow was 30 cm. In arrangement P1, vegetation zones were placed in a 
parallel pattern along the right and left banks. In P2, vegetation zones were placed in a staggered pattern. In 
P3, vegetation zones were placed in pairs, and each pair was placed along one bank. In all arrangement 
cases, channel elements were arranged so that side cavities each having a length (Lc) of 30cm were formed. 
In the experiments, with the aim of creating a state of equilibrium of flow from the macroscopic point of view, 
vegetation zones and obstacles and cavities were placed alternately in the section at distances from the 
upstream end of the flume of 100cm to 940cm.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. The arrangement patterns of vegetation zones in the open channel. 

 
 Table 1. Experiment conditions associated with flow resistance characteristics. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. The relationship between the flow rate and water depth for each vegetation arrangement pattern. 
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Table 2. Experiment conditions associated with flow mechanisms. 

 
 Experiment conditions associated with flow resistance characteristics were set as shown in Table 1. 
Figure 2 shows the relationship between the flow rate and water depth for each vegetation arrangement 
pattern determined in the authors' study. The water depth is made dimensionless on the basis of vegetation 
height. Regardless of whether there is overflow or not, at all flow rates, P2 (staggered arrangement) showed 
the largest values of water depth, followed by P1 (parallel arrangement) and then P3 (one-bank arrangement). 
In this study, first in order to determine the relationship between resistance characteristics and flow structures 
in the non-overflow condition, attention is turned to the flow rate Q = 4l/s to examine the flow mechanism. 

Table 2 shows the experiment conditions. Friction velocity is calculated from *U gHI . 

 The coordinate system is defined so as to cover mainly the region where a pseudo-uniform flow field is 
formed. The origin of the coordinate system is located at the mid-channel point at the bottom of the flume at a 
distance of 420 cm from the upstream end. In the right-hand coordinate system thus defined, the x-axis is 
oriented in the streamwise direction, the y-axis in the transverse direction and the z-axis in the vertical 
direction. Let u, v and w represent their respective flow velocity components; U, V and W, their averages; and 
u', v' and w', their fluctuation components. 
 For the purpose of investigating the flow mechanism, point measurement of flow velocity was conducted 
by using I-shaped electromagnetic flow meters. Flow velocity was measured at different points in the 
streamwise direction within the range of the pseudo-uniform flow field at x=15cm to 75cm (x/Lc= 0.5 to 2.5). 
Output signals at 100 Hz from the electromagnetic flow meters were converted from analog to digital, and a 
total of 4096 data sets per measurement point were processed statistically. Two-dimensionality is higher in the 
non-overflow condition than in the overflow condition, half-depth measurement results were used in this study. 
In view of the fact that vegetation zones were irregularly arranged in the streamwise direction, the method of 
measuring flow velocity by partially removing vegetation zones was not used. Instead, flow velocity was 
measured only in the non-vegetation zones. 

 
3 HORIZONTAL DISTRIBUTION OF TIME-AVERAGED VELOCITY 
 Figure 3 shows the horizontal distributions of time-averaged velocity vectors and main flow velocity 
contours in each arrangement case. Flow velocity was measured at half depth (z/H=0.5), and the velocity 
vector V and the main flow velocity U were made dimensionless on the basis of the cross sectionally 
averaged flow velocity Um. 
 As shown, in all cases, flow velocity is higher in the main flow zone than in the side cavity. It can be seen 
that in arrangement case P2 (staggered arrangement), the entire flow field meanders unlike in the other 
arrangement cases. Its influence is thought to be one of the factors that have caused flow resistance in P2 to 
become greater than in the other arrangement cases. 
 Examination of the flow in the cavity reveals that in all arrangement cases, flow opposite in direction to 
the main flow occurs although there are permeable vegetation zones immediately upstream and downstream 
of the cavity. This indicates that the flow is greatly affected by the resistance of the vegetation zones. This 
phenomenon is thought to have occurred because the vegetation zones used were relatively large for the size 
of the flume in comparison with other studies. It can be seen that in P1 and P2, circulating flows as can be 
seen in the case of flow in side cavities formed by impermeable obstacles are taking place. In P3, although 
such circulating flow cannot be seen, flow in the opposite direction can be observed in many regions in the 
side cavity because vegetation zone width is larger than in the other arrangement cases. Since there is flow 
toward the left bank occurring in the region near the left bank in the side cavity, there is a need for further 
study on flow velocity distribution in vegetation zones and three-dimensional flow structures. 
 These results have shown that under the experiment conditions used in this study, even in the case of 
flow in a side cavity formed by permeable obstacles, flow in the opposite direction occurs extensively near the 
inner walls of the cavity. These phenomena are likely to have significant influence on turbulence and 
momentum transport characteristics. The following sections of this study, therefore, focus on turbulence 
characteristics and the spatial gradient of dynamic pressure.  
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Figure 3. The horizontal distributions of time-averaged velocity vectors and  

main flow velocity contours in each arrangement case. 
 
4 HORIZONTAL DISTRIBUTION OF REYNOLDS STRESS 
 Figure 4 shows horizontal contours of Reynolds stress 2 ' ' / mu v U . The Reynolds stress has been made 

dimensionless by using the cross sectional averaged flow velocity Um. 
 In all arrangement cases, Reynolds stress shows negative values near the main flow zone–cavity 
boundary on the left bank side, while in P1 and P2 positive values are shown on the right bank side. This 
indicates that the momentum due to turbulence is transported from the main flow zone to the cavity. 
 Turning attention to P1, we notice that stress distribution is symmetrical with respect to the centerline of 
the channel because the vegetation zones are arranged in parallel. As shown, Reynolds stress shows large 
values in the region in the upstream half of the side cavity where velocity differences are noticeably large. In 
P2, where the vegetation zones are arranged in a staggered pattern, the Reynolds stress distribution also 
shows a pattern close to symmetry with respect to a point. Comparison with P1 reveals that in P2, under the 
influence of a higher degree of flow meandering, Reynolds stress shows larger values in the cavity, too. 
 Extreme values of Reynolds stress, too, tend to be larger in P2 than in P1 partly because of the 
occurrence of a water impact zone on the downstream side of the vegetation zone caused by the meandering 
of flow. This is thought to be why flow resistance becomes greater. It can be seen that in P3, stronger 
turbulence occurs extensively along the boundary between the main flow zone and the cavity than in the other 
arrangement cases.  
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 The reason for this is thought to be that because vegetation zone width is greater than in the other 
arrangement cases, main flow velocity did not increase significantly as in the other arrangement cases so that 
the main flow velocity differences between the main flow zone and the vegetation zones and the cavity 
became greater. It is thought likely, however, that since the vegetation zones in P3 were placed only along 
one bank, flow resistance became smaller than in P1 and P2, which had two each of main flow zone–cavity 
and main flow zone–vegetation zone boundaries in the cross-stream direction.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. The horizontal distributions of shows horizontal contours of  
Reynolds stress 2 ' ' / mu v U  in each arrangement case. 

 
5 HORIZONTAL SPATIAL GRADIENT OF DYNAMIC PRESSURE 
 Horizontal time-averaged velocity distributions have shown that in all vegetation arrangement cases, flow 
in the opposite direction occurred in the side cavity although the cavity walls were permeable. It is thought 
likely, therefore, that the pressure distribution around the cavity is altered because of such phenomena as 
impacting of the flow separating from the main flow zone or the vegetation zone upstream of the cavity on the 
vegetation zone downstream of the cavity. This study, therefore, looks at the spatial gradient of dynamic 
pressure in each arrangement case as in the authors' study (2015) on two-dimensional dynamic pressure 
gradients. 
 When the Reynolds number is sufficiently large, the Reynolds momentum equation can be written, if a 
vertically uniform flow field is assumed and if the viscosity term can be neglected, as 
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where P is total pressure and Pd is dynamic pressure, and the external force Fx can be expressed, taking 
gravity into account, as Fx = gsinθ. Similarly, the equation for the transverse direction can be written as 
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where Fy = 0 if gravity is taken into account. Since hydrostatic pressure takes the same value in a horizontal 
plane, pressure distribution is estimated by examining the spatial gradient distribution of dynamic pressure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. The spatial gradient of dynamic pressure in the streamwise direction in each arrangement case. 
 

 Figure 5 shows the spatial gradient of dynamic pressure in the streamwise direction in each arrangement 
case. Figure 6 shows the spatial gradient contours in the cross-stream direction. The dynamic pressure is 
made dimensionless on the basis of U*

2/H. Mainly for the purpose of examining the phenomena occurring in 
and near the cavity and how vegetation zones act as flow obstacles, attention is turned mainly to the region in 
and near the left-bank side cavity. 
 As can be seen from the streamwise spatial gradient of dynamic pressure in P1, the fact that  /dP x  

tends to show negative values at or near the boundary of the main flow zone and the cavity (y/Be=0.25 to 
0.30) indicates that the resulting favorable pressure gradient promotes the flow in the streamwise direction. 
The fact that  /dP x  tends to show positive values at or near the boundary of the main flow zone and the 

vegetation zone downstream of the cavity indicates that the vegetation zone is reducing flow velocity in the 
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main flow direction. In the downstream half of the cavity zone,  /dP x  shows small negative values, indicating 

that the influence of the vegetation zone as a flow obstacle on dynamic pressure is small.  
As can be seen from the transverse spatial gradient of dynamic pressure,  /dP x  shows negative values in 

and near the main flow zone–cavity boundary in the upstream half of the cavity, indicating that the flow toward 
the cavity is being promoted. Then, as if under the influence of the flow separating from the upstream 
vegetation zone, the flow advancing from the center of the cavity through the downstream half of the cavity 
toward the left bank is being promoted. This cross-sectional distribution of the spatial gradient of dynamic 
pressure is thought to be a factor contributing to the formation of circulating flow in the cavity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The spatial gradient of dynamic pressure in the cross-stream direction in each arrangement case. 
 
 Turning attention to the spatial gradient in the streamwise direction reveals that  /dP y  shows larger 

values than in the surrounding regions at around x/Le=0.9 at or near the main flow zone–cavity boundary in 
the upstream half of the cavity, while in the other regions the spatial gradient of dynamic pressure in the 
streamwise direction shows smaller values than in P1. This is thought to be because the higher degree of flow 
meandering in P2 than in P1 makes the changes in the flow in the transverse direction greater than the 
changes in the flow in the main flow direction. In the cavity,  /dP x  shows positive values in the region near 

the left bank in the downstream half of the cavity, indicating that the occurrence of flow in the opposite 
direction is being promoted. Examination of the spatial gradient in the transverse direction in P2 reveals that   
 /dP y  shows negative values at and near the boundary of the upstream half of the cavity and the main flow 

zone, indicating that the flow into the cavity is being promoted. The fact that positive values are shown in the 
downstream half of the cavity indicates that the flow advancing toward the main flow zone is being promoted. 
In the cavity, unlike in P1,  /dP y  shows positive values in the region from the center of the cavity to the 

region immediately downstream of the cavity, indicating that the flow from the cavity toward the main flow 
zone is being promoted. The reason for this, too, is thought to be that because the staggered pattern of 
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vegetation arrangement causes the flow to meander so as to generate flow into the cavity on the upstream 
side of the cavity, while on the downstream side of the cavity the left bank and the vegetation on the left bank 
side obstruct water flow so as to promote the flow advancing from the cavity toward the main flow zone. 
 Next, turning attention to the spatial gradient of dynamic pressure in the streamwise direction in P3 
reveals that although  /dP x  shows negative values at and near the main flow zone–cavity boundary in the 

upstream half of the cavity as in the other arrangement cases, positive values are shown in most of the other 
regions. From this, it can be inferred that because vegetation zone width and cavity width are large in P3, an 
adverse pressure gradient occurs near the boundary so that the resistance to the flow in the main flow 
direction becomes large. The fact that  /dP x  shows small values in the cavity suggests that the vegetation is 

hardly functioning as a flow obstacle. The distribution tendency of the spatial gradient in the transverse 
direction is similar to the tendency shown in P1 at and near the main flow zone–cavity boundary and the main 
flow zone–vegetation zone boundary and in the cavity. The positive values of  /dP y , however, at and near 

the boundary with the main flow zone are larger than in P1, and positive values can be seen here and there in 
the downstream half of the cavity. The resultant distribution, therefore, is conducive to the occurrence of 
stronger flow in the opposite direction. 
 From these results, it can be concluded that in the staggered arrangement case, which showed a 
distribution tendency differing from the tendencies seen in the other arrangement cases, flow meandering was 
promoted so as to make flow resistance greater than in the other arrangement cases. Thus, it has been 
shown that because of the spatial gradient of dynamic pressure, the influence of vegetation zones acting as 
flow obstacles is not significantly large. It has also been suggested that the spatial gradient distribution of 
dynamic pressure differs depending on vegetation arrangement patterns, and such differences affect flow 
resistance and turbulence characteristics. As a next step, the authors will conduct a detailed study on each 
term of the Reynolds momentum equation and investigate the three-dimensional behavior of flow. 

 
6 CONCLUSIONS 
 Focusing on flow in an open channel with a streamwise discontinuous series of plant communities, this 
study examined the effects of different patterns of plant communities such as staggered and parallel on flow 
turbulence characteristics and flow mechanisms including the spatial gradient of dynamic pressure. The 
findings of this study are listed below. 

1) Examination of the horizontal distribution of time-averaged flow velocity revealed that in the case 
where vegetation zones were arranged in a staggered pattern, flow showed a higher degree of 
meandering than in the case where vegetation zones were arranged in parallel or along one bank 
only. This effect is thought to be a factor contributing to larger flow resistance in the staggered 
arrangement case than in the other arrangement cases. Under the experiment conditions used in 
this study, flow in the opposite direction was seen to occur extensively near the inner walls of the 
side cavities although the experiments dealt with flow in an open channel with side cavities formed 
by permeable obstacles (i.e. vegetation zones); 

2) Examination of the horizontal distribution of Reynolds stress reveals that in all arrangement cases, 
Reynolds stress showed large values at and near the main flow zone–cavity boundary and the main 
flow zone–vegetation zone boundary in the cavity, and that turbulence-induced momentum was 
being transported from the main flow zone into the cavity. In the staggered arrangement case, flow 
resistance was higher than in the other arrangement cases probably because in the staggered 
arrangement case, extreme values of Reynolds stress were larger than in the two-bank arrangement 
case and, unlike in the one-bank arrangement case, there were main flow zone–cavity boundaries 
and main flow zone–vegetation zone boundaries along both banks; 

3) With respect to the spatial gradient of dynamic pressure, the staggered arrangement case showed a 
distribution tendency differing from the tendencies observed in the other arrangement cases, and it 
was indicated that as flow meandering was promoted, flow resistance became higher than in the 
other arrangement cases. It was shown that the influence of the vegetation zones as flow obstacles 
was not significantly great. It was also shown that the spatial gradient of dynamic pressure differed 
depending on the arrangement patterns of vegetation zones, and such differences were affecting 
flow resistance and turbulence characteristics. 
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ABSTRACT 
 

Spillway discharges of hydroelectric projects may entrain a large amount of air into the plunge pool, which 
lead to supersaturation of total dissolved gas (TDG) and can cause lethal diseases for fish. Wind velocity is an 
important factor in the acceleration of the dissipation process of TDG. The quantitative relationship between 
the TDG dissipation process and wind velocity in flowing water has not been previously described. This paper 
performs a series of laboratory experiments in flowing water to investigate the effect of wind on the dissipation 
of supersaturated TDG. Moreover, this study numerically simulates TDG transport and dissipation to calibrate 

dissipation coefficients of supersaturated TDG using a two-dimensional ~k   turbulence model. Based on 
the theoretical analysis, experimental data and simulated results, a quantitative relationship of the wind 
velocity and supersaturated TDG dissipation is established. The proposed correlation is a step forward in the 
research of dissipation process and can be used for prediction of TDG supersaturation downstream of high 
dams. 
 
Keywords: Total dissolved gas; super saturation; wind; dissipation coefficient.  
 
 
1 INTRODUCTION 

Hydropower is one of the most important clean, reliable, efficient and renewable energy sources on earth. 
However, there are negative environmental effects from hydroelectric projects that impact downstream fish 
species. In particular, spillway discharges from hydroelectric projects may entrain a large amount of air into 
the plunge pool, which will lead to supersaturation of total dissolved gas (TDG) and can cause gas bubble 
trauma and even death on affected fish (Weitkamp and Katz, 1980; Weitkamp et al., 2003). Environmental 
assessment of TDG supersaturation is critical for the construction of ecologically friendly hydropower projects. 
Understanding and modeling of the dissipation process is of paramount importance to accurately predict TDG. 

We define percent saturation of TDG as follows, 
 

                                                         100t

S

C
C

C
                                                                   [1] 

where 

C (%) represents the percent saturation of TDG, tC
 (mg/L) represents the solubility of gas in water, SC

(mg/L) represents the saturated solubility of gas in water. 
Roesner and Norton (1971) first proposed a physically-based model of TDG transport in a stilling basin. 

They found that the variation in TDG level was controlled by a mass transfer coefficient and the residence 
time of the bubbles in the stilling basin. In recent years, Orlins and Gulliver (2000), Politano and Carrica 
(2003), Politano et al. (2007, 2009, 2012), and Fu et al. (2010) simulated the TDG transport process with 
numerical models.  

Considering the river velocity, the water depth and the molecular diffusion, the U.S Army Corps of 
Engineers (USACE, 2005) proposed a predictive formula for the dissipation coefficient by combining field 
observations from the Columbia River with first-order kinetics. In this regard, Feng et al. (2014) proposed a 
formula, involving the effects of water depth, friction velocity, hydraulic radius and Froude number, for 
estimating the dissipation coefficient of supersaturated TDG. In addition to these studies, many previous 
studies have focused on how the TDG dissipation process from supersaturation to saturation is associated 
with various conditions, such as water depth, turbulence characteristics, Reynolds number, sediment 
concentration and water temperature(Jiang et al., 2008; Qu, 2011;Feng, 2013; Shen et al., 2014). 

However, little research has been reported on the quantitative effects of wind velocity related to the 
supersaturated TDG dissipation process. In a wind-driven system, such as in lakes and reservoirs, gas-liquid 
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mass transfer is dominated by wind. Thus, the effect of wind on TDG dissipation should be taken into account. 
There are several formulations used to calculate the gas-liquid transfer rate. The most common ones are the 
two film theory (Whitman, 1923) and the surface renewal theory (Higbie, 1935; Danckwerts, 1953). O’Connor 
(1983) proposed a function for the relationship between the mass transfer coefficient and the wind velocity 
based on the theory of the liquid film and surface renewal considering the Schmidt number (Sc), the Reynolds 
number (Re), and the Weber number (We). Wanninkhof (1992) proposed a general formulation for an oxygen 
mass transfer coefficient as a function of mass transfer due to physical absorption and mass transfer 
enhancement due to the wind speed. Chu and Jirka (2003) determined the relationship of the transfer velocity, 
the reaeration coefficient and the wind shear velocity through experiments.  

Most of these studies have focused on unsaturated dissolved oxygen transfer effect rather than on 
supersaturated TDG. Li et al. (2013) demonstrated that the dissipation process is different in dissolved oxygen 
compared to TDG. Therefore, it is necessary to conduct research on the quantitative relationship between the 
dissipation process of supersaturated TDG and wind velocity. Huang (2016) quantified the dissipation 
coefficients of supersaturated TDG in static water under different wind velocities. In our follow-up research, 
this paper investigates the effect of wind on the dissipation of supersaturated TDG in flowing water. 

 
2 INTRODUCTION OF THE EXPERIMENT 

Dissipation experiments on supersaturated TDG were conducted at the State Key Laboratory of 
Hydraulics and Mountain River Engineering (SKLH). The experiments were carried out in a Plexiglas channel 
with a size of 10 m*0.3 m*0.4 m and a slope of 0.2%, as shown in Figure 1. There was a cap on the top of the 
channel in order to avoid the influence of air to wind. The water depth was maintained at 0.13 m with two flaps 
which were placed in the inlet and outlet. To increase residence time of supersaturated TDG in the water and 
improve the effect of the dissipation of the supersaturated TDG, several cuboids with heights of 11.5 cm were 
placed in the channel at intervals of approximately 0.5 m. 

The wind velocities were monitored by a hot-wire anemometer (TES-1341, Tes Electrical Electronic 
Corp., Taiwan). The measuring range for wind velocity is 0-30 m/s, with an accuracy of 1%. The TDG 
saturation level was measured using a total dissolved gas pressure (TGP) detector by a PT4 Tracker sensor 
(Point Four Systems, Inc., Canada). The measuring range for the TDG is 0-200% of saturation, with an 
accuracy of 1%. The temperature was monitored by a temperature sensor (L93-22, Hangzhou Loggertech Co. 
Ltd, China). The measuring range for temperature is -40 to 100 , with an accuracy of 0.2 . 

At the beginning of the experiments, supersaturated water was generated by a TDG generation device (Li 
et al., 2012) and was added to the channel, the flow rate was 0.595 L/s, with a water depth of 0.13 m. Wind 
with different velocities was generated by an air blower. The water temperature inside the experimental water 
tank was maintained at 20  using a water bath. 

Monitoring of the experimental data was started when the flow was steady. Six measurement points of 
wind velocity were placed at intervals of 2 m in the water channel, and the probes were 5 cm from the water 
surface. The measurement points for the saturation of TDG and temperature were placed in the inlet and the 
outlet. 

Experimental cases were designed with different wind velocities. Experimental results are listed in Table 
1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Sketch of experimental facility for supersaturated TDG dissipation in a closed channel. 
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2 CALIBRATION OF THE DISSIPATION COEFFICIENT OF SUPERSATURATED TDG 

A horizontal two-dimensional ~k   turbulence model for TDG transportation and dissipation was used to 
calibrate the dissipation coefficients of supersaturated TDG.  
 
2.1 Model equations 

(1)Continuity equation: 
 

                              0
u v

x y

 
 

 
                                                                               [2] 

where u , v  (m/s) represent the flow velocities in the x , y directions, respectively.  

 
(2)Momentum equation: 
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where   (kg/m 3) represents the density of water; p  (N/m2) represents the pressure;   (m2/s) represents the 

molecular viscosity coefficient, t  (m2/s) represents the turbulent viscosity; k  (m2 /s2) represents the 

turbulent energy,   (m2/s3) represents the rate of energy dissipation, and C  is a constant (here, C  = 

0.09). 

(3)Equations of k ~  turbulence model: 
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where k  represents the Prandtl number of the turbulent energy (here, k =1.0),   represents the Prandtl 

number of the rate of the energy dissipation (here,  =1.3), and 1C and 2C  are empirical constants (here, 

1C = 1.44 and 1C  = 1.92). 

(4) Equation of TDG transport and dissipation: 
 

                            [( ) ] [( ) ]tt

t t

C C C C
u v S

x y x x y y

  
 

     
     

     
                          [8] 

 

where C  (%) represents the percent saturation of TDG; t represents the Prandtl number (here, t =1.0); 

and S denotes the dissipation term of supersaturated TDG. 
If we assume that the cross-section TDG saturation is relatively uniform, and that the supersaturated 

TDG dissipation process follows the first-order kinetics theory, the source team of TDG saturation follows the 
equation: 

 

                                         wS K C                                                                                     [9] 

 

where wK  (h-1) represents the mass transfer coefficient. 
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2.2 Mesh and boundary conditions 
The dimensions of the mesh of the computational domain was average ∆x=∆y=0.02 m. The grids 

topology of the simulation area is shown in Figure 2. The boundary conditions were the same as the 
experiments. 

 

 
Figure 2. Sketch of the grids of the simulation area. 

 
2.3 Simulation results 

The distribution of the water velocity when the wind velocity was 11.3 m/s (case 11) is shown in Figure 3. 
Based on a comparison of supersaturated TDG between the numerical simulations and experiments, the 

calibrated dissipation coefficients of supersaturate TDG are listed in Table 1. The distribution of the 
supersaturated TDG when wind velocity was 11.3 m/s (case 11) is shown in Figure 4. 

 

Figure 3. Distribution of the water velocity (wind velocity was 11.3m/s). 
 

 
Figure 4. Distribution of TDG with the calibrated dissipation coefficient (wind velocity was 11.3m/s) 

 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2523



 
          

  
Table 1. Dissipation coefficients of supersaturated TDG in flowing water. 

Case 
number 

Wind velocity 
（ms-1） 

Different TDG value between 
inlet and outlet  

(%) 

Dissipation coefficient 
(h-1) 

Dimensionless ratio 

number r  

Actual 
value 

Calculated 
value 

1 0.0 1.2 0.17 1.00 1.00 

2 5.8 4.7 0.87 5.12 7.22 

3 5.9 7.1 1.29 7.59 7.57 

4 6.5 11.1 2.15 12.65 9.17 

5 6.9 12.2 2.50 14.71 10.73 

6 7.5 12.8 2.71 15.94 12.81 

7 7.8 16.4 3.25 19.12 14.25 

8 9.0 15.4 3.27 19.24 21.33 

9 9.3 16.2 3.77 22.18 23.96 

10 10.6 20.6 5.02 29.53 37.88 

11 11.3 24.3 6.35 37.35 48.29 

 
3 RELATIONSHIP BETWEEN THE DISSIPATION COEFFICIENT AND WIND VELOCITY 

The dimensionless ratio number r , as an indicator for the wind effect on the dissipation coefficient, was 
calculated using the following equation: 

 

w 0= /r K K [10] 

 

where wK  (h−1 ) represents the dissipation coefficient with wind velocity W , for which the measured location 

of the wind velocity is 5 cm above the water surface in the experiment. 0K  (h−1) is the dissipation coefficient in 

the windless condition. 
By fitting the dimensionless ratio number r  with the wind velocity, the relationship followed an 

exponential function (See Figure 5.): 
 

0/ 1.407w
wr K K  [11] 

 
The actual value and the calculated value of r  are shown in Table 1. It can be noted that the calculated 

values of Eq. (11) are close to the experiment values. Comparing these results with reaeration in combined 

wind/stream driven flows (Mattingly, 1977; Chu and Jirka, 2003), we find that the transfer coefficient wK  

increased significantly when wind appeared on the water surface. A magnitude of the coefficients in Eq. (11) is 
similar in undersaturated and supersaturated states. 

Eq. (11) identifies the quantitative acceleration effect of wind velocity on the TDG dissipation process. It 
demonstrates that within a range of the experimental velocity, the higher the wind velocity is, the faster is the 
dissipation process. One important application of the formula is in numerical simulations of accurate 
assessment of the TDG dissipation process considering wind effect. 

 

 
Figure 5. TDG dissipation coefficient (Kw/K0) versus wind velocity under flowing conditions. 
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4 DISCUSSION AND CONCLUSION 
Experimental results indicate that wind can increase the dissipation coefficient of supersaturated TDG. A 

quantitative relationship 0/ 1.407w
wr K K   between the supersaturated TDG dissipation coefficient and 

the wind velocity is determined using the experiments and numerical simulation. The process indicates that as 
the wind velocity increases, the difference between the supersaturated TDG in the inlet and outlet increases, 
and the dissipation coefficient increases. 

Turbulent kinetic energy is the main influencing factor on the mass transfer process of the gas-liquid 
interface. The increase in the velocity gradient of the gas-liquid interface and the increase in the turbulent 
energy and the turbulent dissipation rate are caused by an increase in wind velocity. The turbulent energy and 
the turbulent dissipation rate increase, resulting in an increased mass transfer and dissipation process of 
supersaturated TDG. 

Future studies are needed for the application of the proposed correlation to natural water bodies. A 
quantitative relationship is obtained when the experimental wind velocity is between 0 and 11.3 m/s. Further 
work should be conducted to verify whether the results are applicable when the wind velocity exceeds 11.3 
m/s. Eq. (11) is obtained based on a single water area size. The eddy scale and water surface slope will 
change when the surface water area is different, and the effect of wind on water turbulence depends on many 
geometrical aspects, such as the length and width of the channel, water depth and so on. Further application 
is necessary to verify the results in this paper. Further work involves more comprehensive studies including 
addition of hydraulic parameters and physical effects. 
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ABSTRACT 
 
Influence of river discharge variation on fish habitat is evaluated using two-dimensional hydrodynamic 
simulation, HSI (Habitat Suitability Index), and WUA (Weighted Usable Area). The river reach of interest is 
situated in the midstream of Ane River, Japan, which is affected by upstream flow regulation at the dam and 
water withdrawal for hydropower generation. An unsteady two-dimensional hydrodynamic model is calibrated 
and validated with observed data in 2015 and 2016. Quality of the reach as habitat of two adult fish species, 
Rhinogobius flumineus and Nipponocypris temminckii, is assessed by combining computed hydraulic 
variables and suitability indices on the fish. Analysis of spatial HSI distribution and WUA variation over 
discharge ranging from 0.5 – 50 m3/s reveals that the flow environment in the reach is more preferable for 
Rhinogobius flumineus than Nipponocypris temminckii. The discharge where habitat begins to decrease 
sharply in the WUA/flow curve is derived, which could be used as a recommended minimum discharge in 
view of ecological conservation. 
 
Keywords: Ecohydraulics; habitat suitability; hydrodynamic simulation; reservoir; river. 
 
 
1 INTRODUCTION 

Evaluation of fish habitat in rivers has received much attention in recent years for establishing 
sustainable water use. Generally, in Japan, river water is utilized in various ways such as agriculture, 
industry, daily life, hydropower generation, fishery, etc. These kinds of water use as well as flood control in a 
river cause temporal variation of stream water discharge, which often affects fish detrimentally. Although 
conservation of fish habitat in a river should be well planned for harmonized water use, effective methods to 
achieve this aim remain unclear. 

Upstream discharge regulation based on the instream flow incremental methodology (IFIM) is one of the 
popular ways to determine the minimum flow suitable for target fish species in a river. Habitat suitability index 
(HSI) is often employed to evaluate the quality of fish habitat in a river section. Recent studies combining a 
hydrodynamic simulation model with HSI have procured most preferable stream discharge for a target fish. 
Using these approaches, for example, Yi et al. (2014) have examined the effect of constructing Manwan 
Reservoir on extinction risk of endemic fish species in the Lancang-Mekong River, and Chaina. Li et al. 
(2013) showed the Xiaowan dam had an immediate and profound impact on the fish fauna in a region of the 
Lancang-Mekong River. Boavida et al. (2015) have investigated the effects of hydropeaking in the habitat of 
the Iberian barbel in the Ocreza River, Portugal. Jowett and Biggs (2006) reviewed six New Zealand cases 
and showed that the modified flow regime by IFIM approach mostly succeeded in achieving the desired 
ecological outcomes. However, few researches have addressed the applicability of these methods to a small- 
scale and steep river section influenced by upstream flow regulation. In addition, it seems that this kind of 
simulation-based quantitative study has rarely been conducted for planning water allocation to multiple water 
use in a river in Japan. 

In this study, the suitability of a midstream reach of the Ane River, Japan, as the habitat of adult of 
Rhinogobius flumineus and Nipponocypris temminckii (dark chub) is evaluated using two-dimensional 
hydrodynamic and HSI models. Flow analysis conducted under various values of assumed upstream current 
discharge results in estimation of HSI distribution and weighted usable area (WUA) in the reach. The results 
indicate preferable discharge levels for target fish species. 
 
2 METHOD 
 
2.1 Study area 

The Ane River originates in the Ibuki mountain of Japan and flows into Lake Biwa. The length of the river 
is 39km and its watershed area is 686 km2.  The Anegawa dam reservoir, which was built in 2002,  is located  
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about 30 km upstream from the river mouth with capacity of 7.6 million cubic meters. A river reach having the 
length of 380 m and the width of around 23 – 50 m was chosen for evaluation of fish habitat in this study 
(Figure 1). The reach is located around 8 km downstream of the dam. The stream discharge fluctuates mainly 
because the dam regulates its outflow to undertake flood control, water supply, and maintaining an 
appropriate river flow for environmental conservation. Annual precipitation in the Nagahama meteorological 
observation station, which is located near the reach, ranged from 1,320 to 2,056 mm during 2002 – 2013. 
The outflow discharge from the dam was normally about 1.5m3/s and varied over the flow range of 0.5 - 50 
m3/s in the same period. Water intake from the river at the downstream side of the dam for hydropower 
generation decreases the stream discharge in the reach of interest because the water withdrawn for the 
power plant returns to the downstream side of the reach. 

 

Figure 1. Computational mesh in the reach of interest. 
 

The watercourse of the reach has a shape like a single-wave sinusoid, including two clear pool-riffle-run 
sequences as shown in Figure 1. A topographical survey of the river bed was undertaken at five transverse 
cross-sections of the reach on 27 July 2015. The river bed slope was measured as 1/118. Substrate 
composition was dominated by sand and gravel. 
 
2.2 Fish 

The target species of fish, Rhinogobius flumineus (called Fish 1 hereafter) and Nipponocypris temminckii 
(named Fish 2), were determined because of both the existence in the reach and availability of the suitability 
index (SI) curves, or preference curves, for the fish. Fish 1 is a family of gobies, omnivorous, and about 4 – 6 
cm in total length. The fish prefers areas of low current velocity and stays around plant roots and gravels on a 
river bed (Kawanabe and Mizuno, 2001). Fish 1 was one of the predominant species in the upstream region 
of the Ane River, which was found by our fish capturing survey conducted on 21 October 2015. Fish 2 is a 
family of cyprinid, omnivorous, and about 15 cm in total length. The fish lives in low current pool (Kawanabe 
and Mizuno, 2001). 
 
2.3 Hydrodynamic simulation 

Nays2DH (iRIC Project) was adopted to solve unsteady two-dimensional Reynolds averaged Navier 
Stokes equation and continuity equation for estimating spatial distribution of hydraulic variables, i.e., water 
depth and current velocity, in the reach. Using the cross-sectional topography data on nine cross-sections, 
prepared with the survey and aerial photographs taken on 1 August 2015 (Google Earth), the river section 
was discretized into 7,700 quadrilateral cells with 8,106 nodes (Figure 1). The 2D hydraulic model was 
first calibrated at 1.12 m3/s with data on water depth and current velocity measured on 18 October 2015. 
Downstream boundary condition was water depth of 0.32m. The time step was 0.01 sec. Total computational 
time was 1,200 sec., because the flow reached steady state at around 1,000 sec. In the model calibration, 
values of Manning’s roughness coefficients in the pool, riffle, and run were adjusted so that the computed 
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hydraulic variables match observed ones. Second, the model was validated at 1.48 m3/s measured on 15 
October 2016. Finally, the validated hydrodynamic model was run to estimate distributions of current velocity 
and water depth, which were employed as inputs to the HSI model under low (0.5 m3/s) to high (50 m3/s) 
discharge. The range of discharge was determined based on historical data. The uniform water depth was 
used as the downstream boundary condition in the computations. 
 
2.4 Habitat suitability index 

The SI curves representing preference on water depth and current velocity for the staying adult fish were 
obtained from literatures (Tsujimoto et al., 2000; Kawamoto et al., 1999). The preference curves for Fish 1 
were created by the literature-based method, and those for Fish 2 were estimated by field survey in the Kiba 
River, Japan, by Kawamoto et al. (1999). The SI curves are illustrated in Figure 2. The habitat suitability 
ranges from unsuitable (0) to optimal (1) in the curves. Using both the SI curves and the computed hydraulic 
variables (i.e, nodal water depth hi and velocity vi ), the SI values at the i-th of each node for the f-th fish, 

SI
ሺ݄ሻ and SI௩

ሺݒሻwere computed. Then the i-th nodal HSI value was computed as the geometric mean of 
the SIs as follows  

 
 

                                                                                                                                                 [1] 
 

 
Figure 2. Suitability index curves for Fish 1 (Rhinogobius flumineus) and 2 (Nipponocypris temminckii). 

 
2.5 Weighted usable area 

The area of water surface in the reach will change depending on the upstream discharge. Therefore, the 
WUA was introduced to evaluate the quality and quantity of the fish habitat comprehensively. The value of 
WUA at the j-th element for the f-th fish was calculated with the elemental HSI which is estimated with four 
nodal HSI values in each cell, and the area of element a j   working as a weight 
 

[2] 
 
Where        = elemental HSI at the j-th element for the f-th fish; and  NE = total number of elements in the 
reach. It is noted that the WUA is a function of discharge, which represents overall effectiveness of the reach 
as the habitat of the target fish. 
 
3 RESULTS AND DISCUSSION 
 
3.1 Calibration and validation 

Many previous studies on fish habitat evaluation in a river have employed hydrodynamic simulation with 
assumed various discharge levels due to importance of hydraulic conditions. This study also adopted the 
same approach to the reach in the Ane River. At the beginning, the Nays2DH hydrodynamic model was 
calibrated with the data obtained at seven observation points in 2015. By and large, the estimated depth and 
velocity matched the observed ones, although the computed current velocity tended to be overestimated. 
Figure 3 shows the computational result of water depth and velocity in the calibration of the 
hydrodynamic model. As can be seen in Figure 3, the estimated locations of pools and riffles were 
reproduced fairly accurately. Then, the model was successfully validated with seven sets of measured water 
depth and velocity in 2016. 

 
3.2 HSI and WUA 
 Using the validated hydrodynamic model, spatial distributions of hydraulic variables were produced 
under given upstream discharge ranging from 0.5 – 50 m3/s. Habitat suitability for Fish 1 and 2 at each node 
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in the reach was evaluated with the nodal estimated water depth and velocity and fish preference by Eq.[1]. 
Next, the nodal HSI value was converted into elemental one by calculating arithmetical mean of four nodal 
HSIs in an element. Finally, WUAs for the fish with the elemental HSI were computed by Eq.[2]. Estimated 
distributions of nodal HSI at discharge of 0.5, 5, 10, and 50 m3/s for fish 1 and 2 were demonstrated in 
Figures 4 and 5, respectively. These figures also show the expansion of predicted water surface areas 
depicted in gray color in the background. 
 

Figure 3. Distributions of computed water depth and current velocity in model calibration. 
 

Comparison of Figures 4 and 5 clarifies the difference of influence of upstream discharge variation on 
the preferable area distribution for the fish. Regarding Fish 1, the area of high habitat suitability concentrated 
on the river pool under lower discharge (e.g., 0.5 and 5 m3/s). Locations of high HSI area shift from the higher 
depth region to the riverbanks as the discharge increases, which is attributed to the preference in water depth 
and velocity defined in Figure 2. For fish 2, the whole tendency of HSI distribution change with discharge 
variation was similar to that of Fish 1. However, it was noted that the locational shift of high HSI region began 
with the smaller discharge level. Thus, Fish 2 is found weaker in the higher flow conditions than Fish 1. 

The graphs of WUA as a function of discharge were drawn as the solid curves in Figure 6. For both fish, 
the WUA increased with increasing discharge at low rates, and then reached a maximum at a certain 
discharge. After that, the WUA began to decline with rising discharge. Figure 6 presents that the maximum 
WUAs of 6,810 and 4,140 m2 occurred at 8 and 2 m3/s for Fish 1 and 2, respectively. Fish 1 gained higher 
maximum value of WUA. 

The region between the solid red and broken green lines in Figure 6 corresponds to the area of higher 
(i.e., 0.7 – 1) HSI, or highly preferable area. The medium and low HSI regions can be similarly defined. As 
can be seen, Fish 1 had the larger area of ‘higher HSI’ than Fish 2. Therefore, it can be confirmed that the 
flow environment is more suitable for Fish 1 than Fish 2 under assumed flow variation. This estimation is 
realistic, given that the number of caught Fish 1 was much larger than that of Fish 2 in our fish survey in 
2015. 

The minimum discharges at the point where WUAs began to decline sharply with decreasing flow 
(Jowett and Biggs, 2006) were derived as 2.3 and 1.2 m3/s for Fish 1 and 2, respectively. Since the normal 
outflow discharge from the Ane River dam was around 1.5 m3/s, requiring the minimum discharge of 2.3 m3/s 
in the river would be more effective for conserving Fish 1. 
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Figure 4. Distributions of estimated HSI at discharge of 0.5, 5, 10, and 50 m3/s for Fish 1. 
 

Figure 5. Distributions of estimated HSI at discharge of 0.5, 5, 10, and 50 m3/s for Fish 2. 
 

Figure 6. WUA/flow curves (solid lines) and high, medium, and low HSI regions for Fish 1 and 2. 
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4 CONCLUSIONS 
Habitat suitability for staying adult of Rhinogobius flumineus and Nipponocypris temminckii in the reach of 

the Ane River is evaluated using hydrodynamic simulation, HSI and WUA. Flow regulation in the upstream side 
of the reach is found to significantly influence the HSI and the WUA in the downstream reach. The feature of this 
study is that it is conducted in quantitative and spatially-detailed way in the river with narrow width and steep 
slope in Japan. Although the river reach can provide larger preferable area for Rhinogobius flumineus, the 
current normal discharge causes to reduce the suitable area for the fish. The minimum required discharge for 
the fish is estimated from the WUA/flow curve, which could be used to plan water regulation more rationally by 
harmonizing conflicting goals about multiple water use and fish habitat conservation. In the future, evaluation of 
habitat suitability should be improved by considering other important factors such as substrate and vegetation. 
Since morphological change of river bed due to sediment transport alters hydraulic and ecological 
environments, it should also be taken into account in fish habitat evaluation from a long-term perspective. 
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ABSTRACT 
 
For better water management for agriculture, canal water flow measurement at desired location at desired 
time is essential. The flow measurement in canal can be carried out by using different flumes or 
electromagnetic devices, which are generally expensive. Most of the arrangements are of non portable type 
and require that those be permanently installed in canals for measurement of flow-rates. India is an 
agricultural country where large number of networks of canals are found, whose cross-sections are mostly 
trapezoidal. The scarcity of water over the globe necessitates the need for measurement of even small flows 
through the field canals for better conservation and management of water. The portable flumes with their 
discharge prediction models shall be of great help in small canal flow measurements leading to achievement 
of goal of water conservation. Literature shows a few demonstrated studies on the use of regular shaped 
obstructions viz. cylinders, prisms and cones for creation of constriction to the canal flow and the resulting 
stage-discharge relationships. However, literature shows limited number of experimental studies on conical 
obstructions in a trapezoidal channel. This study elaborates a flume where constriction is obtained by inserting 
a cone at the center of a trapezoidal canal. This arrangement is referred as a simple conical flume. An 
experimental investigation of two different portable conical flumes placed in a trapezoidal canal with side 
slopes of 1 H: 1V to produce critical flow conditions, has been carried out. The observations from the 
laboratory experiments on the flume have been analyzed and two different discharge prediction models have 
been developed for determination of discharge. The results from the developed mathematical models have 
been compared with the measured flow rates obtained from the additional experimental data that is collected 
for its validation. Thus, the presented calibrated flume can be an interesting alternative as compared to other 
stationary flumes for flow rate predictions, particularly in case of small trapezoidal open canals. However, 
more exhaustive experiments shall have to be conducted to propose a general discharge prediction model 
that would account for different constriction ratios as well as canal side slopes.   
 
Keywords: Conical flume; canals; agriculture; discharge prediction; critical flow. 
 
 
1 INTRODUCTION 

Water conservation and increased irrigation water use efficiency are the needs of the hour. For efficient 
water management, water in agricultural canals must be measured, however small the size of channel may 
be. Many options are available for improving the efficiency of water use in farming such as efficient irrigation 
technologies, improved irrigation scheduling, regulated deficit irrigation and mainly, the measurement of water 
used for irrigation. As such, accurate flow measurement is necessary for the proper distribution and regulation 
of the irrigation water. As agriculture uses most of the world’s fresh water, measuring water in open canal is 
an important step towards water conservation. There are different flow measuring devices used for canal flow 
measurements. However, there are only a few mobile devices which can register the flow rate at given 
location, at given point of time.  

In India, Parshall flume (Parshall, 1926; Genovez et al., 1993) and cutthroat flumes are commonly in use 
for the measurement of discharge in canals. However, these flumes have lack of precision and high head-loss 
requirement. Further, these flumes are of fixed type. The investigated flume in this research is a simple 
conical flume which is a mobile type of flume. Discharge measurement is usually carried out by flow 
constriction due to canal side convergence. Construction or removal of fixed flumes in canals requires 
engineering knowledge.  

In the present investigation for flow measurement in small open canal, a flume is introduced that 
consisted of a cone installed in perpendicular position in trapezoidal canal with a 1 H: 1V side slope (Fig. 1). 
This arrangement is referred as simple conical flume. Literature also shows the calibrated cylindrical flumes 
having been used for the same purpose (Badar and Ghare, 2012), however the stability of a cone is better as 
compared to a cylinder. The present experimental investigations are primarily based on the research carried 
out by Hager (1985, 1986, 1988). Circular cone was used to measure the discharge of a rectangular prismatic 
channel in the research by Hager (1985).  Investigated flume belongs to a group in which the throat section is 
obtained with an object (the cone) immersed in the canal and not by canal-side convergence. The cone, which 
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has the same characteristics as standard measuring flumes, is removable and can be replaced at any desired 
section along the canal network for the measurement of discharge in free flow condition. A mathematical 
calibration model is developed for two different simple conical flumes based on the experiments conducted in 
the laboratory for a trapezoidal channel having side slope as 1 H : 1V for free flow conditions. 

 

H 1

1

B  
Figure 1. Cross-Sectional view of the Simple Conical Flume. 

 
The present device (Figure 2) is very simple to install and problems of incorrect settlement, for example, of a 
Parshall flume (Genovez et al. 1993), are removed.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Photograph of one of the Cones (D=0.151 m) used in the experimentation. 
 
The cone is developed and constructed by the authors. The cone is placed in a trapezoidal channel which is 
available in Hydraulics Laboratory of the K.D.K. College of Engineering, Nagpur, India. For free flow 
conditions, experiments on two different cones are carried out and their geometrical characteristics are 
provided in Table 1. 
 

Table 1. Geometric Characteristics of Experimental flumes. 
Parameter Cone 

 1 2 
 (m) (m) 

Diameter at base, (D) 0.151 0.200 
Height 0.200 0.640 

 
2 EXPERIMENTAL FACILITIES 

The experimental setup was made at the Hydraulics Laboratory of K.D.K College of engineering, Nagpur, 
India. Experimental setup consisted of a trapezoidal channel of length 4.9 m, base width (B) of 0.2 m and had 
side slope 1H : 1V. The side walls of channel were made up of mild steel and acrylic sheet. The smooth 
surfaced cone with 0.151 m and 0.160 m diameters at base, with corresponding heights as 0.20 m and 0.64 
m, were used for creating obstruction to form critical flow.  

Continuous flow of water was pressed by means of 10 H.P. pump into the channel with water re-
circulation arrangement. The discharge was controlled by a flow regulating valve, which was measured with 
the help of a collecting tank of capacity 332.5 litre. The flow was stabilized by baffle walls provided on the 
upstream collecting tank of the channel. Cones were placed at a distance of 1.4 m from the downstream end 
of the channel for various discharges and the observations for ‘H’ were recorded. The depth of water on the 
upstream side of the cone at the stagnation point (H) was measured by a pointer gauge, mounted on a cart 
assembly rolling on sides of a trapezoidal channel. Fig. 3 shows photograph of one of the experimental runs of 
the simple conical flume. 
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Figure 3. Photograph of Simple Conical Flume operating under Free Flow Conditions. 

 
3 DISCHARGE RELATIONSHIP FOR SIMPLE CONICAL FLUME 

It was observed that a good correlation existed between dimensionless parameters  
୕ౣ

ቆ
ఱ
మ

భ
మቇ

  and  
ୌ

ୈ
 , and 

regression analysis was carried for all the available experimental data (Table 2). Qm denotes the measured 
discharge whereas Qc denotes the computed discharge. 
 

Table 2. Computations for development of model -1. 

B D H Qm 
ܪ
ܦ

 
ܳ

ቀܤ
ఱ
మ݃

భ
మቁ

 Qc 

% Error of 
Predicted 
Discharge, Qc 
by proposed 
Model- 1 

(m) (m) (m) (m3/sec) (m3/sec)  
0.2 0.151 0.1300 0.0146 0.8609 0.2606 0.0141 -3.6 
0.2 0.151 0.1255 0.0129 0.8311 0.2302 0.0130 0.6 
0.2 0.151 0.1195 0.0116 0.7914 0.2070 0.0116 -0.2 
0.2 0.151 0.1150 0.0107 0.7616 0.1910 0.0106 -1.0 
0.2 0.151 0.1115 0.0098 0.7384 0.1749 0.0099 0.6 
0.2 0.151 0.1075 0.0090 0.7119 0.1606 0.0091 0.6 
0.2 0.151 0.1030 0.0081 0.6821 0.1446 0.0082 1.2 
0.2 0.151 0.0970 0.0069 0.6424 0.1232 0.0071 3.4 
0.2 0.151 0.0915 0.0062 0.6060 0.1107 0.0062 0.5 
0.2 0.151 0.0815 0.0047 0.5397 0.0839 0.0048 1.3 
0.2 0.151 0.0730 0.0037 0.4834 0.0660 0.0037 -0.4 
0.2 0.151 0.0665 0.0031 0.4404 0.0553 0.0030 -4.2 
0.2 0.151 0.0610 0.0024 0.4040 0.0428 0.0024 1.2 

 
The experimental data points of the first cone (D=0.151 m) for which the regression analysis was carried out, 
gave the relationship as  
 

୕ౣ

ቆ
ఱ
మ

భ
మቇ
ൌ 0.3558 ቀ

ୌ

ୈ
ቁ
ଶ.ଷଶଶ

		                                           [1] 

 
with coefficient of determination, R2 = 0.998, which was very good.  
 

The variation of dimensionless discharge and dimensionless head is plotted in Figure 4. Equation (1) is 
the mathematical model developed for prediction of discharge for simple conical flume for trapezoidal canal 
having side slope 1 H : 1V for free flow condition. 
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Figure 4. Relationship between  
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  and  
ு


  obtained by regression analysis based on the experimental 

data for cone (D = 0.151 m). 
 

Similarly, experiment was conducted for the second cone (D = 0.161 m) and regression analysis was 
carried out for all the available experimental data (Table 3). Equation (2) with a coefficient of determination, R2 

= 0.998 is another mathematical model developed for prediction of discharge for simple conical flume for 
trapezoidal canal having side slope 1 H : 1V. This {Eq. (2)} is very similar to the first model. The analysis is 
shown in Figure 5. 
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Table 3. Computation for Development of Model -2. 

B D H Qm 
H
D

 
Q୫

ቀB
ఱ
మg

భ
మቁ

 Qc 
% Error of Predicted 

Discharge Qc by 
proposed Model- 1 

(m) (m) (m) (m3/sec) (m3/sec)  
0.2 0.16 0.1350 0.0133 0.8438 0.2381 0.0134 0.29 
0.2 0.16 0.1310 0.0122 0.8188 0.2180 0.0125 2.10 
0.2 0.16 0.1235 0.0106 0.7719 0.1893 0.0109 2.45 
0.2 0.16 0.1145 0.0094 0.7156 0.1672 0.0091 -2.78 
0.2 0.16 0.1025 0.0071 0.6406 0.1274 0.0070 -1.45 
0.2 0.16 0.0925 0.0056 0.5781 0.0996 0.0055 -0.81 
0.2 0.16 0.0900 0.0054 0.5625 0.0955 0.0052 -2.93 
0.2 0.16 0.0880 0.0050 0.5500 0.0888 0.0049 -0.95 
0.2 0.16 0.0810 0.0040 0.5063 0.0714 0.0041 1.55 
0.2 0.16 0.0750 0.0033 0.4688 0.0593 0.0034 2.21 
0.2 0.16 0.0675 0.0027 0.4219 0.0482 0.0027 -1.65 
0.2 0.16 0.0630 0.0022 0.3938 0.0394 0.0023 2.26 
0.2 0.16 0.0550 0.0017 0.3438 0.0300 0.0016 -2.07 
0.2 0.16 0.0520 0.0014 0.3250 0.0253 0.0014 1.72 
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experimental data for cone (D =0.16 m) 
 

Measured flow rates were compared with predicted discharges obtained by both the mathematical 
models. The results of comparison are shown in respective tables, which showed that the developed model 
predicted the discharge with less than ± 5% errors. 
 
4 MODEL VALIDATION 

Additional experimental observations on the upstream side of the cone were recorded for both the cones 
for different discharges. By using the developed mathematical models, the discharge was predicted for 
recorded observations and it was found that both the models predicted discharge with percentage error less 
than ± 5 %. Thus, the models were validated. The details of the validations are shown in Table 3.  
  

Table 4. Validation of Mathematical Models. 
Simple Conical Flume (D = 0.151 m) -1 Simple Conical Flume (D =0.16 m) -2 

H Qm Qc % Error H Qm Qc 
% 

Error 
m m3/s m3/s  m m3/s m3/s  

0.1740 0.0251 0.0242 -3.5 0.1275 0.0133 0.0135 0.8 
0.1325 0.0128 0.0128 0.4 0.1230 0.0125 0.0124 -1.4 
0.1265 0.0117 0.0115 -1.4 0.1175 0.0111 0.0111 -0.1 
0.1180 0.0099 0.0098 -1.7 0.1125 0.0101 0.0101 -1.1 
0.1085 0.0080 0.0080 0.9 0.1055 0.0087 0.0087 -0.6 
0.0975 0.0064 0.0063 -2.5 0.1000 0.0077 0.0077 -1.3 
0.0855 0.0047 0.0046 -1.1 0.0940 0.0067 0.0066 -2.0 
0.0775 0.0038 0.0037 -3.7 0.0865 0.0055 0.0055 -1.3 
0.0685 0.0028 0.0027 -2.7 0.0765 0.0042 0.0041 -3.7 
0.0650 0.0024 0.0024 -0.5 0.0680 0.0032 0.0031 -2.5 
0.0570 0.0019 0.0018 -8.2 0.0635 0.0028 0.0027 -4.9 

 
5 CONCLUSIONS 

Simple conical flume can be used as a mobile discharge measurement device for small sized trapezoidal 
canals on irrigation fields. The conical shape of flume, as compared to a cylindrical flume, offers better stability 
when placed in the water current in the channel. Proposed mathematical models can be used for predicting 
the discharges of small sized trapezoidal canals having side slope as 1H : 1V for free flow conditions. These 
models are validated by recording the different set of observations on these flumes and both the models 
predict the discharge with percentage error less than ± 5 %, hence stands validated. Simple conical flume also 
offers the advantage of a standard measuring flume with the particular characteristic of mobility. It may be 
used as a simple and quick-use measuring device in small trapezoidal-section irrigation canals, sewers or 
drains. The accuracy in discharge measurement of simple conical flume is comparable with the standard 
measuring flumes under free flow conditions. Such flow measurements can contribute to better water 
management in irrigation. However, the models can only work for the small range of constriction ratios 
considered in the experiments, for canals with 1 V: 1 H side slope. As the preliminary results are promising, 
laboratory experiments covering wider range of constriction ratios and a broader range of side slopes, can 
lead to a more versatile discharge prediction model for use of simple conical flumes. 
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ABSTRACT  
 
Results from a large eddy simulation of open channel flow over a rough bed with self-affine fractal properties 
are presented. The surface is considered to be broadly representative of rough bed forms that occur naturally 
in streams and rivers. The double averaging methodology is applied to enable analysis of the vertical 
distribution of turbulent and form-induced stresses throughout the depth. It is observed that the form-induced 
stress is a significant contributor to the streamwise momentum balance in the roughness sub-layer, reaching a 
peak value equal to approximately 16% of the peak shear stress. Particular attention is given to the 
distribution of the TKE budget. Important similarities with results from studies of flows over gravel beds, both 
numerical and experimental, are observed. A relatively large contribution due to wake production 
(approximately 15% of the peak production due to mean shear) is observed, which is in contrast to gravel bed 
studies.   
  
Keywords: Open channel flow; double averaging; turbulent kinetic energy; large eddy simulation. 
 
 
1 INTRODUCTION  
 Almost all flows of practical interest within the field of environmental hydraulics occur over rough beds, 
where the bed roughness may take a number of forms including sand grains, gravel and dunes. Such 
roughness is known to have an important influence on the hydrodynamic drag and the turbulence statistics, as 
summarized by Raupach et al. (1991) and Jimenez (2004). The influence of the roughness is especially 
pronounced in the roughness sub-layer, which is defined as the region in which the roughness elements 
induce spatial heterogeneity of the time-averaged turbulence statistics. The Reynolds-averaged Navier Stokes 
(RANS) equations are not well suited to analysis of such flows, and the double-averaging (DA) methodology 
(Nikora et al., 2007) has therefore emerged as an effective conceptual approach to increase understanding of 
the way in which the bed-generated turbulence interacts with the mean flow in the presence of spatially 
heterogeneous bed roughness. Although DA analysis by Raupach et al. (1991) and Finigan (2000) showed 
that in flow over canopies the wake produced by the canopies gives rise to a significant new source term in 
the overall turbulence kinetic energy (TKE) budget–the “wake production” term. Subsequent studies on flow 
over gravel beds (Mignot et al., 2009, Dey and Das, 2012) have suggested that this term is negligible in such 
flows when compared to the TKE production in the mean shear layer. Recently Yuan and Piomelli (2014) 
found that, for flow over gravel beds, the influence of spatial heterogeneity on the redistribution of TKE and 
production of Reynolds stress in the roughness sub-layer may provide the link between the roughness 
geometry and the near-bed flow dynamics, and may therefore hold the key to understanding the relationship 
between spatial heterogeneity and drag generation. 
 The present study aims at shedding more light on the relationship between roughness geometry and 
near-bed flow dynamics by considering the TKE budget in open channel flows over a fractal surface. 
Presented in the paper are results from a large eddy simulation (LES) of turbulent open channel flow over a 
surface whose fractal properties may be considered to be broadly representative of gravel bed-type 
roughness. The following section introduces the numerical method that has been employed, followed by a 
discussion of the fractal bed properties and the double-averaging approach. Some key features of the 
computational set-up are then introduced. A few salient results are then discussed and finally conclusions are 
drawn.   
 
2 NUMERICAL FRAMEWORK 
 The governing equations for an unsteady, incompressible, viscous flow of a Newtonian fluid are solved 
using a finite difference Navier Stokes solver that employs LES to resolve the largest, energy carrying 
turbulent eddies on a staggered Cartesian grid (Rodi et al., 2013). The effects of the smaller, dissipative 
scales of turbulent motion are modeled mathematically using the WALE sub-grid scale model (Nicoud and 
Ducros, 1999). The Cartesian velocity components are stored in staggered fashion on Cartesian grids; fourth-
order central differences are employed for the convective and diffusive fluxes in the momentum equation, and 
the solution is advanced in time using the fractional step method along with a three-step Runge-Kutta  
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prediction, followed by a correction step in which the Poisson equation is solved. The Immersed Boundary 
Method (Peskin, 1972), which maps Eulerian velocities onto Lagrangian point-based representations of non-
fluid bodies in the flow, is used to define the geometries of the roughness elements. Our implementation of the 
Immersed Boundary Method follows Uhlmann's approach, which is itself a refinement of Fadlun et al.'s direct 
forcing approach (Uhlmann, 2005; Fadlun, et al., 2000; Kara, et al., 2015). For examples of previous studies in 
which earlier versions of the code have been applied to rough-bed flows, including extensive validation 
against experimental data, the interested reader is referred to Stoesser and Nikora (2008), Stoesser (2010), 
Bomminayuni and Stoesser (2011), Stoesser et al. (2008) and Cevheri et al. (2016). 
 
3 COMPUTATIONAL SET-UP 
 The simulation was performed on a Cartesian grid of dimensions 6.144H x 3.072H x H, where H is the 
maximum flow depth, i.e. the height of the top of the domain above the bottom of the domain. The domain was 
discretized by approximately 63 million computational points and local mesh refinement was employed to 
concentrate grid resolution in the near-bed region. In the bottom 0.2H of the depth the grid comprised by 1024 
x 512 x 80 (~42 million) points, whereas in the upper 0.8H of the depth the grid comprised 512 x 256 x 159 
(~21 million) points. In the near-bed region the cell sizes in wall units were ∆x+ = ∆y+ = 15.0, ∆z+ = 6.3 and 
double those values in the upper 0.8H.  

 

 
Figure 1. Computational domain including roughness topography. 

 
 Figure 1 presents the extent of computational domain along with the rough bed topography. The spatially 
heterogeneous fractal bed geometry was represented on the grid in a Lagrangian manner using the immersed 
boundary method. The bottom of the computational domain coincides with the lowest point on the bed, and a 
total of approximately 10.7 million immersed boundary points were used to define the bed. The roughness 
itself was designed by colleagues in the School of Engineering at the University of Aberdeen using a spectral 
synthesis method. The surface is self-affine in nature, a trait commonly exhibited by many rough natural 
surfaces including gravel beds and sand dunes. The roughness adopted for the present study has a spectral 
slope of -1, which is at the rougher end of the spectrum of naturally occurring rough surfaces.  
 Periodic boundary conditions were applied in the streamwise and spanwise directions, thereby mimicking 
an infintely long, infinitely wide channel. Free-slip and no-slip conditions were stipulated on the top and bottom 
walls respectively, while the immersed boundary points, by definition, achieve a no-slip condition at their 
individual locations. The mean flow was driven by a streamwise pressure gradient, dp/dx, that was corrected 
at each time step in order to maintain a constant mass flux through the domain and unambiguously provided 
the global bed shear velocity, u* (=√(dp/dx.H)/ρ, where ρ is the fluid density). The bulk Reynolds number of 
the flow, Re, based on bulk flow velocity, Ub, and H, was 29000 and the relative submergence, defined as the 
ratio of channel depth to the maximum individual roughness crest height, kc, was 9.8. The roughness 
Reynolds number, Rek, based on the global friction velocity, u*, and kc, was approximately 255.  
 
4 RESULTS 
 The double averaging methodology (Mignot et al., 2009; Nikora et al., 2007) is employed to decompose a 
given instantaneous flow quantity, theta, into a temporally and spatially averaged part, 〈̅ߠ〉, a turbulent 
fluctuation, ߠ′, and a spatially-varying part, ߠ෨, where angular brackets denote spatial averaging, an overbar 
denotes temporal averaging, a prime denotes a temporal fluctuation due to turbulence and a tilde denotes a 
spatial variation from the double averaged value.   
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Figure 2. (a) roughness geometry function, (b) intrinsic and superficial averages of streamwise 
velocity. 

 
 If spatial averaging of the flow quantities is carried out in a plane parallel to the channel bed, the spatially-
varying part will only be non-zero if the bed comprises some degree of spatial heterogeneity, as is of course 
the case in the vast majority of naturally occurring bed forms. Two approaches are possible for the spatial 
averaging operation: the intrinsic spatial average in a 2D plane parallel to the bed, <θ> takes into account only 
points within the fluid domain, while the superficial spatial average, <θ>s, takes into account all points in the 
plane, be they fluid or solid. The two quantities are related by <θ> = Φ<θ>s, where Φ is the roughness 
geometry function, i.e. the ratio of area occupied by fluid to total area of the averaging plane (Nikora, 2001). 
Figure 2(a) plots the roughness geometry function in the region below the roughness crests, while Figure 2(b) 
presents profiles of the double-averaged streamwise velocity, obtained from intrinsic and superficial 
averaging. As would be expected, the superficial average is lower than the intrinsic average, but the difference 
is marginal. Above the roughness crests the two profiles are of course coincident. It is interesting to note that 
in the interfacial sub-layer (d ≤ z ≤ kc, where d (≈ kc/2) is the mean bed elevation) the velocity varies almost 
linearly, which is in agreement with the definition of model (3) proposed by Nikora et al. (2004) for flow profiles 
in the interfacial sub-layer, and also agrees with the gravel bed DNS of Yuan and Piomelli (2014). 
 

 

Figure 3. Double-averaged streamwise velocity profile. 
 
 Figure 3 presents the double-averaged streamwise velocity profile in the form of the Clauser plot. The 
presence of a well-established log layer is clearly visible, and it appears to extend from the water surface all 
the way down to (kc - d)+. This suggests that for this flow the form-induced sublayer (Nikora et al., 2001) is 
located entirely below the maximum roughness crest height. 
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Figure 4. Turbulence intensity profiles. 

 
 Figure 4 presents profiles of the double averaged turbulence intensities. Peak intensities in all three 
directions are encountered close to the roughness crests, as would be expected. The shape of the 〈ݑ′ഥ 〉 profile 
is noteworthy, as is it characterized by a relatively flat peak in comparison to profiles that have been reported 
in other studies of channel flows over rough and smooth beds. It is possible that this feature is related 
somehow to the bed geometry, and it will be interesting in future to investigate how this section of the profile 
changes when beds with different fractal properties are simulated.  

 

 
Figure 5. Profiles of shear and form-induced stresses. 

 
 Figure 5 presents profiles of the double-averaged shear, 〈ݓ′ݑ′തതതതതത〉, and form-induced, 〈ݑݓ〉, stresses. As 
would be expected, the peak shear stress is observed to occur close to the roughness crests, while the form-
induced stress reaches a peak within the interfacial sub-layer, at z/kc ~ 0.7. The magnitude of the peak form-
induced stress is approximately 16% of the peak shear stress, confirming that it plays a significant role in the 
momentum balance in the interfacial sub-layer. 
 

 
Figure 6. Contours of TKE in the x-z plane on the centreline of the domain. 
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 Figure 6 presents contours of the turbulent kinetic energy in an x-z plane on the centreline of the domain, 
in the near bed region. Very localized maxima are observed in the region immediately above the interfacial 
sublayer, in the wake of individual elevated points on the bed. The contours become relatively uniform at a 
height of approximately z/H ≈ 0.2, suggesting that the influence of spatial heterogeneity in the bed topography 
on the TKE distribution is confined to the bottom 0.2H of the depth. 

    

 
Figure 7. Vertical distribution of TKE budget terms. 

 
 Mignot et al. (2009) derived TKE budgets for open channel flow over rough beds, following the derivation 
of Raupach and Shaw (1982) for flow over vegetation canopies. The formulation is obtained by applying 
double-averaging to the TKE transport equation and reads: 
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2
〉௦ െ ߝ ൌ 0 [1] 

 
where the i, j notation is used interchangeably with u, v and w to denote velocity components in the x, y and z 
directions. The various terms have particular significance pertaining either to production, transport or 
dissipation of TKE. The first term, Ps, is the shear production term, i.e. the work of the bulk velocity against the 
mean shear. The second term, Pw, is the wake production term that results from the work done by wake-
induced fluctuations in velocity against the local shear induced by the bed. The third, fourth, fifth and sixth 
terms, Tw, Tt, Tp and Tv, denote wake, turbulent, pressure and viscous transport respectively. Finally ε is the 
viscous dissipation.  
 Figure 7 presents the vertical distribution of TKE budget in the lower half of the flow depth. The mean 
shear and viscous dissipation are clearly the dominant terms, and it is interesting to note that the peak 
production due to mean shear occurs below the top of the roughness crests, an observation also made by 
Yuan and Piomelli (2014) and Mignot et al. (2009). In fact, in the present study the peak occurs at z = 0.72kc, 
which agrees very well with the rougher of the two cases studied by Yuan and Piomelli (z = 0.73kc). Also in 
accordance with the results of Yuan and Piomelli, the transport terms are observed to be negligible above the 
roughness sub-layer, with pressure transport being the most important source term in the lower third of the 
sub-layer, to be surpassed by the wake production and turbulent transport as z increases towards kc. The 
peak wake production occurs at z = 0.59kc and has a magnitude of approximately 15% that of the peak shear 
production. This is notably higher than was observed in the studies of Yuan and Piomelli (2014) and Mignot et 
al. (2009) who state that peak Pw is generally less than 5% of Ps. 
 
5 CONCLUSIONS 
 A large eddy simulation of open channel flow over a rough bed with self-affine fractal properties has been 
performed. The surface was designed by colleagues at the University of Aberdeen and is considered to be 
broadly representative of rough bed forms that occur naturally in streams and rivers. The double averaging 
methodology was applied to enable analysis of the vertical distribution of turbulent and form-induced stresses 
throughout the depth. It was observed that the form-induced stress is a significant contributor to the 
streamwise momentum balance in the roughness sub-layer, reaching a peak value equal to approximately 
16% of the peak shear stress.  
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 Particular attention was given to the distribution of the TKE budget. Important similarities with the gravel 
bed studies of Yuan and Piomelli (2014) and Mignot et al. (2009) were observed, particularly in relation to the 
location of the peak in TKE production due to mean shear and the contribution of pressure transport in the 
lower part of the interfacial sub-layer. A relatively large contribution due to wake production was observed 
(approximately 15% of the peak production due to mean shear).   
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ABSTRACT  
 
Microcystis blooms, which not only harm aquatic ecosystems but also threaten human and animal health, are 
worldwide problems. Modeling of Microcystis vertical distributions is very important to understand blue-green 
bloom formations and its competition for resources with other algae. In this paper, a new coupled model of 
simulating vertical population dynamics of Microcystis by coupling advection-diffusion equation and buoyancy 
regulation is developed. This coupled model includes a total of 10 parameters. A sensitivity analysis is 
conducted on these parameters to identify the key factors that impact on Microcystis vertical dynamics. 
According to numerical simulations, it is found that the vertical distributions of Microcystis and the 
corresponding mechanisms are different under different flow regimes with different turbulent diffusion 
coefficients (D). Hence, we conduct a sensitivity analysis in relatively calm water (D=0.17cm2/s) and in 
turbulent water (D=400cm2/s), respectively. The results of the sensitivity analysis show that the diameter of 
Microcystis colonies (d) and the form resistance of colony (Φ ) play different roles in calm water and in 
turbulent water, respectively. Both d and Φ have much bigger influences in calm water than in turbulent water, 
which is due to different mechanisms of Microcystis vertical distributions. In calm water, self-migration of 
Microcystis determines the vertical distributions that most of Microcystisfloat upwards and gather on the 
surface of water. d and Φ are the main factors that impact on the vertical velocities of Microcystis. Hence, 
they have significant influences on population distributions in calm water. On the contrary, it is flow turbulence 
that determines the population dynamics in turbulent water. That is, Microcystis would distribute relatively 
uniform in the vertical. Therefore, the algae with faster net growth rate would take the advantage. Hence, the 
maximum growth rate and loss rate have more important impacts in turbulent water. 

 
Keywords: Hydrodynamic turbulence; microcystis; sensitivity analysis; vertical distribution; modeling. 

 
 
1 INTRODUCTION 

 Colony-forming and toxic Cyanobacterial blooms, such as Microcystis blooms, distribute widely all over 
the world (Huisman et al., 2004; Yu et al., 2015a). 108 countries at least have reported Cyanobacterial blooms 
(Harke et al., 2016). In high bloom seasons, usually in summer and early autumn with high temperature, the 
smelly blue-green scums will cover water surface of lakes and relatively calm waters, and even stretch to 
rivers downstream (Paerl and Huisman, 2008; Yu et al., 2015b). It is widely accepted that the buoyancy 
regulation controlled by the cell ballast helps Microcystis win the competition against other sinking algae in 
calm water (Visser et al., 1997). Microcystis blooms are a kind of harmful algal blooms (HABs), which would 
bring many serious problems to aquatic ecosystems and human life (Visser et al., 2016; Medina et al., 2016). 
First of all, the released microcystin from Microcystis would damage human liver and neuron-system (Visser et 
al, 2016). Secondly, Microcystis can release ugly smells which would lower down the entertainment 
functionality of water. Furthermore, as colony-forming Microcystis, the large gathering of Microcystis colonies 
will block the filtering system of water treatment plants, which will result in water crises. The last but not the 
least, the die-off of Microcystis consumes a large amount of oxygen, which can indirectly cause the death of 
fishes and other aquatic animals (Medina et al., 2016). 

Vertical population distributions of coexisting algae can reflect the final dominant algae when nutrient is 
enough and temperature is suitable (Yu et al., 2015c). If most of Microcystis cells gather on the upper layer of 
water, Microcystis will take the advantage of light and then dominate. However, if Microcystis distribute 
uniformly, other algae with faster net growth rate may dominate (Yu et al., 2015c). A lot of variables (turbulent 
diffusion coefficient, light attenuation coefficient, form resistance of colony, length of the photoperiod, etc) 
have impacts on vertical distributions of Microcystis. The model designed by Yu et al. (Yu et al. 2015b) 
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involves many parameters to describe the vertical population distribution of Microcystis. However, the 
parameters used in different models are distinct and various. This means it is difficult to directly compare the 
simulation results from different models. Besides, due to the large amount of parameters involved, it is hard to 
deduce which factor results in the variation in the vertical distribution of Microcystis without knowing the exact 
effects of each parameter. In summary, it is important to conduct the sensitivity analysis for the model input 
parameters, and analyze the exact impacts of those parameters on the vertical population distributions. This is 
necessary for the comprehensive understanding of the factors that determine the vertical population 
distribution (Guven and Howard, 2011).  

In this work, we develop a coupled model driven by hydrodynamic turbulence and incident light, 
simulating vertical population distributions of buoyant Microcystis. There are ten parameters in total. In order 
to separately analyze the influence of each parameter on vertical distribution of Microcystis, we conduct a 
sensitivity analysis of all relative parameters. 
 
2 NUMERICAL MODEL 

 The coupled model consists of three components (Yu et al., 2015b): (1) the advection-diffusion equations 
(Huisman et al., 2004), (2) the cell density model of Microcystis (Visser et al., 1997), and (3) the vertical 
migration velocity of Microcystis colonies (Aparicio Mediano et al., 2013). We assumed that nutrients are rich 
and water temperature is suitable. Hence, the net growth rates of Microcystis are limited by the incident light 
alone. In addition, we assumed that the buoyancy regulation of Microcystis is caused by temporal variations of 
carbohydrate in cells (Visser et al., 1997; Aparicio Mediano et al., 2013). The vertical population dynamic of 
Microcystis colonies can be described by the following equations: 
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where C is the abundance of Microcystis, V is the vertical migration velocity of Microcystis (V>0, sinking; V<0, 
rising), w is the vertical velocity of water, D is the vertical turbulent diffusion, p(I) is the growth rate of 
Microcystis under the condition of I(z), l is the loss rate of Microcystis, pmax is the maximal growth rate of 
Microcystis, and H  is the light half-saturation constant. 

 If the intensity of the incident light is higher than the compensation irradiance, Microcystis cell 
accumulates carbohydrate and then the cell density increases. On the contrary, if the intensity of the incident 
light is lower than the compensation irradiance, Microcystis cell releases the carbohydrate and then the cell 
density decreases. The change in cell density can be described as equation [4]: 
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where I(z) is the incident light at the depth z, which can be calculated as equation [5], I0 is the optimal 
irradiance, Ic is the compensation irradiance, ρcell is the density of Microcystis cell, ρ1 is the initial density of 
Microcystis cell. 
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where Kbg is the background turbidity of the water except self-shading of Microcystis, km is the light attenuation 
coefficient of Microcystis, Im is the maximal diurnal light intensity on the surface of water, DL is the length of the 
photoperiod. 

According to the actual shape, Microcystis colonies can be treated as spheroids. This model also 
considered the Microcystis colonies with different diameters. The vertical movement of Microcystis colonies is 
calculated by Stokes’ equation which is widely used in this field: 
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where, g is the acceleration due to gravity, 9.8m/s2, d is the diameter of colony, ρw is the density of water, ρcol 
is the density of colony, v is the dynamic viscosity of water, 0.001kg/m·s, Ф is the form resistance of 
Microcystis colony, ρmuc is the density of mucilage, ncell is the volume percentage of cell in Microcystis colony, 
ngas is the volume percentage of gas vesicle in cell. 

The equations listed above were discretized with an implicit difference scheme. We assumed that there is 
no flux exchange at the surface and the bottom of the water where the following boundary condition function is 
specified: 
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3 MODEL VERIFICATION 

The simulation results using the model developed in Section 2 had been verified with the real data 
observed in situ by Ibelings et al. (1991).The coupled model can precisely simulate the sinking of Microcystis 
colonies in the daytime and the floating in the night. In addition, the model can accurately simulate the vertical 
population distributions of Microcystis colonies. The results of verification have been published in Yu et al. 
(2015b). 

 
4 PARAMETER SENSITIVITY ANALYSIS 

As can be seen in equation [1] to equation [7], many variables have impacts on the vertical population 
distributions of Microcystis. We assumed that the initial population of Microcystis distributed uniformly in the 
vertical direction and the initial value of population was C0=107cells/L. The standard values of all input 
parameters are listed in Table 1. A total of 10 parameters were included. According to the previous study (Yu 
et al., 2015b), there exists a location where most of Microcystis population gather (see Figure 1). At this 
location, the density of Microcystis is the same as water density. If water is less turbulent (D=0.01cm2/s), a 
large number of Microcystis population will gather at that location, while very low populations distribute at 
other positions in the vertical. If water is a little more turbulent (D=0.5cm2/s), less populations will gather at this 
position even though it still aggregates the largest population (see Figure 1). Hence, as hydrodynamic 
turbulence increases, the population at that location will decrease and the vertical distribution will tend to be 
more uniform. According to previous study (Yu et al., 2015c), uniform vertical distribution disadvantages the 
domination of Microcystis, while other algae with faster growth rate take the advantage. Therefore, the largest 
population can reflect the vertical distribution. If the largest population decreases when values of parameters 
change, the vertical distribution tends to be uniform in the vertical. In this work, we chose the largest 
population as the main object of study in order to reflect the vertical distribution. 

The process of parameter sensitivity analysis consists of three steps:(1) Calculate the standard largest 
population of Microcystis with given standard parameters (see Table 1); (2) Vary the value of studied 
parameter by multiplying -90%, -60%，-30%，+30%，+60% and +90%, while keeping other parameters 
unchanged; (3) Simulate vertical population distributions of Microcystis and get the largest population, then 
calculate the difference between it and standard largest population. It is worth noting that Microcystis blooms 
usually break out in summer and early autumn. Hence, DL is usually longer than 12 hour. In this work, we only 
considered DL larger than 12h. 

 
Table 1. Parameters and corresponding standard values. 

Parameter Value Unit Reference 

Environmental 
Variables 

Im 1000 μmol photons/(m2·s)  
DL 43200 s  
Kbg 0.6 1/m Huisman et al., 2004 

depth 3 m  
D 1 cm2/s  

Characteristics 
of Microcystis 

km 0.034 cm2/106 cells Huisman et al., 2004 
d 100 μm  
Φ  1  Reynolds et al., 2006 

pmax 0.008 1/h Huisman et al., 2004 
l 0.004 1/h Huisman et al., 2004 
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Figure 1. Vertical population profiles for colonies of 20μm in diameter under different turbulent diffusion 

coefficients (unit of D is cm2/s). 
 

Figure 2 shows the sensitive analysis of hydraulic turbulence (D) on the largest population of Microcystis. 
We assumed that the standard value of D is 1cm2/s (see Table 1). D has a significant impact on the largest 
population. When D is 0.1cm2/s, most of the populations gather in the largest population position. Hence, the 
amplitude of variation is very large (584%). However, when D is as large as 1.9 cm2/s, the vertical distribution 
tends to be uniform and the range of variation tends to be smaller (within 100%). In view of distinct vertical 
distributions, we conducted sensitivity analysis under two different aquatic scenarios: less turbulent water 
(D=0.17cm2/s) and turbulent water (D=400cm2/s). We chose D=0.17cm2/s as the representative of less 
turbulent water because Huisman et al. (2004) took this value as the representative of weak mixing water. In 
addition, we chose D=400cm2/s as the representative of turbulent water due to the calculation using empirical 
formula. The velocity used in the formula was measured in situ by Yu et al. (2015c) in the Tanglang River, 
which is located downstream Lake Dianchi. 

 

 
Figure 2. Sensitive analysis of hydraulic turbulence. 

 

 

0

2

4

6

8

10

12

14
0 2 4 6 8 10 12

D
ep

th
 (

m
)

Microcystis population (103cells/L)

D=0.01

D=0.5

-100

0

100

200

300

400

500

600

700

-90 -60 -30 0 30 60 90

V
ar

ia
tio

n 
of

 la
rg

es
t p

op
ul

at
io

n 
(%

)

Deviation (%)

D

-100

-80

-60

-40

-20

0

20

-90 -60 -30 0 30 60 90

Va
ria

tio
n 

of
 la

rg
es

t p
op

ul
at

io
n 

(%
)

Deviation (%)

Depth

Calm Turbulent
(a)

-90
-80
-70
-60
-50
-40
-30
-20
-10

0
10
20

-90 -60 -30 0 30 60 90

V
ar

ia
tio

n 
of

 la
rg

es
t p

op
ul

at
io

n 
(%

)

Deviation (%)

Im

Calm Turbulent
(b)

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2548 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

 

 

 

 

 
Figure 3. Sensitivity analysis of all parameters (a) Depth (b) Im (c) DL (d) Kbg (e) km(f) d (g) Ф (h) pmax(i) l. 

 
Figure 3 shows the variation of largest population of Microcystis with the variation of different parameters. 

As shown in Figure 3, most of the parameters had big impacts on the largest population of Microcystis except 
the light attenuation coefficient of Microcystis(km). The weak impact of km is owing to the low initial population 
of Microcystis and low standard value of km.  
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The diameter of Microcystis colony (d) and form resistance (Φ ) showed the most remarkable differences 
in calm water and in turbulent water, respectively. Both d and Φ  had much bigger impacts on the largest 
population in calm water than that in turbulent water. This is due to the fact of different mechanisms 
influencing vertical population distributions. For Microcystis, both the buoyant self-migration (see equation [6]) 
and the turbulence of water have an impact on its vertical population distribution. In less turbulent and even 
calm water, self-migration of Microcystis primarily determines the vertical population distribution. Hence, most 
of buoyant Microcystis will float upwards into the upper layer of water to have full photosynthesis. On the 
contrary, it is hydrodynamic turbulence overcoming self-migration that determines the vertical distribution (Yu 
et al., 2015c). d and Φ  are two factors that directly influence self-migration velocity of Microcystis (see 
equation [6]). Hence, they have significant impact on the largest population in less turbulent water. However, 
in turbulent water, turbulence eddy will carry colonies and take them to positions with lower populations. Then, 
the population of Microcystis will distribute uniformly in the vertical. All algae, whether sinking or buoyant, 
distribute uniformly. Therefore, they have little impact on vertical distributions and the largest population, 
accordingly. 

Loss rate (l) and maximum growth rate (pmax) have significant impacts on largest population in turbulent 
water (ranking No.1 and No.2, see Table 2). Nevertheless, their influences are smaller in less turbulent water. 
As aforementioned, turbulent water leads to relatively uniform vertical distribution of Microcystis. In this 
situation, l and pmax directly influence the net growth of Microcystis. The higher net growth the algae are, the 
more population would increase. Then more algae would gather in the largest population position. Hence, if 
green algae and diatoms with faster growth rate coexist with Microcystis in turbulent water, they may take the 
advantage and dominate. This explains why green algae and diatoms usually dominate in the middle and 
lower reaches of rivers where water is turbulent (Bahnwart et al., 1998). 

Im, DL, Kbg and km will indirectly influence the net growth and then influence the largest population. Both 
the increase of Im and DL will increase the largest population of Microcystis. The impacts of DL are much bigger 
than that of Im. Both Im and DL directly influence the light intensity that algae can acquire. The population 
amount will be larger when they acquire more light. On the contrary, with the increase of Kbg and km, the 
largest population of Microcystis will decrease. This is due to the fact that both Kbg and km will decrease the 
incident light underwater. The higher the values of Kbg and km are, the lower the incident light is. The net 
growth of Microcystis will decline and then the largest population decrease accordingly. 
 

Table 2. Sensitivity analysis ranking of all parameters. 
 Calm water Turbulent water 
1 Φ  l 
2 DL pmax 
3 d DL 
4 pmax Im 
5 Depth Depth 
6 l Kbg 
7 Im Φ  
8 Kbg km 
9 km d 

 
5 CONCLUSIONS 

 In this work, we conduct a sensitivity analysis on ten parameters to study their impacts on vertical 
population distribution of Microcystis. There are ten related parameters, including five environmental variables 
and five characteristics factors of Microcystis. Most of parameters show similar influence trends in less 
turbulent water and in turbulent water. Both d andΦ , directly influencing the vertical movement of Microcystis, 
play different roles in calm water and in turbulent water, respectively. They both have much more significant 
impacts in calm water than that in turbulent water. In turbulent water, l and pmax, which directly influence the 
net growth of Microcystis, mainly influence the largest population. The sensitivity analysis proves the different 
mechanisms influencing vertical distributions of Microcystis again. That is, in less turbulent water, self-
migration of Microcystis mainly determines the vertical population distribution. However, in turbulent water, 
hydrodynamic turbulence primarily determines vertical distribution. 
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ABSTRACT  
 
The large variation of downstream water level is a big challenge for the design of fishway entrances. The 
normal fishway entrance is only suitable for a limited range of water level variation (0.5~1.0m). When the 
variation is larger, more entrances should be set up at different elevations along the downstream river, and 
separated in an expanse range. It is conflicted with the aggregation habit of the migratory fishes. The fishes 
are usually aggregated in a relatively small area in the tailrace channel and near to the dam. In addition, the 
flow fields of the entrances location away from the tailrace channel are always not suitable for the fish 
aggregation. Therefore, the entrances will be inefficient. The frequent switching the gates of the entrances are 
fussy operations and the project site conditions for arranging multi entrances have been confronted with many 
difficulties. In this paper, a compact self-adapting fishway entrance without gate for the large variation of 
downstream water level is proposed. The entrance is designed based on the law of the water depths change 
in the Vertical Slot Fishway (VSF). The entrance contains several parallel connected returning sections of 
VSF, and each returning section has its own opening to the river. Each opening has a specific bottom 
elevation, and the bottom of the opening is higher than the inner pool. When the water level in the adjacent 
pool is lower than the bottom of the opening, the water will move to the next inner pool normally. When the 
water depth in the pool is higher than the bottom of the opening, the water can flow out into the river, and 
forms a flow with proper velocity to attract fishes. The flow split ratios, flow patterns and velocity profiles of the 
openings under different scenarios were studied by hydraulic model tests. All the test results have proved that 
the opening will act as the main fish entrance when the downstream water level is higher than the bottom 
elevation within a certain range. The fishway entrance is compact, self-adapting and suitable for the large 
downstream water level variation when the openings bottom elevations are designed properly. 
 
Keywords: Water level; variation; Vertical Slot Fishway; fishway entrance; hydraulic model test. 

 
 

1 INTRODUCTION   
 The fishway entrance is crucial for the migrators to enter the fishways (Katopodis et al., 2011). A good 
fishway entrance has flow that maintains sufficient velocity (Baumann et al., 2012; Cheong et al., 2006), and 
enough sphere of influence affecting range in the river. That is to say, the discharge through the fish passage 
facility must be sufficient to compete with the flow in the river during the migration period (Larinier, 2011). 
Particular care must be taken when designing the entrance on major rivers. It must be verified that the velocity 
of the flow at the entrance is sufficiently high for all of the various water levels that may occur downstream of 
the facility during the migration period, particularly those during high water levels. When the downstream 
water level rises as a result of increased discharge in the river, the cross-section at the fishway entrance 
increases, and, as a consequence, the velocity at the entrance decreases and with it the attractively of the 
fishway. The normal fishway entrance is only suitable for a limited range of water level variation (0.5~1.0m) 
(FAO, 2002). When the variation is larger, more entrances are needed to be set up at different elevations 
along the downstream river, and separated in an expanse range. But in reality, the project site conditions for 
arranging multi entrances always confronted with many difficulties.  
 In order to deal with the large variation of downstream water level, some methods were developed to 
help the entrance to maintain a sufficiently high velocity (FAO, 2002). The most common solution is to install a 
movable flat gate at the entrance, which is adjusted to maintain a constant and predetermined difference in 
water levels between the fishway and the tailwater. The water level difference can maintain a stable velocity of 
the outflow (Williams et al., 2012). But it has to install two depth gauges, one upstream from the gate in the 
fishway and the other downstream close to the entrance of the pass to monitoring the water levels. What’s 
more, the float gate blocked the lower part of the fishway entrance, that is not suitable for bottom-living fish. 
And the float gate consumes time and money to maintain it in a good condition. The frequent switching the 
gates of the entrances are fussy operations, particularly when there is more than one gate.  Another method is 
to vary the discharge through the facility in relation to the downstream level, but it is not so economical. The 
auxiliary flow (Viviane et al., 2005) is needed, when a large flow of water is needed to attract fish into a 
fishway only a fraction may be allowed through the fishway itself in order to limit the size and the cost of the 
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facilities. It is common to supply the auxiliary flow from the forebay through the special turbines. It is generally 
fed by gravity after dissipation of the energy in a pool or a well, and special design is needed.  The collection 
gallery (Clay, 1961) with several entrances is suitable to collect the fish across the full width of the 
powerhouse in a large power plant. The gallery usually located over the turbine outlets stretches over the 
whole width of the obstacle. The gallery has various outlets, one next to each other, through which the 
attracting current is discharged. The collection gallery also need large amount of adding flow to maintain the 
velocity of the attraction current and the adding water devices need specified design and operation.  
 All the above solutions are complicated due to the added facilities, such as gates and special designed 
adding water facilities. And a large amount of auxiliary flow is unaccepted in some project. So, a new solution 
for the large variation of downstream water level is needed. 
 In this paper, a compact self-adapting fishway entrance without any gate suitable for the large variation of 
downstream water level was proposed. It was designed based on the law of the water depths changes in the 
Vertical Slot Fishway (VSF). (Rajaratnam et al., 1986; Marriner et al., 2016), and the flow split ratios, flow 
patterns and velocity profiles of the openings under different scenarios were studied by hydraulic model tests. 
 
2 MATERIALS AND METHODS 
 
2.1 The structure of the self-adapting fishway entrance 
 The self-adapting fishway entrance contains 42 VSF pools, including 4 turning pools (NO.10, NO.18, 
NO.26 and NO.34). The VSF sections are composed of regular pools connected in sequence forming linear 
ladders, and the turning pools all have a flat bottom (Rajaratnam ,1997; Marriner et al., 2014). In cases where 
the difference between upstream and downstream water levels is greater than the maximum allowable design 
slope, more segment of regular pools are required, leading to the use of more turning pools. The details of the 
regular pool are: L=2.7m, B=2.4m, p=0.8m, B=0.3m, θ=45° (Xu et al., 2009; Zhang et al., 2012). The NO.10 
and NO.26 turning pools both have an opening to the river and specific bottom elevation. The bottom of the 
opening is 2 m higher than that of the inner pool. The bottom of 1# water outlet is 2 m higher than the bottom 
of NO.10 turning pool, and the bottom of 2# water outlet is 2 m higher than the NO.26 turning pool. When the 
water level in the turning pool is lower than the bottom of the opening, the water will flow to the pool 
downstream normally. When the water depth in the pool is higher than the bottom of the opening, the water 
will flow out into the river, and forms a current with proper velocity to attract fishes. The sketch of the water 
level adaptive fishway entrance is shown in Figure 1.  
 

 
                 (a)  the plan layout                                                             (b)  the left view 

 
(c)  detail of the regular pool 

Figure 1. Sketch of the water level adaptive fishway entrance. 
 

2.2 Experimental Arrangement and Experiments 
 A hydraulic model of self-adapting fishway entrance was designed based on the law of gravity at a scale 
of 1:5. The hydraulic model included all the 42 VSF pools. An upstream tank and a downstream tank were 
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built to control the water depth at the water inlet and the water level at the water outlet respectively. The water 
was cyclized between the two tanks by a pump, and the flow rate was measured by electromagnetic 
flowmeter. The water depth at central section of each pool was measured by a graduated scale, and the 
successive measures were made to obtain a stable mean value. The velocity was measured by an 
electromagnetic flow meter (P-EMS). The hydraulic model is shown in Figure 2.   
 Two set of experiments were designed, according different upstream water depth. The first set have a 
upstream water depth of 2.5m with varied downstream water levels (varied water depth at the water outlet), 
the second set have a upstream water depth of 1.75m with varied downstream water levels (varied water 
depth at the water outlet). All scenarios are listed in Table 1. 
 

 
Figure 2. Overview of the hydraulic model. 

 
Table 1. Typical test scenarios of varied upstream and downstream water levels. 

Scenarios 
Upstream 

water depth 
(m) 

Downstream 
water depth 

(m) 

Downstream 
water level  

(m) 
Scenarios 

Upstream 
water level 

(m) 

Downstream 
water depth 

(m) 

Downstream 
water level 

(m) 

1 

2.50 

1.47 2.25 8 

1.75 
 

1.51 2.29 

2 1.94 2.72 9 1.96 2.74 

3 2.37 3.15 10 2.32 3.10 

4 2.74 3.52 11 2.77 3.55 

5 3.23 4.01 12 3.40 4.18 

6 4.03 4.81 13 3.70 4.48 

7 4.34 5.12    

 
3 RESULTS 
 
3.1 The water profiles 
 The measured water surface profiles plotted against the pool bottom are shown in Figure 3 (the upstream 
water depth is 2.5m) and Figure 4 (the upstream water depth is 1.75m). Due to the great influence of tailwater 
river levels, the water surface profiles in a vertical slot fishway can be uniform, where the depth, h, of water in 
each pool is approximately the same; or non-uniform, with a backwater profile (M1 curve) or a drawdown 
profile (M2 curve) (Chow, 1959; Rajaratnam et al., 1986). In both data sets, the water surface profiles were 
found to be non-uniform with M1 or M2 type backwater curves, and the uniform conditions are rarely 
happened. 
 When the upstream water depth is 2.5m, the downstream water elevation is higher than 3.28m (the 
bottom elevation is 0.78 m), an M1 type backwater curve is expected; otherwise an M2 type backwater curve 
is expected. The floor elevation of the opening in Pool 10 is submerging in these scenarios, and an outflow 
into the river is expected. When an M1 type back water profile was occurred, the floor elevation of the opening 
in Pool 26 is submerged too, and the flow out from the opening, as shown in in Figure 3.  
 When the upstream water depth is 1.75m, the downstream water elevation is higher than 2.53m (the 
bottom elevation is 0.78m), an M1 type backwater curve is expected; otherwise an M2 type backwater curve is 
expected. The floor elevation of opening in Pool 10 is not submerging in these scenarios and thus no outflow 
into the river. When an M1 type back water profile was occurred, the floor elevation of opening in Pool 26 is 
submerged, and an outflow into the river is expected, as shown in in Figure 4. 
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Figure3. Water surface profiles for Pools 1–42 of the self-adapting 

fishway entrance when the upstream water depth is 2.5m. 
 

 
Figure 4. Water surface profiles for Pools 1–42 of the self-adapting 

fishway entrance when the upstream water depth is 1.75m. 
 
3.2 The flow split ratio 
 The water outlets will act as the main fishway entrance when it worked as the main water outlet.        
Fishways are designed to run at uniform flow condition as this will require the minimum fishway length by 
having an equal water level drop in each pool. When the tailwater level rises above the uniform condition, the 
water level drop between pools, △h, close to the downstream end of the fishway decreases. The backwater 
condition may diminish fish attraction to the fishway entrance due to lower flow velocities from decreased △h 
values. In the self-adapting fishway entrance, when the tailwater level raised, the lower water outlet and the 
connecting VSF section all have a greater water depth, and the resistance was increased, the velocity was 
decreased, and the split ratio was decreased too. At the same time, the raised tail water level was higher than 
the bottom elevation of the opening of the turning pool, the water will flow out, and it will act as a fishway 
entrance. 
 When the upstream water depth is 2.5m and the downstream water elevation is 2.25m, the water depth 
at the 1#, 2# and 3# water outlets are 0.14m, 0m, 1.47m, the velocities are 1.02m/s, 0m/s, 0.44m/s, and the 
discharges are 18%, 0%, 82 of the total flow, respectively. In this scenario, the 3# water outlet acts as the 
main fishway entrance. When the downstream water elevation rise to 4.01m, the water depth at the 1#,2# and 
3# water outlets are 0.11m,0 .43m,3.23m, the velocities are 1.3m/s,0.83m/s, 0.03m/s, and the discharges are 
24%, 58% and 18% of the total flow, respectively. In this scenario, the 2# water outlet acts as the main 
fishway entrance. When the downstream water elevation rise to 5.12 m, the water depth at the 1#, 2# and 3# 
water outlets are 0.51m, 1.43m, 4.34m, the velocities are 1.05m/s,0.11m/s, 0.02m/s, and the discharges are 
70%, 21% and 9% of the total flow, respectively. In this scenario, the 1# water outlet acts as the main fishway 
entrance. The flow split ratio are shown in Figure 5 and listed in Table 2. 
 When the upstream water depth is 1.75m, the downstream water elevation is 2.29m, there are no the 
water flow out through the 1# and 2# water outlets, the 3# water outlets discharge 100% of the total flow, with 
a velocity 0.27m/s and a water depth 1.5m, and it acts as the main fishway entrance. When the downstream 
water elevation rises to 4.18m, there are no water flows out through the 1# water outlet. The water depth at 
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the 2# and 3# water outlets are 0.49m and 3.4m, the velocities are 0.55m/s and 0.03m/s, the discharges are 
71% and 29% of the total flow, respectively. In this scenario, the 2# water outlet acts as the main fishway 
entrance. The flow split ratio are shown in Figure 6 and listed in Table 3. 
 

 
Figure 5. The flow split ratio of the self-adapting fishway entrance when the 

upstream water depth is 2.5m. 
 

  
Figure 6. The flow split ratio of the self-adapting fishway entrance when the 

upstream water depth is 1.75m. 
 

Table 2. The data of the water outlets when the upstream water depth is 2.5m 

DWL 
(m) 

1#  water outlet 2# water outlet 3#  water outlet 
H 

(m) 
U 

(m/s) 
Q 

(l/s) 
SR 
(%) 

H 
(m) 

U 
(m/s) 

Q 
(l/s) 

SR 
(%) 

H 
(m) 

U 
(m/s) 

Q 
(l/s) 

SR 
(%) 

2.25 0.14 1.02 21.59 18 0.00 0.00 0.00 0 1.47 0.44 96.97 82 

2.72 0.15 0.96 22.02 20 0.00 0.00 0.00 0 1.94 0.29 83.91 80 

3.15 0.11 1.16 18.98 21 0.03 0.94 4.57 5 2.37 0.17 58.79 73 

3.52 0.10 1.21 17.79 18 0.14 1.17 23.62 23 2.74 0.13 54.14 59 

4.01 0.11 1.30 21.78 24 0.43 0.83 53.71 58 3.23 0.03 15.25 18 

4.81 0.43 1.24 79.22 54 1.18 0.30 52.49 36 4.03 0.02 14.44 10 

5.12 0.51 1.05 80.12 70 1.43 0.11 23.44 21 4.34 0.02 10.21 9 

DWL: Downstream water level; H: water depth in the water outlet; U: velocity; Q: water quantity; SR: flow split ratios. 
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Table 3. The data of the water outlets when the upstream water depth is 1.75m 

DWL 
(m) 

1# water outlet 2#  water outlet 3# water outlet 
H 

(m) 
U 

(m/s) 
Q 

(l/s) 
SR 
(%) 

H 
(m) 

U 
(m/s) 

Q 
(l/s) 

SR 
(%) 

H 
(m) 

U 
(m/s) 

Q 
(l/s) 

SR 
(%) 

2.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 1.51 0.27 61.90 100 

2.74 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 1.96 0.23 68.49 100 

3.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 2.32 0.19 64.61 100 

3.55 0.00 0.00 0.00 0.00 0.04 0.98 6.28 14 2.77 0.09 36.25 86 

4.18 0.00 0.00 0.00 0.00 0.49 0.55 40.49 71 3.40 0.03 15.61 29 

4.48 0.00 0.00 0.00 0.00 0.81 0.24 29.14 77 3.70 0.01 8.01 23 
DWL: Downstream water level; H: water depth in the water outlet; U: velocity; Q: water quantity; SR: flow split ratios. 
 
4 DISCUSSIONS 
 A fishway entrance design needs to take into consideration the water surface profile, water depth, 
velocity and some other hydraulic factors (Oldani et al., 2002; Stuart et al., 2007; Croze et al., 2008). But the 
most important is to take biological criteria into account (Hai, 1980; Lucas et al., 2001; Rodríguez et al., 2006). 
As the fishway entrance design evolves to encompass fish communities, there are more variables to be 
accounted for in the design of a fishway. For example, having a uniform water surface profile may be targeted 
in the migration period. But in reality, the uniform flow conditions are rarely happened. In this way a fishway 
entrance must accommodate a wide range of natural variables. The perception of the current by aquatic 
organisms plays a decisive role in their oritation in rivers. Thus, it is necessary for the fishway entrance to 
maintain a sufficiently high velocity outflow, luring and guiding the fishes from the river into the fishway (Baek 
et al., 2014; 2015). When the downstream water level increased, the water depth was increased 
correspondingly, and the velocity was decreased. There need some solutions to deal with the situation, such 
as installing movable flat gate, varying the discharge and adding auxiliary flow, they are all aimed to maintain 
a proper velocity of the entrance outflow. But installing movable flat gate need some other facilities, such as 
water depth gauges and gate lifting devices, and the operation of the gate is fussy issues; especially when 
there is more than one gate. Varying the discharges of the fishway is not so economical. Adding auxiliary flow 
also need large amount water and the adding water devices need specified design and operation. 
 Based on the law of the water depths changes in the VSF (Rajaratnam et al., 1986; Wu et al., 1999; 
Marriner et al., 2014; Marriner et al., 2016), a water level adaptive fishway import was designed, and its water 
depth under deferent scenarios was studied by experiments. The water level adaptive fishway import does not 
have any gate, and it can change the main fishway inlet corresponding to the downstream water level. This is 
mainly because, when the downstream water was raised higher than the bottom elevation of the opening in 
the 2# water outlet, it is much easier to get out from the opening to the river for the water from the upstream, 
comparing to conquer the block force come from the big amount water body and the baffle plane, alone the 
way to the 3# water outlet. The split ratios of the typical scenarios have proved the effectiveness of the self-
adapting fishway entrance. Thus, the fishway entrance is changed corresponding to the downstream water 
levels. The higher the downstream water level, the higher outlet will act as the main fishway entrance. It 
applies to other conditions too.  
 There is another advantage for the self-adapting fishway entrance. When the main fishway entrance 
changed, the relatively lower water outlets are still connected to the river, and they still are feasible paths for 
the fishes get into the outlet. It is important, especially for the bottom-living fishes, the lowest outlet always 
connected to the river, acting as an available path without any blocks (Goodwin et al., 2014). 
 There appears to be some deficiencies as well. When the lowest water outlet (3# water outlet) act as the 
main fish entrance, the velocities (0.19m/s~0.44m/s) are not sufficient enough. It needs some optimization to 
increase the velocities, such as narrow the width of the 3# water outlet. Additionally, in some scenarios it is 
unnecessary to let the water flow out from the higher water outlet. For example, senario1~senario 3, when the 
upstream water depth is 2.5m, the downstream water elevations are 2.25~3.15 m, the water depth at the 1# 
water outlets are 0.11~0.15m, the discharges are 18%~21%. In all these scenarios, the main fish entrance is 
the 3# water outlet, but part of the water can discharge from the 1# water outlet and form a water fall which no 
fishes can jump through. The split flow at the 1# water outlet reduces the flow rate and the current velocity in 
the main entrance.  
  
5 CONCLUSIONS 
 In this paper, a self-adapting fishway entrance without any gate suitable for the large variation of 
downstream water level was proposed. The entrance contains several parallel connected returning sections of 
VSF, and some returning sections have opening to the river. Each opening has a specific bottom elevation, 
and the bottom of the opening is higher than the inner pool. When the water level in the adjacent pool is lower 
than the bottom of the opening, the water will move to the next inner pool normally. When the water depth in 
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the pool is higher than the bottom of the opening, the water will flow out into the river, and form a current with 
proper velocity to attract fishes. The flow split ratios, flow patterns and velocity profiles of the openings under 
different scenarios were studied by hydraulic model tests. All the test results have proved that it can change 
the main fishway inlet corresponding to the downstream water level, and the opening will act as the main fish 
entrance when the downstream water level is higher than the bottom elevation within a certain range. It 
always maintains a sufficiently velocity in the water outlet, and keep the luring to the fishes. When the main 
fishway entrance changed, the relatively lower water outlets are still connected to the river, they still are 
feasible paths for the fishes getting into the outlet. It is important for the bottom-living fishes that the lowest 
outlet always connected to the river, acting as an available path. The fishway entrance is compact, self-
adapting and suitable for the large downstream water level variation when the openings bottom elevations are 
designed properly.  
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ABSTRACT  
 
The mean flow and mixing properties of single and interacting round vertical turbulent buoyant jets issued in 
calm and uniform ambient environment have been determined by employing an advanced integral model 
(AIM), which uses composite profile functions for the transverse distributions of mean axial velocities and 
mean concentrations. The groups of N = 2, 5, 11 and 25 buoyant jets issued from equally spaced nozzles of 
equal diameter, located in horizontal series, and the groups of N = 3, 6, 12 and 24 buoyant jets issued from 
rosette-type formations have been solved. Two values of initial densimetric Froude number have been taken: 
2.5 (plume-like) and 25 (jet-like).The half spacing between adjacent nozzles has been taken equal to the 
nozzle diameter. Then, the centreline and transverse distributions of velocities have been used to calculate 
the mean kinetic energy flux. The variations of maximum axial velocities and concentrations in buoyant jet 
cross-sections are plotted in diagrams versus the longitudinal distance, along with their asymptotes. In the 
same diagrams the semi-empirical expressions valid for plane/round plumes/jets are given for comparison. 
The effect of interacting buoyant jets on the mean kinetic energy flux is investigated in the whole buoyancy 
region and special care is paid on the asymptotic behaviour in the plume-like and jet-like cases. It was found 
that the variation of the kinetic energy flux is actually identical (all curves coincide practically to each other) for 
interacting plumes independent from their number and group formation. This behaviour implies self-similarity 
occurrence in plumes, while the constant divergence of the mean kinetic energy flux along the main flow 
direction indicates the application of the superposition method. For jets, it is observed that the kinetic energy 
flux variation differs significantly among the groups and especially from the variation of the plane jet. 
  
Keywords: Buoyant jet interaction; turbulent jets/plumes; mean flow properties; superposition method; 

linear/rosette-type outfall. 
 
 
1 INTRODUCTION  

There is a plethora of natural and man-originated phenomena that occur on surface of water bodies and 
in the atmosphere where buoyant forces play a significant role in their evolution forming buoyant jets. There 
are also many cases where adjacent buoyant jets interact with each other forming more complicated flow and 
mixing fields. Some of the most common natural phenomena are the upward or downward density currents in 
lakes, sea and atmosphere, due to temperature and/or density differences, natural gas escapes from earth 
faults, volcano eruptions etc. Man-originated phenomena usually occur in engineering applications, i.e. when 
wastewater, thermal effluent or brine is discharged by multiport diffusers and rosette-type risers in water 
bodies, or when air pollutants, heat and moisture are emitted into the atmosphere by groups of heat 
exchangers, cooling towers, chimneys and vehicle exhausts. All aforementioned phenomena, as mainly 
governed by buoyancy, are evolving gradually to plumes and might be considered as composed by an infinite 
number of infinitesimal point or line plumes. Alternatively, an approximated simulation for practical applications 
could be a suitable group of a finite number of round or plane plumes issued from shortly spaced sources. 

The present work is focused on the single round or plane vertical turbulent buoyant jet (Yannopoulos, 
2006) and on the groups of N = 2, 3, 5, 11 and 25 interacting round vertical turbulent buoyant jets issued 
vertically upwards into calm and uniform ambient environment from equally spaced nozzles of the same size 
located shortly in a horizontal line or in rosette-type formations (Yannopoulos and Noutsopoulos, 2006a; 
Yannopoulos and Noutsopoulos, 2006b; Bloutsos and Yannopoulos, 2009; Yannopoulos, 2010). Since for 
these cases the longitudinal distribution of the mean axial velocity is obtained by solving the momentum and 
buoyancy flux equations, the longitudinal distribution of the kinetic energy flux for the mean flow can be 
calculated and compared to the corresponding distribution for the single vertical round turbulent buoyant jet 
and the limiting case of a group of infinite number of buoyant jets, as well as to the plane buoyant jet. Finally, 
important implications will be extracted regarding the application of superposition method in groups of 
adjacent plumes of any number and formation. 

 
2 DEFINITIONS AND CONSIDERATIONS 

The single or multiple turbulent buoyant jets considered are issued upwards from vertical round or slot 
nozzles of size D (diameter or slot width) into a quiescent ambient environment of uniform density, ρa. The 
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initial jet density is ρ0 ≤ ρa. A Cartesian coordinate system O(x,y,z) and a cylindrical coordinate system 
O(φ,r,z) are considered with z-axis vertical and origin O at the centre of the jet exit. In the case of a line series 
of nozzles, x-axis connects the centres of nozzles at jet exit cross-sections. The main features of the buoyant 
jets, single or multiple, are shown in Figure 1 along with the coordinate systems. The over bar means a time 
averaging quantity. Since the present work examines only mean flow properties, this symbolization is 
thereafter omitted in the sake of simplicity. Mathematically, the flow and mixing fields can be predicted by the 
set of partial deferential equations (PDE) of continuity, momentum and conservation of buoyancy, which are 
written for the mean flow, using the Reynolds substitution for each variable X=x+x, where X is any 
instantaneous value with mean value x and fluctuation x at time t; then PDE are time averaged. For turbulent 
buoyant jets, the viscosity term in the momentum equations is negligible compared to the corresponding 
turbulent term and omitted. The dynamic pressure term is also considered negligible, while for small density 
differences between jet and environment (ρa/ρ0<0.1), Boussinesq’s approximation is applicable. Under the 
aforementioned approximations and considering no swirl, the governing equations are written as: 

 
 

Figure 1. Vertical turbulent buoyant jets: (a) Round buoyant jet; (b) Slot (plane) buoyant jet; (c) Round 
buoyant jets in series; (d) Round buoyant jets on the apexes of a equilateral triangle. 
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where, w = mean velocity in the z direction, vi  v = mean velocity in y direction if i=0 (plane buoyant jet) or vi  
ur in r direction if i=1 (round buoyant jet), ui  u = mean velocity in x direction if i=0 or ui  uφ in φ direction if 
i=1; w, vi, ui, c = corresponding fluctuations; c=(ρa-ρ)/(ρa-ρ0) = mean concentration at (xi,yi,z), x0  x, x1  φ, 
y0  y, y1  r, ρ = mean density, τzyi, τzxi = mean turbulent shear stresses acting on plane z and parallel to axis 
yi or xi, correspondingly; g0= g0(ρa-ρ0)/ρ0 = apparent gravity acceleration; ωi = (w2+ui

2+vi
2)/2 = kinetic energy 

for mean velocities; and f = remaining terms of mean kinetic energy. 
The phenomena, where the present work is focused on, have been solved by employing the advanced 

integral model (AIM) proposed by the author (Yannopoulos, 2010), which is based on the concept of the 
entrainment restriction approach (ERA), but using composite functions in the transverse directions for the 
mean axial velocities and mean concentrations, instead of using typical Gaussian profiles. ERA is a particular 
integral method applied when the flow field has symmetry planes (Yannopoulos and Noutsopoulos, 2006a; 
Bloutsos and Yannopoulos, 2009). The composite profiles have been formed using the superposition method 
(SM). SM is based on the conservation of momentum for jet-like flows and conservation of the divergence of 
mean kinetic energy flux with respect to z in the main flow direction. AIM has managed to obtain 2nd order 
accuracy (errors less than10%). To get the centreline axial velocity and concentration distributions, the 
integral forms of Eqs. (1), (2) and (3) have been solved by applying the following boundary conditions: 

 For the centreline of a linear or rosette-type diffuser 
 

 0,0,,0,  cucvccuvww iizxizyimNiimN   [5] 

 
 On the symmetry planes of a linear or rosette-type diffuser 
 

  0,0,0  cucvuv iizxizyi   [6] 

 
 For yi or xi ∞ of a linear or rosette-type diffuser 
 
  0,0,0,,,0  cucvcuuvvw iizxizyiieiiei   [7] 

 
where, vie and uie = entrainment velocities in y and x direction, correspondingly, if i=0 or r direction if i=1. 
Finally, the system of equations is closed by assuming that the nominal widths of buoyant jets are considered 
to be approximated by the quasi-linear functions bw=Kwz and bc=Kcz for the mean velocity and concentration, 
where the spreading rate coefficients Kw and Kc are given by Yannopoulos (2006) as: Kw=0.11 for a round 
buoyant jet, Kw=0.132 for a plane buoyant jet and Kc=λΚw. The parameter λ have been calculated by the 
empirical formula given by Wang and Law (2002): 

 

   
4/3
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p

N
pjj   [8] 

 
where, λj=1.50 and 1.23 for plane and round jets, and λp=1.21 and 1.04 for plane and round plumes, 
correspondingly. RN = the local Richardson number for the group of N interacting buoyant jets, which is found 
by Yannopoulos (2006) to be: 
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where, p=0.144, 
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 for a rosette-type diffuser are the fluxes of 

buoyancy and mean kinetic energy for the composite field of N interacting buoyant jets; t = half spacing of the 
centres of successive nozzles of buoyant jets; aN=2/N angle between consecutive symmetry planes. Details 
on the computation of fluxes are provided by Yannopoulos (2010). For plane plumes RNRp=0.2907 and for 
round plumes RNRp=0.3521. Coefficient λB, which introduces the turbulence contribution in the mean 
buoyancy flux, have been calculated by the empirical formula given by Wang and Law (2002): 

 

        
p

N
BpBjBjB R

R
                                                    [10] 

 
where λBj=1.04 and 1.076 for plane and round jets, and λBp=1.18 and 1.15 for plane and round plumes, 
correspondingly. 

 
3 RESULTS AND DISCUSSION 

The linear groups of N=2, 5, 11 and 25 and the rosette-type groups of 3, 6, 12 and 24 buoyant jets have 
been solved, which are issued vertically upwards in a stagnant ambient environment from equally spaced 
round nozzles of equal diameter. The cases of plume-like behaviour (F0 = 2.5) and of jet-like behaviour (F0 = 
25), with half spacing t/D=1, have been examined and the longitudinal distributions of the maximum values of 
axial velocity and concentration at a cross-section, as well as the kinetic energy flux have been calculated, 
normalized and plotted in Figure 2 (a, b, c, d, e, f), regarding the linear group, and in Figure 3 (a, b, c, d, e, f), 
regarding the rosette-type group. These results are also compared to the cases of a single buoyant jet (N=1), 
an infinite row of buoyant jets (N=infinite) and the semi-empirical solutions for a single plane and round plume 
for the plume-like cases and for a single plane and round jet for the jet-like cases. The normalized distance Z 
is defined as Z=(z/D)F0

-4/(3+i) and the normalized velocity and concentration as WN*=(wN/w0)F0
2(1+i)/(3+i) and 

CN*=(cN/c0)F0
2(1+i)/(3+i), correspondingly, where F0=w0/(g0D)1/2; wN and cN are the corresponding maximum 

values of axial velocities and concentrations at a cross-section of a group of N buoyant jets, and w0 and c0 
their corresponding values at the source exit. The normalized kinetic energy is defined as 
EN*=(εN/ε0)F0

2(1+i)/(3+i), where εN is the kinetic energy flux of a group of N buoyant jets at a cross-section z, ε0 is 
the value of the kinetic energy flux at the source exit; i=0 for plane buoyant jets and i=1 for round buoyant jets, 
according to the definitions given by Yannopoulos (2010). 

Paying attention on Figures 2 (a, b) and 3 (a, b) regarding the plume-like cases, it is evident that the 
asymptotic behaviour of a group of N∞ interacting plumes approaches fairly well the two-dimensional (plane 
plume) behaviour, both for velocities and concentrations, for either the linear group or the rosette-type 
formations. This fact is not evident for the corresponding jet-like cases shown in Figures 2 (d, e) and 3 (d, e), 
where the two-dimensional (plane jet) behaviour differs drastically from the infinite-jet asymptotes. 

A very important implication is drawn, paying attention on Figures 2 (c) and 3 (c) regarding the plume-like 
cases, where the curves representing the variation of the mean kinetic energy flux in the main flow direction, 
for all the group formations examined, coincide to each other forming practically one curve. This curve has the 
same asymptotic behaviour with the limiting cases of the groups of infinite plumes, as well as with the two-
dimensional (plane plume). This finding implies, on one hand, that self-similarity is actually obtained in plumes 
and, on the other, that the divergences of the kinetic energy flux with respect to main flow distance (i.e. for 
Z≥5) is conserved. The latter result inspired the application of the superposition method in plume groups by 
adding the individual local kinetic energy fluxes (i.e. wj

3) for each plume of the group, which predicts linearity 
of the PDE of the mean kinetic energy in terms of w3. Therefore, 

 

    



N

j
jN ww

1

33
                                                                  [11] 

 
where, (w3)N is the cubic power of the axial velocity at a predefined location of the composite flow field of the 
group of N plumes and wj

3 is, at the same location (x,y,z), the cubic power of the axial velocity of the j-th 
plume considered as single. The concept expressed by Eq. [11] has been successfully applied for linear and 
rosette-type plume formations issued in quiescent surroundings, as well as for a row of plumes in a current 
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(Yannopoulos, 1984; 1996; 2010; Bloutsos and Yannopoulos, 2005; Yannopoulos and Noutsopoulos, 2006b; 
Bloutsos and Yannopoulos, 2009; Lai and Lee, 2012). 
 

 
Figure 2. Normalized distributions along the main flow direction for linear groups; left column is the plume-like 

case (F0=2.5); right column is the jet-like case (F0=25): (a) and (d) mean axial velocity; (b) and (e) mean 
concentration; (c) and (f) mean kinetic energy flux. 

 
The variation of the kinetic energy flux of the jet-like cases shown in Figures 2 (f) and 3 (f) differs 

appreciably between groups depending mainly on the number of buoyant jets. The asymptotic behaviour of a 
group of infinite jets is also very different than the two-dimensional (plane jet) behaviour, which means that the 
kinetic energy flux is inappropriate to be used for superposition solutions of buoyant jets in the jet-like 
buoyancy region. It is noticed that the jet-like case is a limiting behaviour of a buoyant jet, with a high Froude 
number, but not infinite, in contrary to the case of a pure jet, where Froude number is infinite and 
superposition method can be applied via local momentum fluxes due to the conservation of momentum. In this 
case, the momentum PDE becomes also linear with respect of w2 (Yannopoulos and Noutsopoulos, 2006b; 
Yannopoulos, 2010). 

 
4 CONCLUSIONS 

From the results of the present work, it can be concluded that self-similarity holds in the plume groups, 
independent from the number of plumes and the type of group formation. The divergence of the mean kinetic 
energy flux with respect to the distance along the plume is conserved and has practically the same value for 
all the groups from 1 to infinite number of plumes, as well as for a two-dimensional (plane) plume. This finding 
inspired the application of the superposition method in obtaining the axial velocities of a group of plumes at 
predefined positions by adding the local kinetic energy fluxes of individual plumes. Linearity of kinetic energy 
PDE is revealed for plumes. The superposition method using the fluxes of kinetic energy is inappropriate to be 
used in groups of buoyant jets in the jet-like region of buoyancy. 
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Figure 3. Normalized distributions along the main flow direction for linear groups; left column is the plume-like 

case (F0=2.5); right column is the jet-like case (F0=25): (a) and (d) mean axial velocity; (b) and (e) mean 
concentration; (c) and (f) mean kinetic energy flux. 
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ABSTRACT  
  
The vertical profile of streamwise velocity distribution is necessary information for sediment transport 
computation and aquatic habitat evaluation. However, predicting velocity distribution for hydraulically rough 
and low relative submergence is still challenging. In this study, we demonstrate a procedure as an approach 
for predicting the double-averaging (DA) vertical profile of streamwise velocity distribution for intermediate and 
low relative submergence condition based on a limited set of known parameters, such as flow discharge ܳ, 
bed slope or energy slope ܵ, representative grain size diameter ଼ܦସ, and channel width ܤ. The procedure 
consists of two steps. First, the flow resistance prediction with variable-power equation (VPE) is used to 
calculate the depth-averaged parameters (mean flow depth	݄, depth-averaged velocity ܷ	and shear velocity 
∗ݑ ). Then, these parameters are used in the velocity distribution equation. The results of the measured 
parameters and predicted velocity profiles are compared using data measured from field and experimental 
flumes over cobble and gravel beds. On this basis, the mean flow depth, shear velocity, and depth averaged 
velocity are not found to be significantly different from those of the measurement data. In the bed elevation 
approach, it is not possible to obtain a good fit between the predicted and measured velocity profiles due to 
difficulties in representing the roughness height and standard deviation. However, the challenges of DA 
parameterization can be seen clearly on the relation with flow resistance. In addition, this approach may be a 
potential approach to describe the flow characteristics over rough beds instead of using turbulence or high 
cost numerical simulations.  
 
Keywords: Double-averaging method (DAM); vertical distribution of streamwise velocity; low relative submergence.  
 
 
1 INTRODUCTION   

In river engineering, it is essential to understand the vertical profile of the streamwise velocity. The 
streamwise velocity determines the overall resistance to flow, which is necessary information for sediment 
transport computation and aquatic habitat evaluation. Shear velocity ࢛∗, which is one of parameters in flow 
resistance equations, is usually obtained through measured velocity distribution profile. In addition, the 
velocity measurements are made in the region for which the logarithmic distribution applies. However, when 
the bed condition is hydraulically rough and the relative submergence, i.e., the ratio of flow depth and 
roughness height, is low, the flow near the bed is spatially heterogeneous and three-dimensional. This 
condition may influence the flow over the whole depth and the vertical profile of the streamwise velocity may 
not always be logarithmic, especially the region near the bed (within the roughness layer) directly affected by 
bed roughness.  

Double-averaging (DA) method is based on temporal and spatial averaging of the Navier-Stokes equa- 
tion and recently applied in order to analyze the spatial heterogeneity of the time-averaged flow near the bed. 
Many research studies have been conducted in order to predict the DA velocity profile for intermediate and 
low relative submergence. They found that the logarithmic distribution still adequately describes vertical 
velocity distribution in the area above the roughness layer in gravel-bed flows (Dittrich and Koll, 1997; Franca 
et al., 2008). In studies investigating spherical-segment bed flows (Nikora et al., 2001), gravel-bed flows 
(McLean and Nikora, 2006) and glass-bead-bed flows (Shimizu et al., 1990), researchers also found that the 
double-averaging vertical profile of streamwise velocity over a two-dimensional (2D) bed forms a consistently 
linear distribution in the region near the bed and logarithmic region above it. Another researcher found that the 
exponential behavior strengthens with an increase in relative submergence within the roughness layer (Nikora 
et al., 2004a). Furthermore, Ferreira (2008) experimented with changes in the bed topography by adding sand 
to coarse-gravel beds and found that there were two linear (or double-linear) distributions of DA vertical profile 
of the streamwise velocity with different slopes within the interfacial and form-induced sublayers. These imply 
that the relative submergence and roughness geometry can influence the velocity profile forms near the bed. 

Although the shape of DA vertical profile of the streamwise velocity for intermediate and low relative 
submergence flow have been suggested, however, there are still some unresolved issues in the 
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parameterization of DA velocity profile for rough and low relative submergence. For example, Franca et al. 
(2008) found that even the logarithmic flow may well describe the velocity profile in the central depth region, 
the von Karman constant, which is universal and equal to 0.4, does not exist. Aberle et al. (2008) investigated 
that the upper limit of roughness layer (in other words, the lower limit of logarithmic layer) could not be 
identified due to a gradual increase of form induced stress toward the top of the roughness. In addition to the 
difficulties in determining the lower limit of the logarithmic layer, it was also challenging to determine the 
reference bed and the thickness of the roughness.  

The present study intends (1) to clarify several issues related to the parameterization of double-averaging 
(DA) vertical velocity profiles, and (2) to demonstrate an approach for DA vertical profile of the streamwise 
velocity prediction through flow resistance equation for intermediate and low relative submergence conditions 
over rough bed (such as gravel- or cobble-bed). In the following sections, we first present the details of 
several past studies about the flow parameters for the roughness and logarithmic layers from the point of view 
of the DA framework, and also about the flow resistance equation. Second, we propose a procedure to predict 
the DA vertical profile of streamwise velocity distribution from generally known parameters obtained by the 
flow resistance equation. Then, these parameters performance are tested for the velocity distribution 
equations in DA framework. Finally, we outline the difficulties encountered in the parameterization of the 
procedure.  
  
2 PAST RESEARCHES  
 
2.1 Roughness layer 
 
2.1.1 Interfacial sublayer  
 The roughness layer consists of interfacial sublayer and form-induced sublayer. The interfacial sublayer 
extends from the roughness trough ݖ௧to the crest or top ݖ (Figure 1) and is directly influenced by individual 
roughness elements. To parameterize the velocity distribution in the interfacial sublayer, Nikora et al. (2001) 
assumed that the flow dynamics below the roughness tops was primarily caused by the wake turbulence, 
which could be parameterized by the bed shear stress and constant eddy viscosity. These assumptions lead 
to the following linear velocity distribution, 
 

 
 
 
where 〈ݑത〉  is DA velocity, ܥ  is constant, where ܥ ൌ ሻߜሺ〈തݑ〉 ⁄∗ݑ , and it should depend on the roughness 
geometry, ߜ ൎ ݖ െ ݀  is lower bound of the logarithmic layer in the displaced coordinate system (or the 
thickness of boundary layer), ݑ∗ is shear velocity, ܼ ൌ z െ  ,and ݀ is the displacement height. Furthermore	௧ݖ
Nikora et al. (2004) proposed linear distribution model (Eq. (2)) and an exponential distribution model (Eq. (3)) 
for interfacial sublayer region. They found that linear DA velocity shows exponential behavior as the relative 
submergence ܪ ∆⁄  increases, where ܪ is the maximum flow depth, and ∆ is the roughness height (Figure 
2).  
 
 
 
 
 
 
 
where 〈ݑത〉ሺݖሻ  is DA velocity at the roughness crest, ݈ ൌ ሻݖሺ〈തݑ〉 ሺ݀〈ݑത〉 ⁄ݖ݀ ሻ௭⁄  is scale characterizing flow 
dynamics below the roughness crest and ߚ is parameter.  

The spatial heterogeneity of bed roughness makes it difficult to determine the roughness crest. Many 
researchers have suggested the use of ଽଽݖ	 , which is 99% of observed bed elevations are smaller, as 
representative of bed crest (Aberle et al., 2008; Nikora et al., 2007b) for rough and irregular beds. This 
parameter has been chosen to minimize the influence of topography measurement errors and local effects 
due to the random nature of the beds. The roughness crest ݖ is an important parameter when predicting the 
DA vertical profile of streamwise velocity distribution because the linearity of DA velocity disappears in the 
region above the roughness crest (Mclean and Nikora, 2006). In addition, the displacement height ݀	 is 
another important parameter to predict velocity profile within this layer. 
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ߜ
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Figure 1. Flow subdivision for rough permeable bed. 

 

 
Figure 2. The influence of flow submergence on the velocity profile. 

 
2.1.2 Form-induced sublayer 

The flow in the form-induced sublayer is influenced by the individual roughness elements that affect the 
region just above the roughness crest (Nikora et al., 2001). According to Raupach et al. (1991), the roughness 
elements may influence the local flow structure within 0	 ൏ ݖ	 െ zୡ 	൏ 	 ሺ1	 െ 	4ሻ	ߜ, i.e., the thickness of form 
induced sublayer, ߜி 	ൌ 	  .ோ is the lower limit of logarithmic layerݖ where ,ߜ	 (Figure 1) may be up to (1- 4)ݖ	–	ோݖ
The upper limit of the form-induced layer is difficult to determine. Many studies assume that the potential 
transition effects in the form-induced sublayer can be neglected when making an approximation of the DA 
vertical velocity profile, and this assumption is supported by McLean and Nikora (2006) who found that the 
logarithmic region disappears when the water level approaches the roughness crest and the entire vertical 
profile of the streamwise velocity distribution becomes linear. Aberle et al. (2008) analyzed the spatial flow 
heterogeneity in terms of the form-induced stress over rough gravel beds for shallow flows. They stated that 
the upper limit for the roughness layer (or the upper limit of form-induced sublayer) could not be identified due 
to the gradual increase of form-induced stresses towards the roughness crests. 

 
2.2  Logarithmic layer 

McLean and Nikora (2006) concluded that the DA vertical profile of the streamwise velocity for flow over 
2D bed forms consists of linear near-bed region and logarithmic region above. The equation used to represent 
the logarithmic distribution of the DA vertical velocity is similar to that of the log-law equation for smooth beds, 
except that some parameters are redefined. Nikora et al. (2002b) considered the following logarithmic 
parameterization of the logarithmic profile, 
 
 
 
 
 
where 〈ݑோതതത〉 is the double-averaging velocity at the integration level ݖ ൌ 	ݖ ோ. The plane defined byݖ ൌ 	݀ is 
situated somewhere between the top of the roughness layer and the roughness troughs. The zero-plane 
displacement ݀ as the origin of the logarithmic profile is redefined as the position where large scale eddies 
“feel” the river bed (Nikora et al., 2002b).  
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Figure 3. Momentum balance in 2D rough bed flow 

 

 
Figure 4. Ratio between the bed shear stress and the shear stress at roughness crest (white symbols) and 

between the corresponding shear velocities (black symbols), for a range of relative submergences ܪ ݇	⁄ and 3 
different porosities ߶ 

 
In classical approach, the assumption that ݑ∗ is an equivalent way of expressing the bed shear stress is 

widely used in the open channel flows. Pockrajac et al. (2006) evaluated the shear velocity that is suitable for 
use as the universal velocity scale for flows over rough beds, and found that the shear velocity calculated by 
using the total fluid shear stress ߬ (Eq. (5)) at the roughness crest (at ݖ	 ൌ 	0 in Figure 3) can be significantly 
different from that calculated using the bed shear stress	߬ௗ (Eq. (6)), as can be seen from Figure 4, where ρ 
is the water density, ݃ is the accelerated gravity, ݄ is the mean flow depth, ܵ is the bed or energy slope, ߶ is 
porosity of the rough bed, and ݇ is the characteristic roughness height. 
 
 
 
 
 
Furthermore, they also showed that the shear velocity evaluated using the bed shear stress is over-estimated 
by the factor shown in Figure 4, so the ߢ is also over-estimated by the same factor. The zero-displacement for 
rough bed is also one of the parameters that is still difficult to define. Nikora et al. (2002b) found that ݀ is 
typically located between roughness crest and trough, and tends to move towards the troughs for more 
energetic and sparse roughness elements. It is usually determined from a given data set of velocity gradients. 
 
2.3   Flow resistance for gravel-bed rivers 

For rough and low relative submergence flow conditions, the flow that is strongly affected by relatively 
large bed elements. Moreover, research into methods for generalizing DA velocity distributions are ongoing 
and modeling the flow resistance remains challenging because simple flow resistance equations often do not 
provide precise and reliable predictions of the mean velocity. In addition, mean flow depth measurements can 
be complicated and it may be difficult to determine the mean flow depth due to irregular bed topographies and 
water surfaces in rough stream conditions.  

The flow discharge measurement is usually much more accurate than the flow depth measurement 
method. The use of non-dimensional hydraulic geometry equations has been suggested to link the mean 

߬ ൌ  ݄ܵ݃ߩ

߬ௗ ൌ ݄݃ߩ ሺܵ  ߶݇ሻ
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velocity to the flow discharge (Rickenmann, 1990; Aberle and Smart, 2003; Ferguson, 2007). Rickenmann 
and Recking (2011) suggested the use of ܷ∗∗ and ݍ∗∗, the non-dimensional hydraulic geometry equations (Eq. 
(7)), to link the mean velocity to the flow discharge, as has been proposed in many studies. These 
dimensionless variables were found to be useful when considering the limitations related to the development 
of a ݍ-based approach at very low relative depths if the true average bed level for zero flow depth is not 
precisely known in the presence of large grains. 

 
 
 
 
 
To determine the flow resistance equation that is suitable for both shallow and deep flows over rough 

river beds, Rickerman and Recking (2011) tested a large data set covering a wide range of bed slopes, grain 
diameters, flow discharges, and river widths. Their purpose was to evaluate the performance of several 
resistance equations (i.e., Manning-Strickler, Keulegan, Hey, Bathurst, Smart and Jaeggi, and Ferguson flow 
resistance equations). They found that flow resistance predicted by variable-power equation (VPE) (Eqs. (8) 
and (9)) by Ferguson (2007) exhibits the best performance for intermediate- and low-relative submergence, 
where ଼ܦସ is representative grain size diameter, ܽଵ = 6.5 and ܽଶ = 2.5 are the calibrated parameter values 
suggested by Ferguson (2007), ܵ is the bed or energy slope, ݍ is the flow discharge per unit width of the 
channel, and ܷ is the mean flow velocity. The VPE is an equation that considers the logarithmic velocity 
profile and deviations within the roughness layer. This equation is asymptotic to the Manning-Strickler (MS) 
and Roughness layer (RL) and provides a single resistance equation that is applicable to both the shallow and 
deep flows over coarse river beds.     
 
 
 
 
 
 
 
 

In this section, some general assumptions related to the parameterization of DA vertical profile of the 
streamwise velocity and its distribution equations for intermediate or low relative submergence, especially for 
rough streams conditions, are presented. Furthermore, equations that can potentially be used to predict flow 
resistance in intermediate or low relative submergence have been explained. In the next section, an approach 
to predict the vertical profile of streamwise velocity distribution based on the flow resistance equation is 
presented. 

 
3. APPROACH TO PREDICT DA VERTICAL PROFILE OF STREAMWISE VELOCITY  
 
3.1 Outline of the procedure 

The procedure for predicting the DA vertical profile of streamwise velocity distribution is as follows. First, 
the depth-averaged parameters, such as the flow depth ݄, shear velocity ݑ∗, and depth-averaged velocity ܷ 
are calculated from several known parameters (i.e., ܳ,଼ܦସ,  .and ܵ) using the dimensionless equations (Eq ,ܤ
(7)) and Ferguson’s flow resistance equation (Eqs. (8) and (9)). Second, the calculated parameters are used 
in velocity distribution equations. Then, the predicted velocity profile is compared to the field and experimental 
measurement data.  
 
3.2  Data 

To test the performance of the proposed approach, field measurement data from Venoge and 
Chamberonne River gathered by Franca et al. (2008) and the measurement data in experimental flumes 
gathered by Yanda et al. (2016) and Olsen and Koll (2010) were used. These data sets were obtained from 
gravel-armored layer and cobble beds. The detail measurement can be seen in Table.1. These data sets are 
within the intermediate relative submergence (1.2	 ൏ ସ଼ܦ/݄	 	൏ 	4) and are also categorized as flow type III, 
which consist of a subsurface layer (if applicable), a roughness layer, and an upper flow region (Nikora et al. 
2004).  

In the table and the remainder of this paper, the data obtained from the Venoge, Chamberonne, Case A 
(Yanda et al., 2016) and gravel bed of Olsen and Koll experiment are referred to as Case I, II, III, and IV, 
respectively. 
 

∗∗ݍ ൌ
ݍ

ඥ݃ܫ଼ܦସ
ଷ
, ܷ∗∗ ൌ

ܷ

ඥ݃ܫ଼ܦସ
 [7] 

ܽଵଶܷ∗∗ఱ  ܽଶ
ଶܷ∗∗భబ య⁄

∗∗ݍ
ఱ/య

ൌ ܽଵଶܽଶ
ଶݍ∗∗

య
 

ඨ
8
݂
ൌ

ܷ
ݑ ∗

ൌ
ܽଵܽଶ ቀ

݄
ସ଼ܦ

ቁ

ඥܽଵ
ଶ  ܽଶ

ଶሺ݄ ⁄ସ଼ܦ ሻହ ଷ⁄
 

 

[8] 

[9] 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2570 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

3.3 Procedure for the flow resistance calculation 
In the field, parameters such as ܳ, ܵ,  ,are usually considered to be generally known. However	ସ଼ܦ and ܤ

in rough stream conditions, the flow depth is difficult to determine due to the irregularity of bed topography and 
water surface. Consequently, the flow depth is considered to be an unknown parameter in this procedure. The 
non-dimensional hydraulic geometry in Eqs. (7) and (8) is used to iteratively calculate depth-averaged velocity 
ܷ. Then, the mean flow depth ݄ can be obtained from the continuity equation ܳ ൌ  The shear velocity can .݄ܤܷ
be calculated using the Ferguson flow resistance (Eq. (9)). The results of these calculations are shown in 
Table 2. A T-test is used to compare measured and calculated results. 
 
3.4  Procedure for predicting the DA vertical profile of the streamwise velocity 

Within the interfacial sublayer and logarithmic layer, the velocity distributions can be expressed as 
follows: 
 

 
 
 
 
 
 

where ݖ  is the upper boundary of the logarithmic layer. Here, the ݖ௧  is assumed as the origin of 
logarithmic profile ݀ type 3 (Nikora et al., 2002b). The calculated depth-averaged parameters are used in 
velocity distribution equations to predict velocity profiles. To accomplish that, information about the bed height 
(i.e., ݖ and ݖ௧) is required as a limit for employing Eqs. (10) and (11). However, the detailed bed elevation 
data is assumed to be unavailable in the procedure. Hence, the relationship between the representative grain 
size ܦ௫  and the standard deviation of the bed elevation ߪ௭  is used, as was suggested by Coleman et al. 
(2011), where ଼ܦସ ൌ ௭ߪ4.46 . It is then referred to as calculated bed elevation ߪ௭  cal. The ߪ௭  meas was 
obtained from measurement of bed elevation and is used for comparison with ߪ௭ cal. Both ߪ௭ cal and ߪ௭ meas 
are used to determine ݖ and ݖ௧, where ݖ ൌ 	 ݖ 	ߪ௭		 and ݖ௧ ൌ 	 ݖ െ   .௭ߪ

The constant parameter ܥ	 ൎ 	5.3 (Dittrich and Koll, 1997) and ߢ	 ൌ 	0.4 were used in this procedure. In 
addition, the von-Karman constant value obtained from each measured velocity data ߢ௦ using Eq. (12) 
(Franca et al., 2008) were also used for comparison. 
 
 
 
 

For DA velocity distribution profile prediction, Nikora et al. (2001) approximation is followed, where the 
roughness effect in the form induced sublayer is neglected. It leads to the assumption that the thickness of 
roughness layer equals to the thickness of induced sublayer ௬	ோ௨௦௦ߜ	 ൎ ௦௨௬	ூௗ௨ௗߜ 	ൌ ߜ , where 
ߜ ൌ 	 ݖ െ   .௧ݖ
 
4. RESULTS AND DISCUSSIONS 
 
4.1 Flow resistance 

In the previous section, we presented an approach to predict the DA vertical profile of the streamwise 
velocity with limited set of known parameters (i.e., ܳ, ܵ,  ସ). The prediction was started by obtaining the଼ܦ and ܤ
parameters for velocity distribution equations from Eqs (7), (8) and (9). The flow resistance prediction with 
variable-power equation (VPE) was considered because it is a function asymptotic to the Manning-Strickler 
equation and represents the linear resistance relationship within the roughness layer. Furthermore, flow 
resistance can be calculated based on limited information about the streams topography with this equation. 
From Table. 2, there were some variations between the calculated parameters ݄ ೌ∗ݑ , , ܷ  and the 
measurement data. It arises because of the use of ଼ܦସ, as known that it cannot describe the bed features 
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Table 1. Data sources (measured parameters) 
case S Q	ሺ݉ଷ/sሻ h	ሺmሻ B ሺm) U ሺm/sሻ u∗(m/s) D଼ସ	ሺmሻ z୫	ሺmሻ 

I 0.0033 0.800 0.21 6.30 0.605 0.078 0.074 0.024 

II 0.0026 0.550 0.29 5.75 0.330 0.085 0.080 0.069 

III 0.0103 0.065 0.19 0.50 0.674 0.098 0.118 0.080 

IV 0.0270 0.091 0.17 0.90 0.582 0.214 0.044 0.040 
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especially in close packed bed arrangement (Coleman et al., 2011; Yanda et al., 2016). Moreover, the mean 
flow depth is usually obtained based on mean bed height information, not based on ଼ܦସ. Even so, the variation 
of calculated parameters were statistically (for significant level 0.05) not significantly different from the 
measured values. It confirms the statement that ݍ-based equation (Eq. (7)) for predicting the velocity is more 
robust and causes fewer errors in the input variables compared to those for the ݄-based equation (Ferguson, 
2007; Comiti et al., 2009; Zimmerman, 2010). 

 

4.2  Parameterization of the DA vertical velocity profile 
For the proposed procedure, the parameters (i.e., ݄ ೌ∗ݑ , , ܷ ) were applied into the velocity 

distribution equations (Eqs. (10) and (11)). The linear and logarithmic distributions equations were limited by 
roughness height ߜ	calculated using ߪ௭. The difference between ߪ௭ cal and ߪ௭ meas (Table. 3) was found to 
not significantly different (for significance level 0.05).  

In Figure 5, the predicted and measured DA vertical profile of the streamwise velocity are presented. The 
predicted velocity profiles were obtained by trying several different parameters such as ݖߪ  cal, ݖߪ  meas, 
universal ߢ value, and ߢ from measurement data. We found the predicted velocity profiles that showed a good 
match with measured profiles if the ߢ from measurement data was used for Case I, but not for Cases II, III, 
and IV. Moreover, for Case II, III, and IV, the linear and logarithmic velocity profiles could not connect. These 
discrepancies can be caused by several reasons. First, the approach of using the standard deviation of the 
bed elevation ݖߪ  to represents the height ߜ  for the surface roughness. In Cases II, II, and IV, the real 
roughness height of each might be larger than the value obtained by our calculation. For Case I, the 
roughness height represented by ݖߪ showed its similarity with the roughness height obtained from measured 
velocity profile, where ߜ ൌ 	 ோݖ െ ݀  (details in Franca et al., 2008). Furthermore, in this procedure, we 
assumed that the roughness layer is in the same height of the roughness crest. As can be seen form Figure 5, 
the roughness crest ݖ from ߪ௭ calculation was found fairly far from the value obtained by measurement of bed 
elevation (showed by the horizontal black line) for all cases. In the real case, the bed roughness can still affect 
the flow above the roughness crest (Nikora et al., 2001), for example in Cases II and III. 

Another reason is the value of von-Karman constant κ. Findings about the κ value equals to 0.41 is 
difficult to be found for intermediate and low relative submergence have been known (Franca et al., 2008; 
Pokrajac et al., 2006), the predicted velocity profile by using κ from measurement data could not help in this 
procedure. It was possibly caused by the difficulty to detect the constant κ value region. In addition, related to 
κ, the choice of universal shear velocity definition can affect κ value especially for shallow streams (Pokrajac 
et al., 2006). 

The shear velocity ݑ∗ from measured data and flow resistance equation, according to Pokrajac et al. 
(2006), is based on the shear stress at the level of roughness crest (see Figure 3). In this procedure, because 
it will be used as one of key parameters to predict the velocity profile started from the roughness crest to the 
water surface, uncertainty of the shear velocity definitions can be significant. 

            Table 3. Bed height 

case κ୫ୣୟୱ zୡ 

σ from  measured data σ௭  calculated (Coleman et al, 2011) 

ሺmሻ 
σ meas 

zୡ ሺmሻ z୲ሺmሻ δ ሺmሻ 
ሺmሻ 
σ cal 

zୡ	ሺmሻ z୲	ሺmሻ δ ሺmሻ 

I 0.19 0.08 0.020 0.044 0.004 0.040 0.017 0.041 0.007 0.033 

II 0.33 0.14 0.033 0.102 0.036 0.066 0.018 0.087 0.051 0.036 

III 0.29 0.14 0.028 0.109 0.053 0.056 0.026 0.107 0.054 0.053 

IV 0.55 0.08 0.008 0.048 0.032 0.016 0.01 0.050 0.030 0.020 

 

Table 2. Calculated parameters 
case q	ሺmଶ/sሻ q∗∗ U∗∗ Uୡୟ୪ (m/s) hୡୟ୪ (m/s) u∗ୡୟ୪ (m/s) 

I 0.127 35.08 10.51 0.51 0.25 0.089 

II 0.096 16.93 7.15 0.37 0.26 0.081 

III 0.131 10.16 5.402 0.59 0.22 0.150 

IV 0.101 21.20 8.07 0.87 0.12 0.175 
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Figure 5. The measured and predicted DA vertical profile of streamwise velocity distribution. The red line is 
the measured velocity, the black horizontal line is the bed roughness crest ݖ. The lines with black squares 
represent ߪ ,5.3=ܥ ,0.4=ߢ௭݉݁ܽݏ; the lines with black triangles represent ߪ ,5.3=ܥ ,0.4= ߢ௭݈ܿܽܿ; the lines with 
white squares represent ߢ from measured velocity, ߪ ,5.3=ܥ௭݈ܿܽܿ; and the lines with white triangles represent 
  .ݏ௭݉݁ܽߪ ,5.3=ܥ ,from measured velocity ߢ

 
From the procedure, we also found that another constant value ܥ  has possibility for the cause of 

discrepancies. The ܥ  value can be ranged from 5.3 - 6.0, which is probably due to differences in the 
roughness geometry (Nikora et al., 2001). Based on Figure 5, there is possibility that the value of ܥ should be 
smaller than 5.3 as we used in this procedure. Mohajeri et al. (2015) also found that the ܥ value can be 
smaller than 5.3 and depend on the relative submergence. 

 
5  CONCLUSIONS 

This paper proposes an approach for predicting the DA vertical profile of the streamwise velocity for 
intermediate or low relative submergence conditions based on a limited set of known parameters, such as 
ܳ, ܵ,  The procedure consists of two steps. First, the flow resistance prediction with variable-power .ܤ ସ, and଼ܦ
equation (VPE) is used to calculate the depth-averaged parameters ݄, ܷ, and ݑ∗. Then, these values are used 
in the velocity distribution equation. The calculated parameters and predicted profiles were then compared 
with measurement data. From the results show that the parameters ݄, ݑ∗, ܷ calculated by using VPE 
are not statistically different from the measured values. However, the predicted velocity profiles were not a 
perfect match for the measured profiles. This is due to the difficulty in representing the roughness height, even 
though we attempted the approach of using the standard deviation of the bed elevation ߪ௭. Furthermore, the 
use of 0.4 = ߢ and ܥ	5.3 = were found to be unsuitable and had varying values. 

Although the results of this procedure were not a good fit for the measured velocity profiles, the 
challenges in DA parameterization can be clearly seen through this procedure. An area of further study 
identified in this research is to investigate the suitable definition of shear velocity used for flow resistance 
equation, so it can be reliable to be applied for DA velocity profile prediction for intermediate and low relative 
submergence. Moreover, study about the effect of relative submergence and bed geometries to the changes 
of roughness height and the constants (ߢ and ܥ) is needed. This approach is expected to be useful for 
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describing the flow characteristics over rough beds, especially with spatially heterogeneous and three-
dimensional flows near the bed, as an alternative to using turbulence or high cost numerical simulations. 
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ABSTRACT  
  
The eutrophication and algal bloom in reservoir are sensitive to hydrodynamic condition. However, the 
relationship between hydrodynamic force and algae growth is not fully studied as an investigation mechanism. 
Focused on Microcystis aeruginosa which is frequently reported, widely spreading, strongly toxic and 
dominant species of algae-bloom in reservoirs, this study carries out a series of laboratory experiments to 
explore the responses of the algae to different hydrodynamic conditions created by the self-dependent 
hydraulic rotating device. During 90 days experimental period, the results indicates that: (1) M. aeruginosa 
treated with different representative flow velocities (0-0.5 m/s) shows significant differences in growth changes: 
the control (0m/s) group growth is slower than the dynamic groups with an exception of the one with the 
velocity of 0.5m/s and scanning electron microscopic (SEM) of the algae under 0.5 m/s proves that strong fluid 
shearing action could damage cell surface and disrupt their internal metabolism. Thus the hydrodynamic 
threshold system (covering flow velocity, turbulent dissipation, sheer stress) are established. (2) The changing 
of TN and TP demonstrated that a certain rage of hydrodynamic conditions could promote nutrient absorption 
in algal cells, the pH of the water tended to be weakly alkaline accompanied by algae growing and DO 
concentration under control fluctuated obviously (3) The results of enzyme activity (SOD, CAT, POD, AKP, 
ATP) detection showed that appropriate hydrodynamic conditions could enhance photosynthesis, reduce the 
oxidation degree relative to control (0m/s). The outcome would help further reveal the basic rule and action 
mechanism of algal bloom development, and also provide a useful reference for the prediction and hydraulic 
control of M. aeruginosa bloom. 

 
Keywords: Hydrodynamic condition; algal bloom; Microcystis Aeruginosa; growth; laboratory experiment.  

 
 

1 INTRODUCTION   
 With the development of industry and agriculture, wastewater containing nutrients were continuously 
imported into water bodies and then caused eutrophication. As the main characteristic and consequence of 
eutrophication, harmful algal blooms (HABs) breaks the normal ecological balance of aquatic organisms and 
seriously pollutes water quality, which threatening the water security and economic development (Anderson et 
al., 2002). Particularly, HABs induced by eutrophication is more likely to happen when a natural river 
transformed into the river-type reservoir because risk of eutrophication increased. Moreover, when the 
hydropower station was completed, flow condition of reservoir changed significantly, for example lower flow 
velocity and water self-purification ability which tremendously aggravating algal bloom. Over the past decade, 
HABs have been reported frequently around the world such as Three Gorges Reservoir in China (Ji et al., 
2016), Sau Reservoir in Spain (Vidal et al., 2012), Daechung Reservoir in Korea (Oh et al., 2007) and Lake 
Erie in North America (Watson et al., 2016). Hence, the trend of algal bloom shows frequency increasing, field 
extending and harm aggravating. Due to its serious ecological and societal consequences, algal bloom in 
reservoir should be better prevented and controlled immediately. 
 Many eutrophic reservoirs experienced cyanobacterial blooms, in which Microcystis aeruginosa was the 
most common and typical species (Visser et al., 2016). As a main toxin-producing algae, M. aeruginosa 
owned characteristics of widely distributing, rapidly reproducing and long blooming time (Catherine et al., 
2013). More specifically, it can form a green and stinky floating membrane on the surface of water during the 
period of bloom. Furthermore, this floating membrane continuously produces stubborn algal toxins, which 
causes an extremely adverse effect on water resources, aquatic environment and industrial and agricultural 
development (Jacoby   et al., 2011; Falconer et al., 1994). Thus, M. aeruginosa as a main toxin-producing 
alga is investigated by many researchers. Generally, hydrodynamic force, photo-thermal effect, nutrient are 
three controlling environmental conditions in the process of particular algal bloom (Heisler et al., 2008; 
Onderka et al., 2007). In previous studies, observations of toxic algal blooms are fragmented, descriptive and 
mainly focused on nutrients, light and climate like that algae density was high-positive correlation with the 
amount of nutrients, long-term changes in nutrient composition could be the reason of shifting in the 
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phytoplankton community structure and creating a light-shading condition could significantly reduce algal 
population in water column (Shukla et al., 2008; Li et al., 2014; Chen et al., 2009). However, these methods or 
conclusions could hardly be used to prevent HABs in practice. Even for some rivers or reservoirs with nutrient 
concentrations usually at a high level for example Jialing River (Long et al., 2011) where hydrodynamic 
conditions could be the main limiting factor of the algae growth under appropriate climate conditions. As an 
independent controllable factor especially in reservoir, hydrodynamic influence on algal bloom is one of most 
emerging topic that is remained to be solved in the field of freshwater environmental research. 
 Currently, many researches have been aiming to understand the effects of hydrodynamic conditions of 
water bodies on algal growth and summarized out some useful results. Michele et al. (2007) concluded that 
reservoir characteristics including water depth and water volume are greatly affected by the type of algal 
bloom by studying algal blooms in seven subtropical reservoirs. King et al. (2014) reported hydrodynamic 
conditions could strongly control filamentous macroalgae and low flow velocities likely contribute to algal 
proliferation in Florida spring-fed rivers. Huang et al. (2015) found moderate hydrodynamic disturbance was 
beneficial for algal growth in Lake Tai because phosphorus from bed sediment was released more quickly 
while strong hydrodynamic disturbance could inhibit algal growth. Li et al. (2015) found the algal removal rate 
under hydrodynamic cavitation reached 88%, which was more effective than ultrasonic cavitation. Ji et al. 
(2016) thought algal bloom in Xiangxi Bay could be prevented by raising the water level of Three Gorges 
Reservoir. Among these investigations, discussion about combination of external characterization and internal 
responds of algae cells is still rare. Especially, hydrodynamic threshold for algal growth remains unclear. The 
long-period observation of hydrodynamics effect on algae growth also needs to be evaluated. 
 In this study, we systematically analyzed the algal growth by hydrodynamic treatment, examined the 
changing of water parameters in the outside medium, and explored the mechanism of antioxidant system and 
energy metabolism in algal cells. The goals were: (1) explore the influence of hydrodynamic condition on algal 
growth (2) established a hydrodynamic threshold system for M. aeruginosa (3) discuss the combination of 
external water quality parameters and underlying internal-mechanisms responsible for hydrodynamic effect in 
M. aeruginosa.  

 
2 Materials and method  
 
2.1 Algae growth and treatment conditions 
 M. aeruginosa were purchased from Freshwater Algae Culture Collection at the Institute of Hydrobiology 
in Wuhan, China. Before hydrodynamic treatment, the algae cells were cultivated at 26±2°C in axenic BG-11 
medium with light intensity of 2000 Lux and a light photoperiod of 12 h for 1 week. After environment-adaptive 
growing, a suspension of algae (0.96L) was homogeneously divided and transferred into self-dependent 
hydraulic rotating apparatuses (0, 5, 8, 11, 14, 17 rad/s) with diluting to 10L . Algae grown at static 
environment (0 rad/s) served as controls. The real apparatus consisted of a rotating cylinder attached four 
blades mounted inside an outer organic glass cylinder with a diameter of 28 cm and a height of 35 cm (Fig. 1). 
As 680 nm is the maximal absorbance peak of M. aeruginosa (Liang et al., 2005), the algal density was 
estimated by spectrophotometer (TU-1901, Beijing Purkinje General Instrument Co., Ltd., China) at this 
wavelength. The initial concentration of algae controlled in this experiment was about 2.5 ×108 cells/L, 
corresponding to OD680 = 0.075. 
 

 
Figure 1. Schematic illustration of the experimental apparatus. 
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2.2 Experimental design 
The experiment was conducted for 90 days and algal sample of 100 ml was taken every six days after 

initiating hydrodynamic agitation. At each particular duration, the sample was immediately used for 
subsequent measurement and analysis. The concentration of chlorophyll (Chla), total nitrogen (TN) and total 
phosphorus (TP) were measured by a double beam UV-visible light spectrophotometer (TU-1901, 190–900 
nm, China) following the method of China’s national standard (Wei et al., 2002). Besides, dissolved oxygen 
(DO), turbidity (TU), pH were determined by three different types of portable devices (WTW-3310, HACH-
2100Q, PHB-4).  

Approximately 40ml algal sample was centrifuged at 5000 × g and 15°C for 10 min to obtain algal 
sediments. Then added 5 ml of 20 mM sodium phosphate buffer (pH 7.0) into algal sediments to wash and re-
suspend. The fresh re-suspension was homogenized in a tissue-grinding apparatus (Tissuelyser-24, Shanghai 
Jingxin Experimental Technology, China) at 60 Hz for 180 s to extract intracellular enzymes under chilled 
circulation. After that, using 0.1ml of the extracted homogenate for estimation of the malondialdehyde (MDA) 
content according to Heath and Packer (1968) and expressed as nmol per 108 cells. Then most of the 
extracted homogenate was centrifuged at 10,000 × g and 4°C for 10 min again to obtain supernate fluid for 
further enzyme activity assays. 

Superoxide dismutase (SOD, EC 1.15.1.1) activity was analyzed by the inhibition of nitroblue tetrazolium 
(NBT) according to Beauchamp and Fridovich (1971). Catalase (CAT, EC 1.11.1.6) activity was analyzed by 
decomposing H2O according to Aebi (1974). Peroxidase (POD, EC 1.11.1.7) activity was analyzed using the 
method of Sakharov and Ardila (1999). Each enzyme activity above is expressed as U per 108 cells. Alkaline 
phosphatase (AKP) activity and adenosine triphosphate (ATP) activity were determined by using commercial 
kits (NanJing JianChen Bioengineering institute, China). One unit of AKP activity was defined as enzyme 
reacts with base materials to produce 1mg phenols per 108 cells during 15min at 37°C. Similarly, one unit of 
ATP activity was defined as enzyme decomposes ATP to produce 1umol inorganic phosphorus per 108 cells 
during 1hour. 
 
2.3 Flow analysis 

All experimental apparatuses were run with the four blades attached to inside of a cylinder and operated 
at different rotational speed (0, 5, 8, 11, 14, 17 rad/s) to create different dynamic water environment. 
Meanwhile, angular velocity was regarded as the only control variable for each hydrodynamic group because 
it could be both calibrated and simulated in this study. However, angular velocity is not enough to describe 
hydrodynamic effects on M. aeruginosa cell growth and morphometry. In order to characterize hydrodynamic 
effects more intrinsically and practically, the parameters chosen here must reflect natural characteristics of 
flow independently and explain the potential reasons properly.  

According to three-dimensional numerical simulation results (Fig. 2), flow velocity distribution in each 
apparatus is relative smooth and uniform when ignoring the boundary layer effect. Besides, simulated flow 
velocities at middle points of flow area (water depth = 5, 10, 15 cm) were basically consistent with the result 
from experimental measurement (Table 1). Through velocity validation, simulated flow characteristics could be 
considered to describe the real flow reasonably. Moreover, the hydrodynamic results of simulation could be 
reprocessing to explore average velocity, average shear rate and average turbulent dissipation using method 
of calculus as shown in Table 1. Based on these, we introduced representative flow velocities namely average 
flow velocities (0, 0.1, 0.2, 0.3, 0.4, 0.5 m/s) for experimental apparatuses to represent a range of typical 
situations. 

For algal growth, nutrients absorption was considered extremely important. Batchelor microscale 
describes the smallest length scales dominated by turbulent fluctuations rather than molecular diffusion in 
scalar concentration, defined as 

 
1

2 4D 


 
 
 


                                              [1] 

 
Where, D is the mass diffusivity (m2 s−1),  ν is the kinematic viscosity of fluid (m2 s−1), ε is the mean rate 

of dissipation of turbulent kinetic energy (m2 s−3). 
Shear stress exposed to the microalgae is computed as: 
 

                                                                                                [2] 

 
Where, τ is the shear stress (Pa), γ is the shear rate (s−1), and μ is the dynamic viscosity (Pa s). 
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Figure 2. The radial distribution of depth-averaged velocity. 

 
Table 1. Hydrodynamic indicators from mathematical simulation and laboratory experiment. 

Angular 
velocity 

ѡ 
(rad/s) 

Average 
flow 

velocity  
v (m/s) 

Average 
turbulent 

dissipation 
 (m2/s3)	ࢿ

Average 
sheer 
rate 
γ(s-1) 

Average 
sheer 
stress 
ૌ (Pa) 

Average 
Batchelor 

microscale 
η (μm) 

Simulated-flow 
velocity at 

middle of flow 
area (water 

depth = 5, 10,15 
cm)  

V1 (m/s) 

Measured-flow 
velocity at middle of 

flow area (water 
depth =5, 10, 15 

cm)  
V2 (m/s) 

0 0 0 0 0 ∞ 0 0 

5 0.11 0.013 3.09 0.0031 2.97 0.13 
 

0.12 

8 0.20 0.049 4.52 0.0045 2.13 0.23 0.22 

11 0.31 0.216 6.86 0.0069 1.47 0.33 0.32 

14 0.40 0.410 8.62 0.0086 1.25 0.42 0.43 

17 0.49 0.730 10.40 0.0104 1.08 0.51 0.51 

 
2.4 Statistical analysis 

All experiments were performed three times to ensure that deviations for different batches were 
controlled below 15%. All tested values are expressed as mean value ± standard deviation (SD). The average 
values, along with the maximum and minimum deviations, were described versus experiment day in Graphpad 
prism 6 to visually show whether and how the results were different. 

 
3 Results and Discussion  
 

3.1 Algae growth and hydrodynamic threshold system  
Fig. 3 shows the changes of algal density and chl-a content in 90 days following different hydrodynamic 

treatments. For 36 days after experiment beginning, algal density of all experimental groups (0-0.5 m/s) 
gradually increased with rising of the concentrations of chlorophyll as shown in Fig. 3. However, the viability of 
algae under 0.5 m/s was not increased any further when experiment time exceeded 36 days. Initially, 0.1-0.4 
m/s promoted algal growth slightly relative to control with algal density a little higher than control for 
approximately 10 days. Particularly, this growth promoting effects became more and more significant along 
with time and presented the maximum algal density 1.06×1010 cells/L and the maximum Chl-a concentration 
5.55 g/m3 under 0.3 m/s on day 84. Algal density under 0-0.2 m/s showed obviously decreasing at the middle 
time of experiment (approximately 48th day), but algal density under 0.3-0.4 m/s kept increasing up to 
approximately 84 days. During the whole experiment period, chlorophyll content showed the similar trend with 
algal density and the order of algal density was 0.3 > 0.4 > 0.2 > 0.1 > 0 >0.5 m/s. 

Fig. 4 shows microcosmic distribution of algae cells after treatment for 38 days, when cells under 0.5 m/s 
became much sparser than other groups. Besides, cells under 0.3 m/s were dark green and largest number in 
all groups, which was consistent with the maximum algal density as shown in Fig. 3.  
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Figure 3. Changes in growth parameters of Microcystis aeruginosa. All values are mean of triplicates ± SD 
(n=3). 

 

 
Figure 4. Microscope images of M. aeruginosa in all hydrodynamic groups (0-0.5 m/s) on day 38. 

 
Simultaneously, a scanning electron microscope (SEM) was conducted to observe changes in the 

morphology of the algae. Thus dramatic changes in algal cell shape were clearly demonstrated in Fig. 5. 
Obviously, cell aberration was found under 0.5m/s, where bumps and depression could be clearly seen in the 
cell surface. After 38 days treatment, morphology of the algae in dynamic groups (0.1-0.5 m/s) had more or 
less stretching deformation while this phenomenon never occurred in the control group.  

 
       
 
 
 
 
 
 
 
       

 
 
 
 
 
 
 
 

Figure 5. Scanning electron micrographs of M. aeruginosa in all hydrodynamic groups (0-0.5 m/s) on day 38. 
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Despite hydraulic actions vary a lot, the main effects of hydrodynamic condition on the algal growth can 
depend on flow velocity, sheer stress and water turbulence. The final and possible effects should be mixture 
and either positive or negative on algal growth. This experiment-simulation-integrated study has concentrated 
on the effects and mechanism of the algae growth under hydrodynamic treatment. During the 90 days 
experiment, hydrodynamic condition induced by speed –regulating motor was a single control factor which 
caused the significant growth difference among 0-0.5 m/s groups. 0.1-0.4 m/s were confirmed to have a 
positive effect on algal growth, especially at rapid proliferation period. Conversely, 0.5 m/s was harmful for 
algal growth and caused significant decrease of algal density from day 26 relative to control. Our results show 
that appropriate flow velocity benefits for the M. aeruginosa growth while high flow velocity are harmful. This is 
consistent with the findings of Huang et al. (2015; 2016). Besides, through the long-period observation, we 
found that 0.2, 0.3, 0.4 m/s could delay algal decline obviously for about 42 days relative to control, which 
activate algal productivity and prolong algal lifetime. 

To characterize the effects of hydrodynamic condition on M. aeruginosa growth, the ratio of the growth 
rate under representative flow velocities to the growth rate under control, ug/us was introduced for analyzing. 
The relative growth indicator ug/us varies as a quadratic function of flow velocity, sheer stress, turbulent 
dissipation respectively (Fig. 6). Based on regression analysis, the dominant flow velocity for M. aeruginosa is 
determined at 0.24 m/s, which meaning that positive effect on algal growth reaches the peak and is consistent 
with experiment results. Besides, 0.5 m/s made algae grow poor and caused severe decline, indicating that 
growth-inhibition flow velocity is 0.5 m/s.  

Normally, turbulent flow has both positive and negative effect on algal growth, which can also be verified 
by our experiment results. From SEM results (Fig. 5), high sheer stress is contributed to deformation of algal 
morphology and can be considered as a negative effect. Thus we define static-equivalent sheer stress to 
characterize the situation of positive and the negative effect caused by water turbulence reaching a balance 
namely equal to control (0 m/s). Static-equivalent sheer stress is determined at 0.0101 Pa (corresponding to 
the condition that ug/us =1), beyond which severe sheer stress can be harmful for algal growth relative to 
control (Fig. 6). According to algal cell aberration under 0.5 m/s (Fig. 5), growth-inhibition sheer stress can be 
determined at 0.0104 Pa (corresponding to the condition that flow velocity =0.5 m/s). Previous studies thought 
turbulent flow could greatly enhance the circulation of nutrients within the algae cells and make material-
exchange more convenient, which benefiting for algae cells to absorb nutrients from the medium for 
metabolization (Hadiyanto et al., 2013; Huang et al., 2016). In our study, we introduced Batchelor microscale 
to describe the positive effect of water turbulence on nutrients absorbing in algal cells. For M. aeruginosa, the 
mean cell diameter was about 5-8 μm, which could be comparable with Batchelor microscale (Table 1). 
Therefore, we chose turbulent dissipation functioned by Batchelor microscale as a hydrodynamic indicator to 
explore the positive effect of flow turbulent on nutrients absorbing for growth. Thus by regression analysis 
(Fig. 6), the dominant turbulent dissipation is determined at 0.334 m2/s3. All above, the hydrodynamic 
threshold system including flow velocity, sheer stress, and turbulent dissipation was expressed in Table 2. 
This conclusion is also supported by water quality and internal mechanism of algal cell below and can be a 
good reference for hydrodynamic-effect researches and control of M. aeruginosa bloom. 

 
Table 2. Hydrodynamic threshold system for M. Aeruginosa. 

Hydrodynamic indicator Dominant Static-equivalent Growth-inhibition 
Flow velocity (m/s) 0.25 / 0.5 
Sheer stress (Pa) / 0.0101 0.0104 

Turbulent dissipation (m2/s3) 0.334 / / 

 

 
Figure 6. Non-dimensional growth indicator ug/us versus hydrodynamic indicators: flow velocity, sheer stress, 

turbulent dissipation. 

 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2580 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

 

3.2 Changes of water quality parameters under different flow velocities  
The change in water quality outside the algae after hydrodynamic treatment is illustrated in Fig. 7. 

Obviously, the changing trend of TN and TP were almost synchronously and showed approximate opposite 
trend to algal growth. TN and TP in water under 0.5 m/s decreased in a short time and then increased to keep 
stable. Similar trend was found under 0 m/s where TN and TP decreased for 68 days and then increased to 
the levels which were lower than under 0.5 m/s. Moreover, both the trend of TN and TP in water under 0.1, 
0.2, 0.3 and 0.4 m/s showed similar decreases with time. As for pH, all experimental water showed no 
significant differences and maintained at approximately pH 8.5 which interpreting that M. aeruginosa preferred 
to grow in weak alkaline environment. DO in water under 0 m/s increased to 12 mg/L for about 24 days and 
then followed a sharp decrease for another 24 days, subsequently fluctuated around 4mg/L. DO in all 
experimental water except control (0 m/s) were found fluctuating between 6 mg/L and 8 mg/L, which showing 
no significant differences. 

The results show that consumption of nutrients (TN, TP) in water synchronically reflected demand of 
algal growth. The decrease of TN and TP in water under 0.1-0.4 m/s indicated that algae could grow well and 
continuously absorb the nutrients from water. Algae under 0.3 m/s grow best with the maximum consumption 
of TN (79.4%) and TP (75.7%), indicating that appropriate hydrodynamic condition promoted algal nutrient 
absorption. Whitford et al. (1961) earlier found 0.18 m/s made TP absorption rate increase at least 150% for 
freshwater alga. Hadiyanto et al. (2013) also reported hydrodynamic mixing could homogenize the nutrient 
distribution better for algal growth. However, the increasing of TN and TP under 0.5 m/s and control (0 m/s) 
found in mid-experiment could be results of nutrients releasing caused by algal death (Nedzarek et al., 2004). 
Besides, the phenomenon of nutrients increasing was found earlier (approximately 42 days) under 0.5 m/s 
rather than under control, which suggesting that 0.5 m/s significantly inhibited algal growth. Water pH could be 
regulated to weak alkaline in the process of algal growth, which is consistent with Xin et al. (2010) reported 
freshwater microalga, Scenedesmus sp grow well with initial pH= 8-10. The initial increment of DO in water 
under control (0 m/s) come mainly from algae photosynthesis. Moreover, diffusion of dissolved oxygen under 
control is weak and not enough intense to release oxygen molecule soon because of static water-air interface. 
On approximately day 30 after rapid growth period, most of algae under control come decline growth phase. 
Algae decomposition consumed much oxygen in water, leading a sharp decrease of dissolved oxygen. Unlike 
static water, DO under 0.1-0.5 m/s basically kept stable because turbulent water strengthened transfer and 
diffusion of oxygen molecule. Even algae decomposition massively occurred under 0.5 m/s, dissolved oxygen 
could be supplied by intense reaeration (Manson et al., 2015). 

 

Figure 7. Changes in water quality parameters under different flow velocities. All values are mean of 
triplicates ± SD (n=3). 
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3.3 Responses of antioxidant system and energy metabolism in algal cells 
Fig. 8 shows responses of lipid peroxidation and antioxidant enzymes in algal cells under different flow 

velocities. As main and typical indicators of oxidative stress, MDA content and antioxidant enzymes (SOD, 
POD, CAT) activities were assessed in algal cells (Fig. 8). For algal cells under 0.5 m/s, all the four 
parameters were significantly higher than other experimental groups especially in mid-experiment. MDA 
content in algal cells under 0.5 m/s increased significantly for about 60 days and the maximum increase was 
162.6% higher than control. Besides, SOD, POD, CAT activities under 0.5 m/s showed similar trends of 
increasing gradually for about 66 days with the respective maximum increase of 141.5%, 409.7%, and 284.5% 
relative to control. However, MDA content in algal cells under 0-0.4 m/s similarly fluctuated at a relative low 
level when SOD, POD, CAT activities gradually decreasing and there were no significant difference among 0-
0.4 m/s.  

Generally, production and elimination of cellular free radicals were in a state of dynamic balance. Once 
the algal cell survived in adversity, free radicals generation could be accelerated and seriously damage 
cellular structure and function including membrane lipids (Ahn et al., 2003). As an important product of lipid 
peroxidation, MDA content indirectly indicates the level of free radicals generation and thereby to reflect the 
degree of membrane disruption (Chaudière et al., 1999). SOD, POD, CAT act as the main defense antioxidant 
enzymes to eliminate ROS and repair oxidative damage simultaneously (Walz et al., 2002). As the first line of 
antioxidant defense in cells, SOD decomposes ROS, O2•-, into H2O2 and O2. Then toxic H2O2 is decomposed 
into H2O and O2 by CAT and POD. For algae under 0.5 m/s, MDA content and SOD, POD, CAT activities 
increased significantly and synchronously relative to control, which suggesting 0.5 m/s damaged algal cells by 
inducing free radicals generation. Li et al. (2015) reported similar increasing process of MDA content in M. 
aeruginosa cells by hydrodynamic cavitation and therewas positive correlation between MDA content and free 
radical levels. Wang et al. (2007) found that UV-B radiation promoted both MDA production and antioxidant 
enzymes activities including SOD, POD, CAT in Cyanobacterium and confirmed antioxidant system play a key 
role of defensing stress effectively. Thus these results reinforce the point additional free radicals generation is 
closely related to exogenous stress, 0.5 m/s in this study. Conversely, MDA content under 0.1-0.4 m/s were 
lower than control and SOD, POD, CAT activities presented a gradual decline, probably meaning that algae 
were not suffered from the velocities. Based on this, appropriate flow turbulence can be considered benefiting 
for cellular material exchange and free radicals elimination. 

 

 
Figure 8. Effect of flow velocity on MDA concentration, antioxidant enzymes in algal cells. All values are mean 

of triplicates ± SD (n=3). 
 

As another promising way to explore the potential internal-mechanism, response of energy metabolism 
in algal cells were investigated as shown in Fig. 8. It is clear that 0.1-0.4 m/s enhanced AKP activity in algal 
cells while 0.5 m/s inhibited AKP activity relative to control. The decreasing of AKP eactivity under control from 
day 48, which corresponding to the slightly increasing of TP, was caused by algae decline. Moreover, when 
algae was calculated in a new water turbulence environment (0.1-0.5 m/s), ATP enzyme activity was 
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enhanced to synthesize more ATP stored for adaption. Along with the rapid algal growth under 0-0.4 m/s, ATP 
enzyme activity decreasing gradually because a large number of ATP was consumed. Although 0.5 m/s made 
algal cells synthesize amounts of ATP to accommodate high flow velocity but soon (approximately day 12) 
failed with algae decline and ATP enzyme activity sharply decreasing. Particularly, 0.1-0.4 m/s made ATP 
enzyme activity stablize eventually rather than decrease rapidly in control.  

Phosphorus (P) is one of the essential nutrients for the growth of phytoplankton. Even though dissolved 
inorganic phosphorus (DIP) is bio-available and a preferred form for algal growth, algae can use dissolved 
organic phosphorus (DOP) when DIP is deficiency (Huang et al., 2007; Li et al., 2015). AKP is an inducible 
enzyme, which playing an important role in the degradation and mineralization of DOP into DIP and 
sometimes regarded as a useful indicator of P deficiency (Pu et al., 2014; Annis et al., 2002). In our 
experiment, increasing of AKP activity in algal cells under 0.1-0.4 m/s indicated that excessive consumption of 
DIP for algal rapid growth, which could be confirmed by the decreasing trend of TP in water (Fig. 7) and 
suggest that moderate flow velocity promotes algal growth. Particularly, decreasing of AKP activity in algal 
cells under control after 48 days which corresponded to the slightly increasing of TP might demonstrate algal 
decline without much need of DIP. The lowest AKP activity under 0.5 m/s indicated that high flow velocity 
caused growth inhibition and DIP/TP in the surrounding medium is enough. This is consistent with the results 
of Awasthi, 2012 who found that AKP activity in green algae (Scenedesmus quadricauda and Chlorella 
vulgaris) and cyanobacteria Anacystis nidulans could be inhibited by heavy metal (Ni, Zn, Cd) stress. ATP 
content is an important physiological indicator of energy metabolism (Jing et al., 2014) and could be reflected 
by ATP enzyme activity, which catalyzed ATP into ADP and phosphate radical with energy releasing. Focused 
on the process of energy releasing and P supplement for cell metabolism, 0.1-0.4m/s made algae grow rapid 
and consume amounts of ATP, leading ATP enzyme activity inhibited. Then when algal growth rate slowed 
down, ATP enzyme activity kept stable instead of decreasing. As for algae cells under 0.5 m/s, ATP enzyme 
activity was significantly inhibited probably because high flow velocity was harmful for algal growth as well as 
energy metabolism. 

 

Figure 9. Effect of energy-related enzymes activity in algal cells. All values are mean of triplicates ± SD (n=3). 
 

4 CONCLUSIONS  
This experiment studied algal growth, water quality parameters and enzymes activities of antioxidant 

system and energy metabolism influenced by hydrodynamic condition. First, experimental results revealed 
hydrodynamic condition significantly affected algal growth following three aspects: (1) a low to moderate flow 
velocity promotes algal growth and prolong algal lifetime while too high flow velocity presented inhibition ; (2) 
high sheer stress causes cell aberration and inhibit algal growth; (3) water turbulence promote algal cells 
access to nutrients. Thus, based on these characterizes, hydrodynamic threshold system for M. aeruginosa 
were obtained. Second, responses of water quality parameters, antioxidant system and energy metabolism 
showed that appropriate hydrodynamic condition benefited for absorbing nutrient, reducing the oxidation 
degree and photosynthesis in algal cells. Finally, the hydrodynamic threshold system together with internal 
mechanism responses might be a useful reference for future study and control of M. aeruginosa bloom. 
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ABSTRACT 
 
Waterway culverts are very common hydraulic structures along streams and water systems, in rural and urban 
drainage networks. Current expertise in environmental hydraulics of culverts is limited, sometimes leading to 
inadequate fish passage with adverse impact on the catchment eco-system. Recent recognition of the 
ecological impact of culverts on natural streams led to changes in culvert design guidelines. It is believed that 
fish-turbulence interplay may facilitate upstream migration, albeit an optimum design must be based upon a 
proper characterisation of both hydrodynamics and fish kinematics. Basic dimensional considerations highlight 
a number of key parameters relevant to upstream fish passage, including the ratio of fish speed fluctuations to 
fluid velocity fluctuations, the ratio of fish response time to turbulent time scales, the ratios of fish dimension to 
turbulent length scale, and the fish species. Combining the equation of conservation of momentum applied to 
an individual fish, the instantaneous thrust and power expended during fish swimming may be derived from 
fish kinematic data, including the associated energy consumption. Within basic assumptions, the present 
findings suggest that the culvert invert slope may affect significantly the energy spent by the fish to provide 
thrust during upstream culvert passage. 
 
Keywords: Standard box culverts; fish passage; fsh-turbulence interactions; dimensional considerations; energy 

consumption. 
 
 
1 INTRODUCTION 

 Culverts are covered channels designed to pass floodwaters beneath an embankment, typically a 
roadway or railroad. Figure 1 presents a few examples of standard box culverts in Australia. The three-cell 
structures seen in Figure 1 (Top) would be typical of a large majority of road culvert structures. Culverts may 
cost about 15% of total road construction costs (Hee, 1969). Their designs are very diverse, using various 
shapes and construction materials determined by stream width, peak flows, stream gradient, and minimum 
cost (Henderson, 1966; Hee, 1969). While the key design parameters of a culvert are its design discharge and 
the maximum acceptable afflux (Chanson, 2004), the variability in culvert dimensions is closely linked to the 
various constraints of each site (Figure 1), resulting in a wide diversity in flow patterns (Hee, 1969; USBR, 
1987; Australian Standard, 2010). 

 In recent decades, recognition of the ecological impact of culverts on natural streams and rivers led to 
changes in culvert design guidelines (Behlke et al., 1991; Chorda et al., 1995). The culvert discharge capacity 
is basically based upon the hydrological and hydraulic engineering considerations, which may result in large 
flow velocities creating some fish passage barrier. In this paper, the interactions between the turbulence and 
fish are reviewed in the context of upstream fish passage in standard box culverts. Basic dimensional analysis 
is presented, before fish kinematics and energetic considerations are developed and results are discussed. 
 
2 FISH-TURBULENCE INTERPLAY: A REVIEW 

One of the primary ecological concerns regarding culvert crossings is the potential velocity barrier to 
upstream fish passage resulting from the constriction of the channel as illustrated in Figures 1 and 2A. Several 
jurisdictions developed culvert design guidelines to ensure that the designs will allow for the upstream 
passage of fish. In Canada, guidelines are based upon a number of criteria including the average flow velocity 
and minimum embedment depth (Hunt et al., 2012). For culvert rehabilitation applications, baffles may be 
installed along the invert to provide some fish-friendly alternative (Olsen and Tullis, 2013; Duguay and Lacey, 
2014; Chanson and Uys, 2016). At low flows, baffles decrease the flow velocity and increase the water depth 
to facilitate fish passage. For larger discharges, baffles would induce locally lower velocities and generate 
recirculation regions. Unfortunately, baffles can reduce drastically the culvert discharge capacity for a given 
afflux (Larinier, 2002). 
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(C) 

Figure 1. Standard box culverts in Australia.(A) Culvert outlet beneath Haydon Drive, Canberra ACT on 15 
December 2011.(B) Culvert outlet on Marom Creek beneath Bruxner highway B6, Wollongbar NSW on 28 
October 2016.(C) Culvert inlet along Gin House Creek, Carrara, Gold Coast QLD on 5 December 2007. 

 
The critical parameters of a culvert in terms of fish passage are the dimensions of the barrel, including its 

length and cross-sectional characteristics and the invert slope. Generally, the box culverts are considered the 
most effective for fish passage, although the culvert length may be a key factor for some fish species, with 
long culverts limiting upstream fish passage (Brigg and Galarowicz, 2013). The behavioural response by fish 
species to culvert length, light conditions and flow turbulence could play a role in their swimming ability and 
culvert passage rate. The broad range of culvert designs results in a wide diversity in turbulent flow patterns 
observed in prototype culverts (Figure 2A). When the fish swimming power is greater than the maximum 
volumetric power (Bates, 2000), the fish may be able to pass the successive baffles and rest in each pool. 
There is no simple technical means for measuring the turbulence characteristics in fish passage with baffles, 
although it is understood that the flow turbulence plays a key role in fish behaviour (Liu et al., 2006; Yasuda, 
2011; Breton et al., 2013). Several studies argued that the most important parameters to assist fish passage 
include the turbulence intensity, Reynolds stress tensor, turbulent kinetic energy, vorticity, and dissipation 
(Pavlov et al., 2000; Hotchkiss, 2002; Nikora et al., 2003). Recent observations showed that fish may take 
advantage of the unsteady character of turbulent flows (Liao, 2007; Wang et al., 2010) and it was shown that 
fish can save energy by swimming as a school (Plew et al., 2015; Chen et al., 2016). Importantly, the 
interactions between fish and turbulence are very complicated, and naive "turbulence metrics cannot explain 
all the swimming path lines or behaviors" (Goettel et al., 2015). 

First mentioned by Leonardo Da Vinci (Keele, 1983), the interactions between swimming fish and vortical 
structures involve a broad range of relevant length scales (Lupandin, 2005; Webb and Cotel, 2011). The 
turbulent flow patterns are one key element determining the capacity of the system to pass successfully 
targeted fish species. A seminal discussion argued for the role of secondary flow motion and "the importance 
of performing three-dimensional turbulent flow measurements to precisely identify the effects of secondary 
flows on fish motion" (Papanicolaou and Talebbeydokhti, 2002). The discussion was extended by recent 
contributions, suggesting that "a proper study of turbulence effects on fish behaviour should involve, in 
addition to turbulence energetics, consideration of fish dimensions in relation to the spectrum of turbulence 
scales" (Nikora et al., 2003), and that large-scale "turbulent structures associated with wakes can be 
beneficial if fish are able to exploit them" (Plew et al., 2007). 

While the literature on culvert fish passage focused mostly on fast-swimming fish species, recent studies 
acknowledged the needs for better guidelines for small-bodied fish including juveniles (Behlke et al., 1991; 
Fairfull and Witheridge, 2003; Rodgers et al., 2014; Forty et al., 2016; Wang et al., 2016a). 
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3 DIMENSIONAL ANALYSIS AND SIMILITUDES 
 
3.1  Basic considerations 

 In experimental fluid dynamics, the model study of a prototype is to provide reliable predictions of the flow 
properties of the associated prototype (Liggett, 1994; Foss et al., 2007; Novak et al., 2010). This type of study 
is based upon the basic concept and principles of similitude to ensure a reliable extrapolation of the results 
from the hydraulic model study to the prototype. That is, physical measurements from the model (e.g., 
pressure, velocity, drag) are used to predict the extrapolated values for the same quantities to be present in 
the prototype flow (Henderson, 1966; Novak and Cabelka, 1994). The processing, analysis and interpretation 
of experimental data constitutes an essential activity in physical modelling (Darrozes and Monavon, 2014). 
Two basic principles are: (1) the simplest relationships have the fewest number of relevant variables and (2) 
they are dimensionless (Foss et al., 2007). The presentation of numerical results must have the most 
extensive validity, and dimensional analysis is the basic procedure to deliver dimensionless parameters. 

 For any dimensional analysis, the relevant parameters include the fluid properties and physical 
constants, the channel geometry and initial flow conditions. Considering the simple case of a steady turbulent 
flow in a rectangular open channel, a dimensional analysis yields a series of relationship between the flow 
properties at a location (x,y,z) and the upstream flow conditions, channel geometry and fluid properties: 
 
      


t t 1 s 1 1 1 w wd,V,v ',p,L ,T ,... F x,y,z,B,k , ,d ,V ,v ', , , ,g,....  [1] 

 
 
where d is the flow depth, V is the velocity, v' is a velocity fluctuation, p is the pressure, Lt and Tt are integral 
turbulent length and time scales, x, y and z are the longitudinal transverse and vertical coordinates, 
respectively, B is the channel width, ks is the equivalent sand roughness height of the channel boundary,  is 
the angle between the invert and horizontal, d1, V1 and v1' are the inflow depth, velocity and velocity fluctuation, 
respectively, w and w are the water density and dynamic viscosity, respectively,  is the surface tension, and 
g is the gravity acceleration. In Equation [1], right handside term, the 4th, 5th and 6th variables characterise 
the boundary conditions, whereas the 7th, 8th and 9th terms are the inflow (initial) conditions, and the 
following terms are fluid and physical properties. 

The -Buckingham theorem states that a dimensional equation such as Equation [1] with N dimensional 
variables may be simplified in an equation with N-3 dimensionless variables, when the Mass, Length and Time 
units are used among the N dimensional variables (Liggett, 1994). Thus Equation [1] may be rewritten as: 
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where dc is the critical flow depth (dc = (Q2/(g×B2))1/3), Vc is the critical flow velocity, Q is the water discharge 
and DH is the equivalent pipe diameter, or hydraulic diameter. In Equation [2], right handside term, the 7th 
term is the inflow Froude number (Fr1), the 8th and 9th terms are the Reynolds number (Re) and Morton 
number (Mo). The -Buckingham theorem states that any dimensionless number can be replaced by a 
combination of itself and other dimensionless numbers. In Equation [2], the Morton number is introduced 
because it is a constant in most hydraulic model studies when both laboratory experiment and prototype flows 
use the same fluids, namely air and water.  

Traditionally hydraulic model studies are performed using geometrically similar models. In the 
geometrically similar physical model, the flow conditions are said to be similar to those in the prototype if the 
model displays similarity of form (geometric similarity), similarity of motion (kinematic similarity) and similarity 
of forces (dynamic similarity) (Liggett, 1994; Chanson, 1999). If any similarity (geometric, kinematic or 
dynamic similarity) is not fulfilled, scale effects may take place. Scale effects yield discrepancy between the 
model data extrapolation and the prototype performances. In a physical model, true similarity can be achieved 
if and only if each dimensionless parameter (or -terms) has the same value in both model and prototype: 
 
 





m p
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where the subscripts m and p refer to the model and prototype conditions, respectively. Scale effects may 
take place when one or more dimensionless terms have different values between the laboratory and 
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prototype. Let us consider a prototype culvert flow (Figure 2A) and fish passage experimental flumes in 
Figures 2B and 2C, how can we extrapolate the laboratory results to full-scale real-world culverts with 
minimum scale effects? 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

(A)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(B)  

 

   
(C)  

Figure 2. Physical modelling of culvert hydraulics: Comparison between a prototype culvert operation and 
laboratory studies of upstream fish passage in culverts - Blue arrow shows flow direction. (A) Multi-cell box 
culvert inlet along Norman Creek, Brisbane QLD during a small flood on 20 May 2009. (B) 12 m long 0.5 m 
wide tilting flume in the UQ Bio-hydrodynamics laboratory, looking upstream for Q = 0.261 m3/s and  = 0. (C) 
Medium-size and small-size recirculating water tunnels. 
 

Open channel flows including culvert flows are typically studied based upon a Froude similarity because 
gravity effects are important (Henderson, 1966; Liggett, 1994; Chanson, 1999). The turbulent flow motion is 
dominated by viscous and dissipative effects. Thus, a true similarity of culvert flow requires achieving identical 
Froude, Reynolds and Morton numbers in both the prototype culvert and its laboratory model (Equation [3]). 
This is impossible to achieve using geometrically similar models unless working at the full-scale. Practically, 
the Froude and Morton dynamic similarities are simultaneously employed with the same fluids, air and water, 
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used in prototype and model. In turn, the Reynolds number is grossly underestimated in laboratory flow 
conditions. This may lead to viscous-scale effects in small-size hydraulic models seen in Figure 2C. 

 Similarly, a dimensional analysis may be conducted for the fish motion in a turbulent flow (Alexander, 
1982; Blake, 1983). Considering the simplified motion of a fish travelling upstream in a prismatic open channel 
with a steady turbulent flow, the dimensional considerations yield a series of relationship between the fish 
motion characteristics at a location (x,y,z), the fish characteristics, the channel boundary conditions, the 
turbulent flow properties and the fluid properties. It becomes: 
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where U is the Eulerian fish speed for a fixed observer, positive upstream since this study is concerned with 
the upstream fish passage, u' is a fish speed fluctuation, O2 is the oxygen consumption, �f is the fish response 
time, Lf, lf and hf are the fish length, thickness and height, respectively, and �f is the fish density. While 
Equation [4] is simplistic, for example, ignoring the effects of fish fatigue, the �-Buckingham theorem implies 
that Equation [4] may be rewritten in dimensionless form as: 
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3.2  Discussion 

The present result (Equation [5]) emphasises a number of key parameters and variables relevant to the 
upstream fish passage in turbulent open channel flows, including the ratio u'/v' of fish speed fluctuations to 
fluid velocity fluctuations, the ratio �f/Tt of fish response time to turbulent time scales, the ratios of fish 
dimension to turbulent length scale and the fish species.  To date, few studies provided quantitative and 
detailed characteristics of both fish motion and fluid flow (Nikora et al., 2003; Plew et al., 2007). Even fewer 
studies reported fish speed fluctuations and fluid velocity fluctuations, as well as fish response time and 
integral time scales (Wang et al., 2016a). The fish swimming accelerations have also important implications in 
terms of energy expenditure required to swim against the current over a period of time. 

The effect of intrusive probe sensor on laboratory hydrodynamics is rarely considered, despite non-trivial 
flow disturbances and blockage and Equation [2] did not account for such effects. A recent investigation tested 
systematically the impact of an acoustic Doppler velocimeter (ADV) in a 0.5 m wide channel (Simon and 
Chanson, 2013). Even though the sampling volume was 50 mm away from the probe head, the submerged 
ADV system induced some blockage effect which affected adversely the flow motion including increasing 
locally the water depth and generating some turbulence in the stem wake. Blockage effects were also 
documented in a 0.25 m wide channel with a 'vane wheel' propeller meter (Wang et al., 2016b). The propeller 
casing induced some blockage effect, generating a local fluid acceleration around the propeller, with its 
readings overestimating the longitudinal velocity by 5% to 30% depending upon the propeller elevation. The 
usage of intrusive instruments in small flumes and tunnels, as seen in Figure 2C, could lead to biased data. 
 
4 FISH KINEMATICS AND ASSOCIATED ENERGY CONSUMPTION 
 
4.1  Basic considerations 

When a fish swims upstream in a culvert barrel, its motion provides critical information on locomotion 
dynamics that can be used to calculate energy expenditure, with significant implications for the understanding 
of energetics and biomechanics of aquatic propulsion (Lauder, 2015). Assuming carangiform propulsion, the 
main forces acting on each fish individual include the thrust force, the gravity force, the buoyancy force, the 
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shear/drag force, the lift force, the virtual mass force (or inertial force). Newton's law of motion applied to a fish 
yields: 
 
 

thrust drag inertial liftf f buoyancy
dU

m F F F m g F F
dt

       


     

[6] 

 
where mf is the fish mass.  The virtual mass force might be neglected when the fish density is about the water 
density. The buoyancy and lift forces act along the normal direction: i.e., perpendicular to the flow streamlines. 
The drag force acts along the flow direction, and includes a skin friction component and a form drag 
component. The former is associated with a boundary layer development along the fish surfaces, while the 
latter is linked to the vortex and wake development downstream of the fish. For a fish swimming upstream 
along a streamtube and neglecting the virtual mass force, Newton's law of motion applied to the fish in the 
longitudinal x-direction yields in first approximation: 
 
 

      


x
f thrust drag f

U
m F F m g sin

t
 [7] 

 
where the forces acting on the fish are the thrust (Fthrust), drag force (Fdrag), and the last term is the gravity 
force component in the flow direction. For a fish in motion, the drag force may be expressed as (Lighthill, 
1969): 
 
 �    2

drag d w x x fF C (U V ) A  [8] 

 
where Cd is the drag coefficient, Ux is the fish speed positive upstream, Vx is the fluid velocity at the fish 
location, positive downstream, Af is the projected area of the fish. �x xU V  is the mean relative fish speed over 

a control volume selected such that the lateral surfaces are parallel to the streamlines and that it extends up to 
the wake region's downstream end (Figure 3A) (Alexander, 1982). In Equation [8], the total drag force (Fdrag) 
includes a combination of the skin friction on the fish skin surfaces and the form drag and turbulence 
dissipation in the wake of the fish (Schultz and Webb, 2002). 

An estimate of the drag coefficient (Cd) might be derived from trajectory data when the fish drifts (Figure 
3B). During drifting in a horizontal channel, the fish deceleration is driven by the drag force. In first 
approximation, Newton's law of motion becomes: 
 
 �

       


2
f d w x x f

U
m C (U V ) A

t
 [9] 

 
Namely the drag force and drag coefficient may be derived from the rate of deceleration, assuming 

implicitly that the form drag is identical during glide and during thrust, and unaffected by body motion. Figure 
3A presents a typical time-variation of fish speed and acceleration during a drift event, for a fish individual 
swimming next to the corner between a rough sidewall and rough invert (Wang et al., 2016a). For that 
individual event and fish, Equation [9] gives: Cd×Af = 1.8×10-4 m2. 
Despite its underlying assumptions, Equation [7] implies that the fish thrust may be derived from the fish 
acceleration, fish speed and fluid velocity time-series. In turn, the rate of working of the fish and associated 
energy consumption may be estimated with a fine temporal scale. 

 
The power that the fish expends during swimming is the product of the thrust and the relative fish speed. 

Neglecting efforts spent during lateral and upward motion, the mean rate of work by the fish is expressed by 
Equation [10a] (Lighthill, 1960; Behlke et al., 1991). Combining with Equations [7] and [8], it yields Equation 
[10b]: 
 
   thrust f xP F (U V )  [10a] 

 
�                

2
f d w x x f f f x

U
P m C (U V ) A m g sin (U V )

t
 [10b] 

 
with P the instantaneous power spent by the fish to provide thrust and (Ux+Vx) is the local relative fish speed, 
at the fish location. Equation [10] expresses the rate of working by the fish, to counterbalance the effects of 
inertia, drag and gravity. 
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Figure 3. Drag force on a swimming fish (A, Left) Definition sketch of drag force acting on swimming fish. 
(B, Right) Time-variation of fish speed and acceleration during a drift event - Data from Wang et al. (2016a), 

Duboulay's rainbowfish No. 22 (mf = 3.6 g, Lf = 72 mm) swimming along a rough sidewall, fluid flow conditions: 
Vx = +0.366 m/s, vx' = 0.315 m/s,  = 0 - The double-edged arrow shows the relative fish speed �x xU V .

 

 
 The energy spent by the moving fish during a time (T) is: 
 
 



 
T

t 0

E P dt  [11a] 
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T

2
f d w x x f f f x

t 0

U
E m C (U V ) A m g sin (U V ) dt
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 [11b] 

 
where t is the time. If T is the time of transit in a culvert structure, Equation [11] provides some estimates of 
the energy spent by the fish to navigate the culvert, albeit it does not take into account the heat transfer nor 
any fish metabolism. 
 
4.2 Energetic considerations 

The present results provide a deterministic means to quantify the power and energy expended by the 
moving fish, to counterbalance the drag, inertia and gravity forces (Equations [10] & [11)). Recently, fish 
kinematic data were recorded with fine spatial and temporal resolution in a 12 m long and 0.5 m wide open 
channel (Wang et al., 2016a). Figure 4A shows a typical fish trajectory data, with the fish mass and length, 
and flow conditions listed in the figure caption. The fish swam against the current (i.e., upstream), next to the 
corner of the channel, exhibiting some carangiform locomotion. For the entire 100 s time series, the fish 
progressed upstream by 99 mm. Visual recordings, fish trajectory data and fish speed time series showed that 
the time-series could be sub-divided into some quasi-stationary motion where fish speed fluctuations were 
small and short upstream burst facilitated by a few strong tail-beats. The instantaneous power and energy 
spent by the moving fish were calculated using Equations [10] and [11] (Figure 4B). For the same fish and 
trajectory data shown in Figure 4A, results are presented in Figure 4B. On average, the mean rate of work by 
the fish was 9.0 mW, with a standard deviation of 2.9 mW, while the first, second and third quartiles were 7.3 
mW, 8.7 mW and 10.3 mW, respectively, and the maximum power spent by the fish reached 161 mW. The 
power distribution was skewed with a preponderance of small power values relative to the mean. Forthe entire 
trajectory, the energy spent by the moving fish was 0.89 J. 

 The results may be extrapolated to a 10 m long box culvert barrel, a structure similar to the standard 
culvert seen in Figure 1A. During the upstream fish migration, assuming that the fish swimming behaviour was 
identical to the trajectory data shown in Figure 4A, the energy spent by the moving fish would be 89.9 J for a 
10 m long horizontal culvert barrel. Assuming that the fish swimming capability and flow conditions are un-
affected by the channel slope, Equations [10] and [11] may be applied to test the effects of bed slope ( on 
the same fish individual. For a same 10 m long culvert, the energy spent by the moving fish would be 202 J 
and 1210 J for a bed slope of  = 0.05º and  = 0.5º, respectively. The former slope would be typical of a mild 
slope flood plain, while the latter would correspond to a steep flood plain. Within the present assumptions, the 
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findings suggest that the channel slope may affect significantly the instantaneous power and energy spent by 
the fish to provide thrust during upstream culvert passage. 

 More generally, the bed slope has a drastic impact on the optimum design of fish-friendly culverts. With 
very flat bed slopes, the energy spent by the moving fish to migrate along the culvert is drastically smaller, 
hence facilitating upstream fish migration, but the head loss available is very small. The latter implies that any 
baffle system may drastically reduce the discharge capacity for a given afflux, this increasing substantially the 
cost of the culvert structure. On another hand, a steep bed slope may provide a greater head loss available, 
allowing for a wider range of baffle systems without adverse reduction in discharge capacity, albeit with a 
greater power spent by the moving fish. The latter might be particularly detrimental to weak-swimming fish 
species. 
 

 
 
 
 
 
 
 
 
 

 
(A)  

 
 

 
 
 
 
 
 
 
 

 
 

(B) 
Figure 4. Time-variations of power expended during fish swimming and energy spent by the moving fish - 
Data from Wang et al. (2016a), Duboulay's rainbowfish No. 22 (mf = 3.6 g, Lf = 72 mm) swimming along a 
rough sidewall in an 0.5 m wide open channel, fluid flow conditions: Vx = +0.366 m/s, vx' = 0.315 m/s,  = 0.(A) 
Fish trajectory next to the left rough sidewall (B) Instantaneous power P and energy E spent by the moving 
fish during the trajectory shown in Figure 4A. 
 
5 CONCLUSIONS 

 Standard box culverts may constitute barriers to the upstream passage of weal swimming fish, with 
adverse impact on the upstream and downstream catchment bio-diversity. It is believed that fish-turbulence 
interplay may facilitate upstream migration, albeit an optimum design must be based upon a careful 
characterisation of both hydrodynamics and fish kinematics. Basic dimensional considerations highlight a 
number of key parameters relevant to the upstream fish passage, including the ratio of fish speed fluctuations 
to fluid velocity fluctuations, the ratio of fish response time to turbulent time scales, the ratios of fish dimension 
to turbulent length scale, and the fish species. The latter may be possibly a most important variable, since 
design guidelines developed for one species might be inadequate for another species. 

 The application of the equation of conservation of momentum provides a deterministic method to quantify 
the fish thrust and instantaneous power expended during fish swimming. Using kinematic data recorded with 
fine spatial and temporal resolution, the associated energy consumption may be estimated and the effects of 
bed slope be tested. Within basic assumptions, the present findings suggest that the bed slope may have a 
drastic impact on the optimum design of fish-friendly culverts, since the invert slope affects both the energy 
spent by the fish to provide thrust during upstream culvert passage and the total head loss available. 

 The present study paves the way for an improved knowledge of fish-turbulence interplay relevant to 
upstream fish passage in culverts. This is significant given the recent efforts to design cost-effective standard 
box culverts with enhanced fish passage capability. 
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ABSTRACT  
 
In this paper, a method of habitat evaluation for water-column fish is proposed that focuses on the velocity 
profile, which is spatially heterogeneous in the roughness layer. Experimental testing is conducted using three 
different methods to evaluate the habitat volume of swimming fish within the velocity profiles of four different 
bed conditions. In order to investigate the flow characteristics of the boulder-bed, the first set of experiments 
was performed within a large flume. After the velocity conditions are confirmed, the activity of living, swimming 
fish is observed under those conditions for the second set of experiments. Opsariichthys platypus (Zacco 
platypus), which is a dominant fish species among Japanese freshwater fish, is used for the living fish 
experiment. Based on the results of the two experiments, the accuracy of the three methods is analyzed. The 
first method uses a depth-averaged velocity, the second method uses a velocity profile averaged in the same 
depth of each of the vertical transects and porosity profile of the bed, and the third method uses the velocity 
profiles from each of the vertical transects. The second method is found to be the most effective in providing a 
quantitative estimation for fish habitats with changes in river bed conditions if the averaged velocity profiles 
are known or predicted by another model, such as the double-averaging method (DAM).   

 
Keywords: Habitat evaluation procedure (HEP), water-column fish, flume experiment, velocity profile, roughness layer.  

 
 

1 INTRODUCTION 
 
 In the upper and middle reaches of rivers, the heterogeneity of a river bed environment is a function of the 
river bed morphology and sediment sorting. Sediment size and diameter play a considerable role in the latter 
aspect. From a hydraulics point of view, the flow of water in a boulder- and cobble-bed river with low to 
intermediate relative submergence is analogous to flow over a surface with large relative roughness. The 
roughness layer, is located near the river bed; as such, it is a flow region that is strongly affected by bed 
topography. It provides a heterogeneous hydraulic condition that ensures a wide, three-dimensional flow 
velocity in the roughness layer (Nikora et al., 2004). In a boulder-cobble bed stream, the thickness of the 
roughness layer is large compared to the body size of an aquatic species, because of the large roughness 
elements (boulders). Yanda et al. (2016) investigated the hydraulic characteristic changes within the 
roughness layer due to bed topography changes and observed the decrease of the roughness layer thickness 
as the bed roughness was reduced. Therefore, to properly address the habitat quantity and quality of fish in 
the upper and middle reaches, flow characteristics in the range of low to intermediate relative submergence 
must be considered. However, current habitat evaluation procedures (HEP) do not consider these flow 
characteristics. Most habitat suitability index (HSI) models (Waddle, 2001) use depth-averaged velocity for the 
index velocity. Flow characteristics that vary with changes in the bed condition should also be appropriately 
considered in a habitat evaluation procedure, because the region of the roughness layer in rivers is used by a 
variety of fish species in fresh water including benthic, ground fish, and water-column fish.  
 In this paper, a method is proposed for the habitat evaluation of water-column fish that focuses on the 
velocity profile, which is spatially heterogeneous in the roughness layer. Experimental testing is conducted 
using three different methods for evaluating the habitat volume of swimming fishes within the velocity profiles 
of four different bed conditions. In order to investigate flow characteristics of the boulder-bed, the first set of 
experiments is performed within a large flume located in the Aqua Restoration Training Center in Gifu, Japan.  
After the velocity conditions are confirmed, the activity of living, swimming fish is observed under those 
conditions for the second set of experiments. Opsariichthys platypus (Zacco platypus), which is a dominant 
fish species among Japanese freshwater fish, is used in the living fish experiment. Based on the results of the 
two experiments, the accuracy of these three methods is discussed.   
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2 METHODS 
 

2.1 Experimental flume setup and measurements 
 Figure 1 shows the schematic presentation of the experimental flume.  The experimental flume was 1.5 
m wide and 25 m long. The artificial boulder-bed longitudinal slope was set to 0.003 (1/300). This setup 
enabled the simulation of an armor coated boulder-bed, which is typically found downstream of old, large 
dams (Harada et al., 2014). The four different river-bed conditions were as follow: 1) boulder-only to imitate an 
armor-coated boulder bed, 2) boulder and gravel set to the first ratio 3) boulder and gravel set to the second 
ratio and 4) mostly gravel covering over the boulder. In each condition, the stream bed topography was 
measured using a depth sensor of Kinect for Windows (Microsoft) before and after water passed. The flow 
discharge was set to 28.0 m3/min in all cases. Table 1 shows the flow conditions for each case. The average 
bed height was estimated using the bed topography measurement. The shear velocity was calculated from the 
average water depth and energy slope by the water level profile. The cross-section average velocity was from 
65.9 cm/s to 85.2 cm/s. In case 4, the averaged water depth dm was larger than case 3 in spite of the bed 
condition being smoother.  
The cause of this can be explained as follows: the water level reached the top cover of the cage at the 
downstream end, because the average bed height was sufficiently high. This caused a water level rise in the 
upstream section of case 4.  
 The velocity measurement was conducted in the vertical transects along the line (as shown in Figure 2) 
with the use of an acoustic Doppler velocimeter (MicroADV 16MHz down-looking type, Sontek). The number 
of vertical transects was 10 for cases 1, 2, and 3 for cases 3, 4, respectively. The longitudinal spacing of 
transects was 10 cm. Vertical measurements were conducted with a spacing of 1.0 cm starting from the bed 
height to half of the water depth, and then followed by a spacing of 2.0 cm until close to the water surface. The 
sampling rate of ADV was set to 50 Hz and the measurement period of velocity was greater than 40 seconds 
for each point.   
 
 

 
 

Figure 1. Schematic image of experimental flume  
 

Table 1. Flow condition 

Case 
Discharge 
Q [m3/min] 

Average bed 
height from 

datum  
Zm [cm] 

Average water 
depth 

dm [cm] 

Shear 
velocity 

U* [cm/s] 

Cross-
sectionaverage 

velocity  
Vm [cm/s] 

1 28.0 -4.2 47.2 6.4 65.9 
2 28.0 -1.7 43.7 7.4 71.1 
3 28.0 0.5 36.5 7.4 85.2 
4* 28.0 8.1 38.9 9.0 80.0 

      

              *Not entirely accurate because the water level reached the top cover of the cage at the downstream end 
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Figure 2. Bed topography (case1) and arrangement of velocity measurement transect 

 
2.2 Living fish experiment 
 For the living fish experiment, the experimental section of the flume was confined to 10 m in length using 
a steel wire net to prevent the fish from escaping. In each river-bed condition scenario, 30 Opsariichthys 
platypusfish (average total length (TL) =11.7 cm and average body length (BL) =9.7 cm, N=120) were placed 
in the experimental section. After the fish became acclimated to the water conditions and environment, fish 
activity was observed through an acryl side wall from an underground darkroom beside the flume (Figure 3). 
 To evaluate the suitability as a swimming habitat, the positions of individual swimming fish were observed 
and recorded several times (N=3 to 9). The position of each fish was categorized into three parts, (a) 
experimental section, (b) downstream end, and (c) upstream end. The population that was not observed was 
classified as (d) lost or hidden. It was observed that individual fish could not continue swimming in the 
experimental section and tended to gather around the (b) downstream end or (c) upstream end. This was 
because the steel wire net made the flow velocity slower around the upstream end of the experimental 
section. Moreover, the region near the steel wire cage in the downstream end was not the preferable location 
for fish.  
 

 
Figure 3. Observation of fish activity through the acryl side wall 

 
2.3 Habitat evaluation 
 Three habitat evaluation methods were applied to the measurement results. The cruising speed of the 
swimming fish was used as the index velocity for the swimming fish habitat. According to past studies on fish 
physiology (Brett, 1964; Videler et al., 1991), the cruising speed is different for each species, and also varies 
with water temperature. The cruising speed of swimming fish is often expressed by multiplying the body length 
(standard length) by from two to four around. For this study, the index velocity was set as three times the body 
length (3BL), 30cm/s, with an average body length (BL) of 9.7 cm. Figure 4 shows the relationship between 
measurement, analysis and evaluation methods. Each method involved the evaluation of the specific volume 
where the flow velocity was below the index velocity. The first method used a depth-averaged velocity, the 
second method used a velocity profile that was averaged in the same depth of each vertical transect (double-
averaged streamwise velocity profile) and porosity profile of the bed surface, and the third method used the 
velocity profiles from each of the vertical transects directly. 
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Figure 4. Swimming fish habitat evaluation methods 

 
3 RESULTS AND DISCUSSION  

 
3.1 Velocity distribution and bed topography 
 Figure 5(a) shows the porosity profiles that were calculated from the bed topography measured by the 
Sensor Kinect. Adding gravels (cases 2 to 4) resulted in the increase of the average bed height and reduction 
in the thickness from the lowest point to the highest point. In other words, the thickness of the interfacial 
sublayer (Nikora and McLean, 2007) decreased. This porosity profile was defined as the roughness geometry 
function (Φݏ ൌ ܸ/ ܸ, where Vf is the volume of fluid and V0 is the total volume). The double-averaged (time-
space averaged) velocity profiles are shown in Figure 5(b). In response to the change in the bed condition, the 
velocity near the bottom largely increased.   
 

 
Figure 5(a). Porosity profiles Figure 5(b). Double-averaged velocity profile 

(Roughness geometry function Φݏ) 
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3.2 Swimming fish activity 
 In case1, 60% of the fish continued swimming and remained within the experimental section; others tried 
to escape or were lost (not found) in the section. As bed conditions began to vary from cases 2-4, the number 
of fish that continued staying in the experimental section declined until eventually reaching 20% of the original 
number. However, in case 4, the fish population that continued swimming in the experimental section was 
larger than in case 3. As shown in Table 1, the average velocity in case 4 was smaller than in case 3, because 
of the water level rising near the downstream end. This was regarded as the primary cause of the tendency 
that case 3 and case 4 reversed.   
 

 
Figure 6. Observed position of individual fish 

 
3.3 Habitat evaluation 
 The specific volume at which the flow velocity was below the index velocity is shown in Figure 7. The first 
method indicated that there was no habitat because the depth average velocity exceeded the index velocity 
(3BL, 30cm/s). The second and third methods indicated that there were some volumes around the bottom 
(0.02-0.08 m3/m2). The space volume in which the fish could continue swimming in the roughness layer was 
counted. The third method tended to have smaller evaluation values than the second method. The order of the 
evaluation value of the second method and the third method was 1,2,4,3 and 1,3,4,2, respectively.   
 

 
Figure 7. Evaluation result: the specific volume where the flow velocity is below the index velocity (3BL) 

 
3.4 Discussion 

From the living fish experiment, it was observed that the fish could continue swimming even if the 
average velocity exceeded their cruising speed (see Figures 3 and 6). From the double-averaged velocity 
profiles shown in Figure 5(b), the space where the flow velocity was below the index velocity was observed 
near the bottom. This domain was located below the highest point of the channel bed. The domain in which 
the fish could continue swimming is presumed to be in the roughness layer, particularly in the interfacial 
sublayer in this experiment. The habitat evaluation method that uses depth-averaged velocity is not able to 
successfully evaluate this situation. Hence, the second and third methods are considered superior to the first 
method. To analyze the accuracy of the second and third methods, Figure 7 was compared with Figure 6. 
Figure 6 portrays the percentage of (a) expressed suitability for the swimming fish habitat. The difference in 
the results of the two methods was not substantial. The second method clearly expressed the order of (a), 
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and the third method was more complicated. In summary, the second method is better for providing a 
quantitative estimation of a fish habitat in consideration of changes in river bed conditions. In addition, the 
second method is more practical to employ. Habitat evaluation in consideration of the existence of the 
roughness layer is enabled by combining this method with the double-averaging concept for rough-bed open 
channel.   
 
4 CONCLUSIONS 
 In this study, experimental testing is conducted using three different methods for evaluating the habitat 
volume of swimming fishes within the velocity profiles of four different bed conditions. In order to investigate 
flow characteristics of the boulder-bed, the first set of experiments is performed within a large flume. After 
confirmation of correct velocity conditions, the activity of living, swimming fish is observed in those conditions 
for the second set of experiments. Based on these results, the accuracy of the three methods is discussed. In 
conclusion, the second method, which uses the double-averaged velocity profile and the roughness geometry, 
is found to provide the best quantitative estimation for fish habitat with changes in river bed conditions.  
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ABSTRACT  
  
Understanding the flow and mixing processes in vegetated flows is essential for hydraulic engineers to be able 
to improve the performance of water bodies such as treatment wetlands and ponds. Cylinder arrays have 
been used in several laboratory studies, but such studies are time-consuming. The aim of this paper is to find 
an efficient, alternative, validated, way for conducting such studies. Traditional Computational Fluid Dynamics 
(CFD) models can be considered as an alternative. A previous laboratory study on transverse dispersion 
coefficients within random cylinder arrays, Tanino and Nepf (2008) is modelled in ANSYS Fluent 16.1. The 
Reynolds Stress turbulence closure model is used to solve the steady sate flow field. A transient scalar model 
has been used to model tracer dispersion within the arrays. The resulting CFD generated transverse 
dispersion coefficients are then compared with the previously reported laboratory ones. The comparison 
shows acceptable agreement between the CFD and laboratory data, which leads to the validation of the 
method used in this study. The results of this study demonstrate the potential of CFD models to be used as an 
efficient way for studying flow and mixing within artificially vegetated flows.  

 
Keywords: CFD; random cylinder array; transverse dispersion coefficient; scalar transport; validation.  

 
1 INTRODUCTION 
 Vegetated flows play a significant role in environmental processes. Considering their protecting effect on 
natural water bodies ponds and wetlands are clear examples of such roles. For hydraulic engineers to be able 
to improve the performance of such treatment bodies, it is essential to understand the characteristics of flow 
and mixing taking place within them. Several studies were performed to fulfill this purpose, and all suffer from 
a common disadvantage that is being extremely time-consuming even to model the simplest models of 
vegetated flow in laboratory. This problem has resulted in limited data on mixing in simple representations of 
vegetated flows, i.e. cylinder arrays. Thus finding a more efficient way of representing and investigating the 
flow and mixing within such flows is required. 
 Certain aquatic vegetation types are approximately cylindrical (Tanino and Nepf, 2009); therefore cylinder 
arrays as a simple yet representative laboratory set of the vegetated flows have been used in several 
laboratory studies e.g. White and Nepf (2003); Hamidifar et al. (2015); Sonnenwald et al. (2016). 
 The aim of this study is to validate the CFD modelling methodology as an efficient alternative method for 
investigating the mixing characteristics of cylinder arrays. After a brief introduction on the laboratory data used 
for validation, the methodology is explained in detail. The post processing and results are discussed 
afterwards and finally the CFD results are compared with the laboratory data.  

 
2 LABORATORY DATA USED FOR VALIDATION 
 A laboratory investigation of transverse dispersion coefficient, Dy, within randomly distributed emergent 
cylinders with diameter, d=0.0064 m, was undertaken by Tanino (2008). The arrays were built based on solid 
volume fractions of ϕ=0.010-0.350. A range of mean pore velocities, Up, were tested and the transverse 
dispersion coefficient was measured for each case, over variable longitudinal distances from injection point, x. 
It was suggested, and experimentally shown, that the net transverse dispersion can be expressed as the 
linear superposition of turbulent diffusion and mechanical dispersion, caused by the heterogeneous velocity 
field within the array. A more detailed explanation can be found in Tanino and Nepf (2008) and Tanino (2008). 
The reported results and characteristics of the laboratory setup are presented in Table 1, in which <Sn>A is 
the average surface-to-surface distance between a cylinder in the array and its nearest neighbour, Red and 
Re<Sn>A

 are the stem diameter and pore Reynolds numbers respectively, and n is the number of cases for 

which Re<Sn>A 
>74 (ϕ=0.010-0.270) and Re<Sn>A 

>53 (ϕ=0.350). 
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Table 1. Experimental condition of laboratory data used for validation (Table 3.3 from Tanino, 2008, all values 
are presented here with the original precision) 

ϕ d/<Sn>A Kyy/(Upd) n Up [m/s] Red Re<Sn>A x/d 

0.010 0.28 0.21±0.02 51 0.014-0.031 83-190 290-660 55-168 

0.031 0.58 0.24±0.01 56 0.010-0.027 67-180 120-310 7-174 

0.060 0.93 0.20±0.01 44 0.015-0.026 97-170 100-180 23-124 

0.091 1.3 0.18±0.01 61 0.032-0.066 230-480 180-370 22-134 

0.15 2.0 0.17±0.01 35 0.031-0.058 190-370 94-180 43-223 

0.20 2.7 0.13±0.01 48 0.038-0.065 210-340 78-130 80-225 

0.27 4.0 0.17±0.02 36 0.045-0.070 300-480 74-120 27-152 

0.35 5.9 0.24±0.02 16 0.046-0.056 320-390 53-66 36-145 

 
3 METHODS 
 The experiments were modelled using ANSYS Fluent 16.1 (ANSYS® Academic Research, Release 
16.1). The model built to regenerate each data point is explained in detail in § 3.1. Limitations of the mesh 
building tool in ANSYS 16.1, mean that the maximum ϕ that may be represented decreases as the physical 
size of the channel model increases. It was therefore necessary to decide on the minimum channel length and 
width that would be representative for the mixing characteristics of the array. The scalar transport steps are 
explained in § 3.2. The results are presented in § 4.2, and the modelled outputs are compared with the 
laboratory reported data in § 4.3.  

 
3.1 Flow Setup 
 The process of finding the minimum representative channel length and width is explained in this section. 
The rest of the models were built based on the same method but with a different geometry, i.e. with the 
minimum representative channel length and width but differing solid volume fractions.  

 
3.1.1 Geometry 
  The initial set-up was based on the ϕ=0.010 scenario, i.e. the first row in Table 1. A two dimensional 0.40 
m wide, 1.40 m long channel, with 175 cylinders of 0.0064 m diameter resulting in a solid volume fraction of 
ϕ=0.010 and frontal facing area per unit volume of a=2.00 m-1 was set as the geometry. The cylinders were 
randomly distributed along the channel using the rand function of MATLAB allowing a distance of 0.002 m 
from the channel edges and so that stems did not overlap. The laboratory cylinder array was built using a 
similar approach (Tanino 2008). This arrangement of cylinders resulted in an average edge to edge spacing of 
<Sn>A= 0.021 m.  
 The channel was modelled in 2D. The array used in the laboratory study was vertically uniform and the 
vertical profiles of longitudinal velocity (Figure 3-7 in Tanino, 2008) showed that the vertical variations in 
velocity were negligible comparing to transverse ones. Therefore one can justify that a two dimensional model 
can be representative of the laboratory channel and the CFD results can be comparable to the laboratory 
ones. 
 
3.1.2 Mesh 
 The channel was meshed with global 0.001 m mesh cells. The model was proved to be mesh-
independent at this size. Then the region surrounding each of the cylinders was meshed with a 3 level finer 
mesh, in a way that each edge was meshed with 80 cells of 0.00025 m, which in total summed up to 689,778 
nodes and 1,362,316 elements for the whole channel. All the mesh cells were triangular, built based on the 
proximity and curvature Advanced Size Function. This function is designed by ANSYS to automatically refine 
the mesh based on local proximity and local curvature of the geometry. Both the inlet and outlet of the channel 
were match controlled making it possible to set a periodic boundary condition, as will be explained in the next 
section. A sample of meshing around the cylinders is shown in Figure  1. 
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Figure 1. A sample of meshing around the cylinders. Cylinders were 0.0064 m in diameter. 

 
3.1.3 Boundary conditions and flow set-up 
 The inlet and outlet boundaries were set as periodic boundaries which was chosen to provide a 
developed flow field independent of the length of the channel. The inlet mass flow was set equal to 8.983 kg/s 
which is equivalent to inlet velocity of 0.023 m/s. This inlet velocity is the mean value of the reported Up range 
used in the laboratory for this solid volume fraction, ϕ=0.010, i.e. Up = 0.014-0.031 m/s in Table 1. The 
Reynolds Stress Model (RSM with 5 equations) turbulence closure model was set along with the enhanced 
wall treatment as the near-wall treatment method. This model is the most complete 2D turbulence model 
available in ANSYS Fluent as it allows for anisotropic Reynolds stresses develop. The RSM model constants 
were left at default values. All the cylinder edges and the left and right sides of the channel were set as wall 
boundaries with no slip condition. The method for spatial discretization of all the variables was set to second 
order upwind using the coupled scheme solver. 
 
3.2 Scalar Transport Setup 

 After solving the flow and turbulence equations in steady state, the model was switched to transient and 
set for scalar transport modelling. A user defined scalar was defined with the same density and molecular 
diffusivity as water and the Schmidt number of 1.0. The spatial discretization of the scalar and the transient 
formulation were set to second order upwind and second order implicit, respectively. The flow and turbulence 
equations were deactivated and the scalar was released at the injection point, as shown in Figure  2, for 100 
time steps of ∆t=0.01 s i.e. a 1.00 second pulse injection. The model is time-step insensitive at this time-step. 

 Once the pulse injection was stopped, simulation was continued at ∆t=0.01, allowing the scalar to be 
advected and dispersed along the channel. Two lines were defined at x=0.05 m and x=1.35 m to remove the 
scalar from the channel before and after each in order to stop the plume recirculating through the periodic 
boundary, (the lines are shown in Figure  2).  The scalar concentration was recorded at each time step at every 
0.05 m over 25 cross-sectional recording lines also shown in Figure  2. This concentration data was then used 
to calculate the longitudinal and transverse dispersion coefficients. Note that the longitudinal dispersion 
coefficients are not discussed further within this paper. 

 Considering the available two dimensional mixing data for this model, both two and one dimensional 
optimizations were possible to estimate the dispersion coefficients. A comparison between two and one 
dimensional optimizations on the advection-dispersion coefficient was performed by Sonnenwald et al. (2017) 
for a similar problem and it was shown that the difference is negligible. So in this study one dimensional 
optimizations were done separately for each dimension, to estimate the longitudinal and transverse mixing 
coefficients. 

 The longitudinal dispersion coefficient was calculated based on a one dimensional optimization of the 
routing solution to the longitudinal advection-dispersion equation: 
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where C is the tracer concentration; t is time; u is the longitudinal velocity and Dx is the longitudinal dispersion 
coefficient, (Rutherford 1994). 

 It should be mentioned that the longitudinal optimization was done first and the resulting optimized 
longitudinal velocity was used for estimating travel time in the optimization of Dy. The optimized longitudinal 
velocity values were also used for non- dimensionalizing the transverse dispersion coefficient. 

 Concentration values were temporally averaged over each recording line, resulting in concentration 
versus transverse distance profiles for each cross section. Between each pair of cross sections, the 
downstream concentration was predicted and the transverse dispersion coefficient was estimated based on a 
one dimensional optimization of the routing solution to the transverse advection-dispersion equation: 
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where v is the transverse velocityy is the transverse distance; and Dy is the transverse dispersion coefficient 
(Rutherford, 1994).  

 
4 RESULTS 
 The resulting flow field and mixing characteristics for the sample model are presented in §4.1 and § 4.2 
respectively. Justification for the minimum representative channel size is provided in §4.3 and all the CFD 
results are compared with the laboratory data in §4.4.  
 
4.1 Flow Results  
 The resulting u-velocity field after solving the flow and turbulence equations, for the sample geometry is 
shown in Figure  2. 
 

 
Figure 2. u-velocity contours, ϕ=0.010, inlet velocity=0.023 m/s 

 
4.2 Scalar Transport Results 
 A sample of the downstream and upstream transverse concentration profiles along with the predicted 
downstream concentration profile is presented in Figure 3. The longitudinal concentration profiles are also 
shown in Figure 3.  

1 25
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Figure 3. A sample plot of upstream and downstream concentration along with the predicted downstream 

concentration (upstream=cross section No. 5 and downstream=cross section No. 25 on Figure 2.) 
 
4.3 Finding the minimum representative channel size  
 The transverse dispersion coefficients were estimated between each possible pair of cross sections and 
then were grouped based on the distance between the upstream and downstream cross sections. The 
injection point cross section was not considered to avoid possible numerical dispersion. So from cross section 
number 2 to cross section number 25 there are 299 different possible scenarios grouped in 24 groups of 
0.05 m to 1.15 m small longitudinal channel units, with 0.05 m intervals. The mean standard deviation of 
trnsverse disperision coefficent of each group was calculated and is shown in Figure  4. 
 

 
Figure 4. a) Mean and standard deviation and b) Non-dimensional standard deviation of non-dimensional 

transverse dispersion coefficient for ϕ=0.010 
 

b)

Dx=8.05×10-5 m2/s 

Dy= 2.59×10-5 m2/s 
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 Taking a standard deviation of less than 5% of the mean value as a criterion for an acceptable value, 
then one can say that, for ϕ=0.010, the minimum length required to fulfil this criterion is 0.384 m. 
 If the above conclusion is generalized, and also assuming that with increasing the solid volume fraction 
the required representative array length decreases, then the minimum required length would be 0.38 m or 
less. The spread of the plume over the width of the channel over the longitudinal distance of 0.35 m, i.e. from 
cross section No. 2 to cross section No. 9 in Figure 2, is less than 0.20 m, Figure 5. 
 

 
Figure 5. The spread of tracer plume over the channel width (upstream=cross section No. 2 and 

downstream=cross section No. 9 on Figure 2.) 
 
 Thus, the rest of the cases were built as 0.20 m (wide) × 0.60 m (long) channels. Considering the 
upstream and downstream tracer removal lines at x=0.05 m and x=0.55 m respectively, and the injection point 
at x=0.10 m, this leaves 0.35 m for the tracer to be advected and dispersed over the channel length and width. 
The rest of cases with different solid volume fractions presented in Table 1 were modelled based on the same 
method as was explained above. The resulting transverse dispersion coefficients are compared with the 
laboratory data in § 4.4. 
 
4.4 Validation  
 Eight geometries, representing the different values of solid volume fractions presented in Table 1, were 
modelled following all the procedures explained above. Three different inlet velocities, i.e. the minimum, mean 
and maximum of the reported range of velocities in Table 1, were set as input velocity for each geometry. An 
example of channel geometry with u-velocity contours for ϕ=0.091 and inlet velocity of uinlet=0.049 m/s is 
shown in Figure  6. The scalar was injected at x=0.10 m from the inlet and its concentration was recorded at 
every 0.05 m. The transverse dispersion coefficient was then estimated based on the concentration on cross 
section number 2 (at x=0.15 m) and cross section number 9 (at x=0.50 m). 
 

 

 
 

Figure 6. u-velocity contours, ϕ=0.091, the inlet velocity=0.049 m/s 
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 A sample of upstream and downstream concentration profiles along with the predicted downstream 
concentration for ϕ=0.091 is shown in Figure 7.  
 

 
Figure 7. Upstream and downstream concentration along with the predicted downstream concentration for 

ϕ=0.091 (upstream=line No. 2, downstream=line No. 8 on Figure 2.) 
 
 The resulting transverse dispersion coefficients were non-dimensionalized by the cylinder diameter i.e. 
0.0064 m and the optimized longitudinal velocity for each case. The normalized transverse dispersion 
coefficients resulting from CFD models are compared to laboratory data from Tanino and Nepf (2008), in 
Figure  8.  
 

 
Figure 8..  Comparison between CFD results and laboratory data 

Dx= 2.39×10-4
 m

2/s 

Dy= 5.58×10-5
 m

2/s 
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5 DISCUSSIONS 
 It can be observed from Figure  8, that the trend of laboratory data is regenerated by the CFD results to 
an acceptable level which lead to the validation of the CFD method used in this study and also supporting the 
theoretical relations suggested by Tanino and Nepf (2008), i.e. that the net transverse dispersion can be 
expressed as the linear superposition of turbulent diffusion and mechanical dispersion. 
 The difference between CFD results and laboratory data can be investigated from different aspects. The 
CFD models used in this study were 2D models which means neglecting the effect of bed role in the mixing 
processes. Not all of the laboratory condition can be modelled and regenerated in CFD models, e.g. the 
wooden dowels used in laboratory have a certain wall friction which was not modelled in CFD, and the same 
is true for the channel boundaries. On the other hand the laboratory errors and uncertainties also should be 
considered as a source of difference between CFD and laboratory data.  
 The turbulence model used in this study, i.e. RSM, was shown to be able to model the heterogeneous 
flow field generated by the presence of random cylinder arrays. It shows that traditional RANS models, all of 
which have the disadvantage of the eddy-viscosity assumption and isotropic turbulent kinetic energy, can still 
provide useful insights into small-scale hydrodynamic processes in this type of engineering application. 
 In general it can be concluded that the described CFD modelling tool and procedure provides an 
acceptable way of representing and quantifying mixing within cylinder arrays. The use of this tool can be 
justified to investigate other conditions such as different solid volume fractions, different spacing patterns of 
cylinders, and differnet cylinder diameter distributions in future studies. 

 
6 CONCLUSIONS 

• A CFD modelling method based on applying a 2D Reynolds Stress turbulence Model (RSM) to 
model the heterogeneous flow field and mixing within random cylinder arrays was evaluated by 
comparing the CFD results with a previously published laboratory study.  

• The CFD transverse dispersion coefficients generated in this study showed a good agreement with 
laboratory data.  

• The method used in this study was validated and is suggested to be used for the future studies. 
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ABSTRACT 
  
The European Water Framework Directive aims to restore the ecological continuity of European rivers and 
streams and more specifically the free circulation of aquatic species. To fulfill those requirements, vertical slot 
fishways (VSF) are built to provide the possibility for fish to cross dams or weirs. Initially, such devices have 
veen constructed to allow the migration of fish species with an important swimming capacity like salmonids. 
Currently, more and more VSFs are equipped with macro-roughnesses fixed on their bed to help small or 
benthic species to cross obstructions. Macro-roughnesses are most often stones or concrete cylinders. To 
study the effects of such macro-roughnesses on the pool flows, unsteady 3D flow simulations are carried out. 
This paper presents the results of 3D URANS and LES studies of a VSF with and without equally spaced 
cylinder-shape macro-roughnesses. The volume of fluid method is used to simulate the free surface and the 
interaction between the two phases (water and air). Results show that both URANS and LES models are in 
good agreement with experimental velocity profiles. However, the turbulent kinetic energy is quite under-
estimated when using the URANS model. Finally, the LES method is used to characterize the effect of macro-
roughnesses on the flow. It is shown that the zone in the vicinity of the macro-roughnesses gives potentially 
more favorable flow condition for benthic species. The present study demonstrates that LES calculation can 
give a useful modelling of the flow existing inside a VSF with macro-roughnesses. It can provide valuable 
information of the flow characteristics, especially in areas where the experimental measurements are 
complicated to implement. 

 
Keywords: Vertical slot fishway; numerical simulation; URANS; LES; macro-roughnesses. 

 
1 INTRODUCTION   
 Most fish species is doing migration to reach suitable spawning areas, to find areas of growth or to 
fleeing poor habitat conditions. The many obstacles (weirs, dams) along rivers constitute real obstacles to 
these migrations, which can lead to the partial or total suppression of access to spawning grounds and to the 
reduction and sometimes complete disappearance of species. To allow these species to move freely in rivers, 
crossing devices such as vertical slot fishways (VSF) are built on rivers. Flow in vertical slot fishways has 
been extensively studied both experimentally (Wu et al., 1999; Puertas et al., 2004; Liu et al., 2006; Tarrade et 
al., 2008; Wang et al., 2010) and numerically (Khan, 2006; Cea et al., 2007; Heimerl et al., 2008; Chorda et 
al., 2010; An et al., 2016; Klein & Oertel, 2016) and is now relatively well characterized. However, the 
presence of macro-roughnesses in such fishways has been little studied (Bourtal, 2012; Branco et al., 2015). 
The macro-roughnesses are mostly rock blocks or concrete cylindrical studs placed on the floor of the VSFs. 
Macro-roughnesses are used to create more favorable flow conditions for bottom species (benthic species) 
and to provide them hydraulic shelters. Unsteady 3D numerical simulations of flow in a vertical slot fishway 
with and without macro-roughnesses were performed using Star-CCM+. A comparison of the URANS and 
LES models with experimental velocity profiles carried out in a reduced model is proposed to define the most 
realistic method to model the flow inside VSFs. 

 
2 EXPERIMENTAL SETUP  
 The Pprime Institute of the University of Poitiers-CNRS has a reduced model of vertical slot fishway. This 
model was designed on the basis of the mean dimensions of the VSFs constructed in France with a 
geometrical scale of 1/4 relating to Froude similitude. The model is shown schematically on Figure 1. The 
system operates in a closed loop. A centrifugal pump (1) is used to transfer the water from the retention tanks 
(2 and 3) located downstream of the VSF (4) to the feed tank upstream (5). The water flows then by gravity 
through the five pools VSF and return to the retention tank. The length of the pools is L=0.75 m and the width 
of the vertical slots is b=0.075 m, giving the ratio L/b equal to 10. The width of the pools is B=0.675 m, i.e. 
B/b=9. The geometry of the pools is similar to the design 1 studied by Rajaratnam et al. (1986). 
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Figure 1. Experimental setup. 

 
For the experiments presented here, the slope of the VSF was set to s=7.5% and the discharge to Q=0,023 
m3/s. The macro-roughnesses arranged on the bottom of the VSF model are c, equally spaced cylindrical 
studs with a diameter of 0.035 m and a height of 0.05 m. 
The density dr is defined as the ratio of the elementary surface covered by three elements of macro-
roughnesses (Sr) to the total surface of the patch of cylinders (St) (figure 2). In the studied configuration, a 
density is set to dr=15%.  
 

 
Figure 2. Density of macro-roughnesses 

 
Flow velocity measurements were performed in the third pool of the fishway, in smooth floor configuration 
(classical configuration) and also with the presence of macro-roughnesses, using an Acoustic Doppler 
Velocimeter (ADV) to obtain average velocity and turbulent kinetic energy profiles. The sampling rate of the 
ADV is 50Hz over a 300 seconds acquisition time. A phase/space filter has been used considering that is one 
of the more objective filter for turbulent free surface flow (Goring et al., 2002). The origin of the coordinate 
system linked to the fishway (X, Y, Z) is located at the bottom of the VSF, at the intersection of the plane 
formed by the upstream wall and the side wall (small deflector side) (Figure 3). The X-axis is in the direction of 
the flow and parallel to the floor, the Y-axis points towards the inside of the pool, the Z-axis is therefore 
directed upwards. Another axis, Z’ is defined as the absolute vertical axis. A transverse profile (B) is defined in 
a plane parallel to the floor at a distance Z/b = 2 and X/b=4,67. For this profile, the first and the last points are 
located at 50 mm from the walls. A vertical profile (D) has also been measured along the Z'-axis at Y/b=2,95 
from X/b=4,5 at the first point, located 10 mm above the macro-roughnesses to X/b=4,8 at the free surface. 
The sampling interval for all profiles is 15 mm. The position of the profiles is given in the figure 3. 
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Figure 3. Left: position of the velocity profiles (profile B in red and D in blue). Right: position and orientation of 
the coordinate system linked to the fishway (X, Y, Z). The Z’-axis defines the vertical direction of the absolute 

coordinate system. 

3 NUMERICAL MODELS 

3.1 Model description 
Numerical simulations give access to quantities that are difficult to measure experimentally and thus 

complement physical analysis. In this paper, simulations of the flow were conducted in Unsteady Reynolds-
Averaged Navier-Stokes (URANS) and Large Eddy Simulation (LES) with Star-CCM+ software, for the same 
configuration used for the experimental measurements (5 pools, B/b=9, Q=0,023 m3/s and s=7.5%), with a 
smooth floor configuration and with macro-roughnesses. The URANS method uses the Reynolds 
decomposition principle. It is based on the decomposition of the instantaneous variables (pressure, velocities) 
of the flow in an average part and a fluctuating part. The use of the mean operator on the Navier-Stokes 
equations leads to a loss of information making the system of equations to be solved open. The use of 
turbulence models is thus necessary to close the system of equations. In the present case a k-ε low Reynolds 
turbulence model was used. Contrary to the URANS method that models all the turbulence spectrum, the 
Large Eddy Simulation method (LES) consists of solving large flow structures that are highly dependent on 
geometry and models only small ones, that are supposed to be more universal, thanks to a sub grid-scale 
model. The Wall Adapting Local Eddy-viscosity (WALE) model developed by Nicoud and Ducros (1999) was 
used for simulations. By construction, this model makes the turbulent viscosity tend towards a zero value 
without damping function. It is particularly suitable for complex geometries and has therefore been used in this 
study. To simulate free surface flow, the Volume of Fluid (VOF) method was used. This method is based on a 
function which makes it possible to define the volume fraction of one of the two fluids present in a control 
volume.  

An implicit temporal discretization scheme is used for both methods. This scheme consists of two nested 
loops: a loop in physical time which allows to describe the unsteady evolution and a loop in dual time which 
seeks to reach a quasi-stationary state. For spatial discretization, a second order upwind scheme and a third 
order scheme (MUSCL) was used for URANS and LES respectively. 

3.2 Boundary conditions 
Hydrostatic pressure conditions and volume fraction of each phase (water and air) are set at the input 

and output of the calculation domain. Water levels are derived from experimental measurements of water 
heights on the VSF of the laboratory. No-slip wall boundary conditions have been specified on all the solid 
walls. The area of calculation has been enlarged above the fishway, thus enabling the boundary to be moved 
away from the area of the free surface of the flow. A symmetry condition has been imposed on the boundaries 
of this enlargement. Boundary conditions are recalled on the figure 4. 
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Figure 4. Boundary conditions used for LES and URANS simulations. 

3.3 Mesh 
The size T* of the cells of the different parts of the mesh of the simulation domain has been defined with 

respect to the width of the slot (T*/b). In URANS modeling, this ratio has been set to 1/4 (figure 5), which 
makes it possible on the one hand to obtain a good definition of the geometry but also to have reduced spatial 
discretization errors. Since the water level is determined experimentally, the mean position of the free surface 
in each pool can be estimated. The mesh has been refined to T*/b=1/8 in an area around this position (+/- 
20%). The part of the domain which contains only air (above the free surface) has been meshed with a mesh 
size T*/b=1. For the simulation of the flow in the VSF in the vicinity of macro roughnesses, a refinement 
(T*/b=1/8) was carried out in an area delimited by the height of the cylinders. 
In LES simulation, the mesh size used for the URANS simulations was retained to mesh all the pools except 
the third, corresponding to the reference pool. In this pool, the cell size of the core mesh is T*/b=1/8 (figure 5). 

Figure 5. Mesh generated for simulation of the flow in a VSF with macro-roughnesses. Left: mesh generated 
for URANS simulation, right: mesh generated for LES simulation. 

The k-ε turbulence model used for URANS simulations is integrable down to the wall (low-Reynolds 
turbulence model). Thus, the first inner node of the boundary layer mesh should be located in the viscous sub-
layer, which at y+=1, where y+ is the non-dimensional wall distance, defined as: 




 

.wy u
y

[1] 

where wy the normal distance from the wall (m), u the wall friction velocity (m/s) and  the kinematic viscosity 

(m2/s).  
In URANS simulation, u  is deduced from an estimation of the friction coefficient gives by Schultz-Grunow 
expression: 
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where fC is the friction coefficient (-), U is the velocity of the flow (m/s), x  the direction of the flow (m) and 
the kinematic viscosity (m2/s). 
The same condition must be observed in LES for the near-wall region to be correctly solved. However, the 
wall friction velocity was estimated from the URANS results. 
The thickness  ( )x of the boundary layer mesh was estimated to be equal to 0.03 m from the equation which 

gives the evolution of the turbulent boundary layer thickness on a flat plate (Chassaing, 2000): 


 1/5

( ) 0,37
( )e

x
x R x

[3] 

Where ( )eR x is the Reynolds number (-). 

Unlike URANS simulations, in LES the anisotropy of the near-wall mesh must be very limited. To resolve 

inner-layer eddies, the streamwise and spanwise grid sizes in wall unit respectively x ≅100 and z ≅20 
have been used (Piomelli and Balaras, 2002). 

3.4 Initial conditions and computational parameters 
In URANS, a starting water level is imposed at the output of the simulation domain (Figure 6). The result 

is a residual water level in the VSF. This initial state corresponds to a configuration in which the entrance of 
the fishway would be closed and the exit is left free. In LES, the initial conditions are derived from the URANS 
calculations such as pressure, velocity and volume fraction of fluid (Figure 6). 

Figure 6. Initial conditions of the volume fraction of water (in blue) for URANS and LES methods. 

Concerning the computational time step, for calculation precision requirements, its value has been set to 
t =10 ms in relation to the cell size of the computational domain and the kinematics of the flow.  
In the case of the URANS simulation, the equilibrium of the water levels in each of the pools is reached after 
20 seconds of simulation. The calculation of the statistical turbulent quantities of the flow is calculated only 
from this equilibrium state. The overall time of simulation was set to 300s corresponding to the acquisition time 
of the experimental measurements. Since the flow is already fully developed at the beginning of the LES 
simulations, the overall simulation time is based on the convergence of mean and fluctuating component of 
velocity in the center of each pool. 
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4 COMPARISON OF RESULTS  
 A comparative study of the flow characteristics is carried out to determine which of URANS or LES 

simulation is the most appropriate method to model the flow inside a VSF with and without macro-
roughnesses. The magnitude of the velocity 

3D
V  and the turbulent kinetic energy 3Dk  were normalized by 

the maximum velocity given by: 

 2. . .dV g s L [4] 

where g is the acceleration due to gravity (m/s2), s  the slope of the VSF and L  the length of the pools (m).  

The 3D non-dimensional magnitude of the flow velocity 3D

d

V

V
and turbulent kinetic energy 3

2
d

Dk
V

 profiles 

obtained from experimental measurements and from both URANS and LES simulations (URANS and LES) 
are plotted in figures 7 and 8, respectively for the smooth floor and the macro-roughnesses configurations. 

The estimated errors due to spatial discretization for URANS simulations are calculated from the Grid 
Convergence Index (GCI) method (Celik et al., 2008). Concerning experimental measurements, the 
uncertainties are estimated from the ADV constructor specification. Uncertainties are shown in the figures 7 
and 8 in the form of error bar. 

To give an objective character to the comparisons, the correlation coefficient r² and the relative standard 
deviation ߪ between the experimental and numerical curves have been calculated. The correlation coefficient 
was used here to evaluate the degree of resemblance between the numerical curves and the experimental 
curves. 

In both the smooth floor and macro-roughnesses configuration (figure 7 and 8), the mean velocity curves 
‖‖యವ


 of the profiles B obtained by URANS and LES simulations are similar to those obtained experimentally. 

The passage of the jet induces a strong increase in the velocity and the turbulent kinetic energy of the flow at 
Y/b=3 (figure 7 a,b and figure 8 a,b). On both sides of the jet, two zones of lower intensity with local minimum 
velocity, reflect the existence of two recirculation zones indicating the existence of the first flow pattern (Wu et 
al., 1999). The URANS and LES simulations clearly reproduce this flow topology.  

This visual observation is confirmed by high correlation coefficients, whether for the URANS simulation or 
for the LES simulation (Table 1). With and without macro-roughnesses, the errors on the mean velocity are 
quasi-equivalent in URANS and LES and relatively reasonable for the transversal profile B and for the vertical 

profile D (ߪ= 18,7% for the LES and ߪ= 19,3% for the URANS). The turbulent kinetic energy 
యವ

మ  is 

underestimated by the two methods for the two configurations and for profiles B and D. However, the turbulent 
kinetic energy is better modeled in LES than in URANS, and this, whatever the profile studied with ߪ= 27% 
against ߪ= 58,5% for the URANS. It should be noted that the correlation coefficients calculated between the 
LES simulation and the experimental profiles are high for profiles B and D compared to those obtained with 
URANS method. This characteristic indicates that the numerical simulation LES give a correct distribution of 
the turbulent kinetic energy in the flow inside the VSF. The relative standard deviations mean ߪ and the 
coefficients of correlations r² are given in Table 1. 

Table 1.  m  and ²r  calculated between the velocity profiles and the turbulent kinetic energy derived from the 
numerical simulations and those resulting from the experimental measurements. 

Without macro-roughnesses With macro-roughnesses 

Profile B Profile D Profile B Profile D 

m (%) ²r (-) m (%) ²r (-) m (%) ²r (-) m (%) ²r (-) 

3D

d

V

V

URANS 24,1 0,92 8,7 -0,87 28,8 0,87 15,7 0,56 

LES 23,6 0,93 8,3 0,93 28,5 0,89 14,2 0,91 

3
2

d

Dk
V

URANS 59,2 0,85 53,5 -0,76 66,0 0,95 55,4 0,55 

LES 32,7 0,98 19,3 0,80 28,8 0,98 27,0 0,74 
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(b)

(c) (d)

(a) 

Figure 7. Velocity and turbulent kinetic energy profiles obtained with URANS, LES and experimental 
measurements without macro-roughnesses. a) and b) : profile B; c) and d) profile D. 

B 

D D 

B 

Figure 8. Velocity and turbulent kinetic energy profiles obtained with URANS, LES and experimental 
measurements with macro-roughnesses. a) and b) profile B; c) and d) profile D.

(a) (b)

(c) (d)

B B 

D D 
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5 CONCLUSIONS 
 The aim of this work was the validation of unsteady 3D simulations inside a vertical slot fishway with or 
without roughnesses placed on the bottom of the pool. LES and URANS simulations have been calculated 
with the presence of a free surface and compared with ADV measurements inside exactly the same geometry. 
The results obtained in LES are generally closer to the experimental results than those resulting from the 
URANS simulation. The study of the flow with and without the presence of macro-roughnesses should then be 
done on the basis of the results obtained in LES. It should be noted that the average velocity are slightly 
overestimated and that the kinetic energy is on average underestimated by about 30%. However, the overall 
topology and the distribution of the kinematic quantities are very close to those obtained experimentally. 
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ABSTRACT 
 
In this study, the aim is to make clear the characteristics of fish behavior flowing in compound open channel.  
Additionally, it also pays attention to whether a group of pile dike or trees is used in the evacuation place of 
fish. Therefore, the model experiments are carried out by using a compound cross-section open channel 
where the group of column (for example; group of pile dike, trees and all) has been set up, to measure the 
flow and to observe the movement of real fish. The real fish used for the experiment is Tribolodon hakonensis. 
10 Tribolodon hakonensis are used for one experiment. The average body lengths (BL) are 0.05(m).  These 
fish are common and popular in Japan. When the experiments are carried out, water temperature is 23~26 
degree Celsius.  In case of Run1, the fish are always swimming and moving on the wall side of left bank.  
Because flow velocity is rapid and columns are not set up, fish are not able to use the characteristic behavior 
of swimming against the flow and to evacuate.  In case of Run2, fish move into the group of column where low 
flow-channel occurs because flow velocity decreases in the group of column.  In case of Run3, the fish do not 
go into the group of column.  Because secondary flow has developed, fish is swept away to the flood channel.  
Moreover, Reynold’s stress increases when there is a group of column on the flood channel. Therefore, it is 
thought that the fish get stranded in the flood channel in this situation. 

 
Keywords: Compound open channel; Reynold’s stress; columns; fish behavior. 

 
 
1 INTRODUCTION 

 In 1992, the Biodiversity Treaty was adopted. The purposes of this treaty were (1) biodiversity 
conservation, (2) the sustainable use of component of the biological diversity and (3) the distribution that is 
having an even balance with fairness of the profit that the use of the genetic resource causes, and Japan 
concluded a treaty in 1993 (Biodiversity Center of Japan HP). As a result of the distribution of rivers and 
wetlands on the animals, plants and vegetation, investigation of natural environment into damp ground or 
monitoring investigation of the creature reproduction ground have been carried out. In addition, as for rivers, 
the River Act is revised in 1997, and "river environment" starts to receive attention. According to the above 
statement, it is worth pointing out that the number of articles of study on environment and ecology in rivers 
increases. Moreover, on the webpage of the Ministry of Land, Infrastructure, Transport and Tourism River 
Bureau in Japan, there were various manual guidelines on river environment maintenance published, and "a 
basic policy made with a many nature river" was issued in 2006 (Ministry of Land, Infrastructure, Transport 
and Tourism, Water and Disaster Management Bureau HP). These two are subsequently combined, and the 
study examples for "fish" inhabiting a river increase. 

 In later years, under the influence of climate change caused by global warming, precipitation increases 
by torrential rain, and flood has become a frequent occurrence. Most of the rivers in Japan are consisted of 
compound cross-section open channels where a rise of the river water is first established and the water is 
subsequently released during a low channel and flood safely is thus ensured. The flow in compound cross-
section open channels shows the aspect of three-dimensional complicated flows such as horizontal whirlpools 
or flows to be formed in a low channel and the rise of a river border part that it is related with its floor (Ikeda et 
al., 1995, 2000). Nevertheless, efforts to elucidate the flow structure have been increasing (Tominaga et al., 
1990). However, there is still a lack of study on the action of fish in the compound cross-section open 
channels. In particular, during flooding, it is important to understand the action or behavior of fish when water 
quantity (velocity) increases or decreases rapidly. Further, it is also crucial to comprehend more on the fish 
habitat. Therefore, it may be said that it is indispensable for a future river plan in consideration of biological 
diversity to clarify action properties of the fish at the time of a water quantity (velocity) increase and decrease 
rapidly. 

 The fish swimming speed depends on the fish species, but usually understands that swimming speed in 
time is related to the body length (BL). For example, the Tribolodon hakonensis usually swims at 0.4BL (m/s) 
(Aoki et al., 2009). It is said that the fish have the ability to respond even to the slightest change of flow. At the 
time of a flood, the fish is washed away and cannot move upstream. 
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 In this study, the main purpose is to make clear the characteristics of fish behavior flowing in compound 
open channels. Additionally, it also pays attention to whether a group of column is used in the evacuation 
place of fish. Therefore, the model experiments are carried out by using a compound cross-section open 
channel where the group of column (for example; figure 1 shows groups of pile dike, trees and all) has been 
set up, to measure the flow and to observe the movement of real fish. To accomplish them, experiments in 
small compound cross-section open channels are conducted. 
 

 
Figure 1. a) Pile dikes at the low-flow channel. 

 
Figure 1. b) Pile dikes at the flood channel. 

 
Figure 1. c) Trees at the flood channel. 

 
2 EXPERIMENTAL METHOD 

 The experiments were carried out by using small compound cross-section open channels in the 
laboratory, to measure the flow and to observe the movement of real fish. Figure 2 shows the compound 
cross-section open channel used for the experiments. The column was made of wood whose diameter was 
0.5 centimeters, and was set up in the right side of the open channel. The alignment of group of column was 
zigzags for high effect of the flow velocity to decrease. The group of column area was b (=0.085(m) x L 
(=1.925(m) and the total number of columns for each case was 122. Figure 3 shows the distribution of group 
of column in the compound cross-section open channel. 
 

 
Figure 2. a) Plain view of the channel. 

 

 
Figure 2. b) Sectional view of the channel. 
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Figure 3. Distribution of group of column. 

 
 Table 1 shows the cases considered in the experiments. Water quantity was not changed and it was 

experimented in all 3 cases. S (=0.04(m) is the interval in transverse direction and l (=0.04(m) is the interval in 
the downstream direction. 
 

Table 1. Cases considered in the experiments. 
Case Flow quantity (m3/s) Set up columns 
Run1 0.028 None 
Run2 0.028 Low-flow channel 
Run3 0.028 Flood channel 

 
 Figure 4 shows the measurement points for hydraulics quantity. Points of x direction were -0.02(m), 

0.00(m), 0.02(m)~1.92(m); each 0.1(m) and 1.94(m). Points of y direction were 0.05(m), 0.15(m), 0.19(m), 
0.25(m), 0.31(m), 0.35(m), 0.39(m), 0.45(m), 0.55(m) and 0.75(m). The flow velocity and water depth were 
measured at each point. 
 

 
Figure 4. Measurement points for hydraulics quantity. 

 
 The real fish used in the experiment was Tribolodon hakonensis; as shown in figure 5. 10 Tribolodon 

hakonensis were used for one experiment (30 (min)). The average body lengths (BL) were 0.05(m). These 
fish are common and popular in Japan. When the experiments were carried out, water temperature was set at 
23~26 degree Celsius. 
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Figure 5. Tribolodon hakonensis. 

 
3 RESULTS OF EXPERIMENTS 
 
3.1 Hydraulic experiments 

 Figure 6 shows the flow velocity u in x direction. The flow velocity u decreased by the group of column in 
Run2 and Run3.  Figure 7 shows the flow velocity u reduction rate of the group of column and the ratio was 
50~80(%).     
 

 
(Left; Run1, Run2 (y=0.39(m), z=0.02(m))          (Right; Run3 (y=0.25(m), z=0.11(m)) 

Figure 6. Flow velocity u in x direction. 
 

 
Figure 7. Decrease rate of flow velocity u by group of column. 

 
 Figure 8 shows the vw vector diagram and Reynolds stress diagram in each case. A vortex was formed 

in Run1 (figure 8 a) where the group of column was not installed at the flood channel. On the other hand, in 
Run2 where the group of column was installed in the low-flow channel right bank, the secondly flow was more 
significantly formed (figure 8b). In addition, in Run3 where the group of column was installed in the flood 
channel, the secondly flow more significant than Run2 was formed. 

 In Run1, Reynolds stress developed at the flood channel. On the other hand, it was revealed that 
Reynolds stress developed around the group of column in Run2 and Run3. In Run3, the Reynolds stress was 
approximately 2 times than Run2. H/D of these experiments was 1.56, and the characteristic of the compound 
cross-section open channel flow was shown in this experiment channel (Nezu et al., 1990). 
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(Left; vw vector)                                                         (Right; Reynolds stress) 

Figure 8. a) Vw vector and Reynolds stress in Run1. 
 

 
(Left; vw vector)                                                   (Right; Reynolds stress) 

Figure 8. b) Vw vector and Reynolds stress in Run2. 
 

 
(Left; vw vector)                                                   (Right; Reynolds stress) 

Figure 8. c) Vw vector and Reynolds stress in Run3. 
 
3.2 Observation of real fish movement 

 Figure 9 shows the presented ratio of fish in each case. The presented ratio is defined in [1]. 
 

The presented ratio 
=  

The total number of present fish in a mesh 
[1] (The count of 1 minute×30 minutes)×10 Toribolodon 

hakonensis
 

In Run1, the fish existed on the wall side of downstream and did not move to the upstream. In Run2, the 
existence of the fish in the group of column was expected. On the other hand, the existence of the fish in 
group of column in Run3 was not anticipated. In Run2, flow velocity in the group of column was less than 4BL 
(m/s), while flow velocity at other places was 8BL (m/s). Therefore, it was thought that there was fish which 
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evacuated into the group of column. Moreover, flow velocity in the group of column was also less than 4BL 
(m/s) in Run3. However, the fish did not exist in the group of column. 
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Figure 9. a) Presented ratio of fish in Run1. 
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Figure 9. b) Presented ratio of fish in Run2. 
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Figure 9. c) Presented ratio of fish in Run3. 
 
4 CONCLUSIONS 

 When a low-flow channel or flood channel is installed with a group of column, the scale of the secondly 
flow increases caused by mizuhane influence. In addition, it might contribute to river erosion and scour due to 
the scale of the secondly flow than the case that sets up a group of column in the low-flow channel. The flow 
grows bigger in a compound cross-section open channel where a group of column is installed. 

 As for compound cross-section open channel flow, the flow is rather complicated. On the other hand, a 
choice enthusiast enacted domain is expanded for the fish in a crossing direction and the depth of the water 
direction. In addition, the domain allows the fish to choose because there is a group of column being 
expanded. Therefore, it becomes a factor that greatly changes the swimming point or behavior of the fish. 
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ABSTRACT  
 
The purposes of this study are to examine the hydraulics characteristics in the pools with gravel deposit and 
characteristics of fish behavior on it. To complete them, the experiments in the small pool-and-weir-fishway 
are done. The experiments have been carried out by using the small pool-and-weir-fishway in the laboratory, 
to measure the flow velocity, water depth and to observe the movement of real fish.  The real fish used is 
Tribolodon hakonensis for the experiments. For one experiment, 10 Toribolodon hakonensis are used.  Those 
average body lengths is 0.085(m).  In these experiments, the attention is focused on flow in the pool with 
gravel deposit and fish behavior.  Especially, fish behavior mainly depends on hydraulic quantity; flow velocity 
and water depth.  The explanation of the experiments cases are as follow.  Flow quantity of Run1 is 
0.008(m3/s) and Run2 is 0.016(m3/s).  Condition of Pools bed of Run1-1 and Run2-1 are without gravel.  On 
another front, in the pools of Run1-2 and Run2-2 gravel is depositing.  Real fish run up approximately 0.02(m) 
of on the bed or gravel.  In case of Run2-1, real fish employ the unique movement of fish against the flow in 
the pool.  However, in case of Run2-2, real fish stayed often on the gravel.  In cases of Run1-2 and Run2-2 
run-up ratio has decreased more than Run1-1 and Run2-1 because flow in pools decreased the plunging flow 
area by the gravel.  Moreover, run-up ratio of Run1-2 is the worst.  Additionally, vorticity of flow increased in 
the pool, especially on the gravel.  If gravel is deposited in the pool-and-weir-fishway, fish cannot easily run-up 
in the pools.  Because, plunging flow area is decreased and vorticity of flow is increased. 

 
Keywords: Pool-and-Weir-Fishway; Gravel Deposit; Flow; Vorticity; Fish Behavior. 
 

 
1 INTRODUCTION 
 There are river mouth weirs and intake weirs, headworks, many river crossing structures including the 
dam in the rivers in wide ranges from the river mouth to the headstream.  A continuity of the vertical section-
like movement will be intercepted for the fish.  Therefore, a fish-way is arranged to a river crossing structure, 
and fish and Crustacea can move upstream of a river.  Until now, a fish-way has been established for a 
Plecoglossus altivelis altivelis and a Oncorhynchus keta which had high fisheries value in the country and 
overseas. 
 In addition, the fish-way is greatly distributed between three types (pool, stream and operation), and the 
pool-and-weir-fishway of the pool type is the most popular.  In fact, the study about the pool-and-weir-fishway 
for Plecoglossus altivelis altivelis and Oncorhynchus department fish was conducted flourishingly in the 
country and overseas (e.g., Izumi et al., 2006; Bruce et al., 1989; Katopodis, 2005; Onitsuka et al. 2008; 
Takashima et al., 1984 and etc.). In the last few years of river environment and ecosystemic maintenance, 
consciousness to growth has increased by revisions of the River law in Japan.  In this way, the fish-way 
studies for a Toribolodon hakonensis or a Opsariichthys platypus increase, too and come in response to the 
biodiversity (e.g., Hayashida et al., 2000; Kosaka et al., 2013; Onitsuka et al, 2007). 
 On the other hand, flow velocity and water depth in a pool-and-weir-fishway remarkably fluctuate for a 
change of the water quantity.  In addition, there are various problems including the outbreak of the side wave 
and air bubbles (Nakamura and Wada, 1995), and deposit of sand and gravel in a pool of fish-way (Homma et 
al., 1993).  As the results, the run-up ratio and the approach ratio to the fish-way decreased and showed that 
gravel deposit led to fish-way functional decline (Aoki et al., 2015).  However, the factors of the functional 
decline do not become clear. 
 This study paid its attention to flow condition and the fish action in the pool at the time of the stone 
sedimentation in the stairs-type fishway in particular.  Moreover, purposes of this study are to make the factors 
of the fish-way functional decline clear.  Therefore, the model experiments carried out by using an open 
channel where the pool-and-weir-fishway had been set up, to measure the flow and to observe the movement 
of real fish.  To complete them, the experiments in small pool-and-weir-fishway were done. 
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2 EXPERIMENTAL METHODS 

The experiments were carried out by using the small pool-and-weir-fishway in the laboratory, to measure 
the flow and to observe the movement of real fish.  Figure 1 shows the pool-and-weir-fishway used for the 
experiments.  Table 1 shows the cases considered in the experiments.  As for the authors, overflow velocity of 
fish-way confirmed that a fish was easy to penetrate to the fish-way at the time of velocity of approximately 
7BL (m/s) at the time of mean length BL (m) of the fish.  Therefore, flow quantity Q set it in Run2-1 without 
gravel so that the overflow velocity of the fish-way the partition became approximately 7BL (m/s).  In addition, 
flow velocity of the approximately 7BL (m/s) is the flow velocity that fish are easy to show the unique 
movement of fish against the flow in side wall of an open channel (Aoki et al., 2009).  The deposit of the gravel 
in the pool spread the gravel of representative particle size d60=15(mm) all uniformly as thickness 0.2 (m) with 
floor in each pool.   
 The real fish that used is Tribolodon hakonensis for the experiment.  10 Tribolodon hakonensis were 
used for one experiment.  Those average body lengths (BL) were 0.08(m).  These fish are common and 
popular in Japan. When the experiments were carried out, water temperature was 18~22 degree.  
 

 
(a) 

 
(b) 

Figure 1. a) Plain view of the pool-and-weir-fishway b) Side view of the pool-and-weir-fishway. 
 

 
 

Figure 2. Enlarged view of the pool. 
 

Table 1. Cases considered in the experiments. 
 Water quantity, Q(m3/s) Gravel 

Run1-1 0.008 None 

Run1-2 0.008 Deposit 

Run2-1 0.016 None 

Run2-2 0.016 Deposit 
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3 RESULTS OF EXPERIMENTS 
 

3.1 Observe the movement of real fish  
 Figure 3 shows approach ratio FEr and run-up ratio Rr in each case.  
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where, 
 

 
Fc: number of fish of completed run up,  Fe: number of fish of approached into fish-way, FT: 
number of total fish  

 
 Figure 3 shows approach ratio FEr and run-up ratio Rr in each case.  Rr decreased 18(%) and 10 (%) 
each in Run1-2, Run2-2 with the stone in comparison with Run1-1, Run2-1 without the gravel.  Moreover, FEr 
decreased 2(%) and 12 (%) each in Run1-2, Run2-2 with the stone in comparison with Run1-1, Run2-1 
without the gravel.  This was a tendency like the study of the past.  In addition, this study paid its attention to 
flow condition and the fish action in the pool in Run2 which Rr and FEr were higher in than Run1, because it 
makes a factor of the fish-way functional decline at the time of the sedimentation clear.   
 

 
Figure 3. Approach ratio and run-up ratio in each case. 

 
 Figure 4 shows fish-way passage Transit time of fish in Run2.  In Run2-1 and Run2-2, the maximum time 
when a fish passed a fish-way did not have the difference.  However, it was 907.3 (s) in average transit time of 
Run2-2 and was 3.4 times of Run2-1.  In the fish-way passage central value of the transit time of fish, it was 
1,264 (s) in Run2-2.  On the other hand, it was greatly different from 19(s) in Run2-1.  It was p=0.01, and a 
different thing was significantly shown as a result that a fish performed t-test of the average time passed the 
fish-way.  Therefore the gravel deposit disturbed the smooth run up of the fish and let a fish stay.  Additionally, 
the swimming point of the fish was a point of the high approximately 2(cm) from a bed of the sidewall 
(y=2.5(cm) and y=57.5(cm): notch region) neighborhood.   
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average time 264.4(s) 907.3(s) 
central value 19(s) 1,264(s) 

Minimum time 3(s) 23(s) 
Maximum time 1,594(s) 1,589(s) 

 
Figure 4. Fish-way passage the transit time of fish in Run2. 

 
3.2 Hydraulic experiments 
 Figure 5 shows uw vector, water level in x direction, gravel deposition thickness and vorticity ߱y in Run2.  
As for the flow of Run2-1 and Run2-2, a plunging flow is formed of the whole pool.  It is said that a fish is easy 
to run up as for plunging flow.  On the other hand, the domain of the plunging flow is reduced in Run2-2 by the 
gravel deposit. Then, the attention point is vorticity ߱ y in the pool.  In Run2-1 and Run2-2, the upper 
downstream side partition was a counterclockwise rotation from the lower upstream side partition in the pool.  
Additionally, the flow in the fish-way that paid its attention to vorticity ߱y showed a plunging flow generally. 
 
4 CONCLUSIONS 
 1) In what a gravel deposited in a pool, the fish-way average transit time of the fish increased in 
comparison with a state without the gravel.  These results were significantly different and showed that the 
gravel deposit let obstruction, a fish of the smooth going up of the fish stay.   
 2) With or without the gravel deposit in the pool, a plunging flow was formed. Vorticity	߱y is to pay the 
attention and can grasp the flow in the pool.   
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(a) 

 
(b) 

Figure 5. a) uw vector, water level in x direction, gravel deposition thickness and vorticity ߱y in Run2-1 b) uw 
vector, water level in x direction, gravel deposition thickness and vorticity ߱y in Run2-2 
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ABSTRACT 
 
The Water Diversion from Yangtze River to Taihu Lake is a typical eco-hydraulic engineering towards the 
ecological problems in the large shallow eutrophic Lake Taihu, China. To explore the quantitative relationships 
among different flow discharges and environmental parameters from the Wangyu River and Lake Taihu, we 
construct the micro-ecosystems modeling Lake Taihu in the laboratory, with five groups of flow discharges 
according to the practical discharges of the Wangyu River. Each micro-ecosystem has a volume of 15 L and is 
studied for a period of 30 days (25 days for the water diversion period and 5 days for the stop period). The 
results shows that the flow discharges has different extents of impact on the physicochemical and biological 
characteristics of the micro-ecosystems. The contents of total nitrogen, nitrate, active silicon and bacterial cell 
abundance in the experimental groups with the flow discharges corresponding to those higher than the 100 
m3/s are all decreased comparing to the control group, with the lowest values in the period of 10 to 15 day. 
After the stop period, the contents of sensitive biotic and abiotic parameters are all recovered with different 
extents and not to be the initial state of this experiment, which revealed that the effects of the short-term water 
diversion on lake ecosystems are resilient and durable. There were quantitative relationships among the flow 
discharge, content interpolation and variation of water nutrients, with different relationships in different periods 
of water diversion. The influence of water diversion on lake ecosystems is not only related with the direct 
impacts of external inputs, but also with the indirect effects of variation in internal lake habitats affected by 
water diversion. 

 
Keywords: Water diversion; micro-ecosystem; inflow discharge; quantitative relationship; Lake Taihu.  

 
1 INTRODUCTION 

Lake eutrophication is the widespread environmental problem all over the world (Schindler, 1974; Qin, 
2009). Nutrient enrichment in eutrophic lakes can promote the algae proliferation, and thus might produce 
cyanobacterial blooms (Paerl et al., 2011). Serious cyanobacterial bloom is a great threat to water quality and 
ecological function of lakes. As an important engineering measure, coping with cyanobacterial blooms and 
their impacts on lake ecosystems, water diversion engineering can transfer the foreign water into lakes to 
enlarge the environmental capacity and shorten the lake residence period, and has been applied in many 
eutrophic lakes worldwide (Hosper, 1998; Hu et al., 2008; Li et al., 2011; White et al., 2009; Zhai et al., 2010).  

Lake Taihu is the third largest eutrophic freshwater lake in China and is also troubled in frequent 
cyanobacterial blooms in most of the year (Qin et al., 2007). The Water Diversion from Yangtze River to Taihu 
Lake (WDYT) is a typical eco-hydraulic engineering giving consideration to both environmental improvement 
and water supply of Lake Taihu Basin (Wang and Wang, 2008; Dai et al., 2016). Previous studies revealed 
that the water level (Hu et al., 2008; Hao et al., 2012), water age (Li et al., 2011) and lake currents (Hu et al., 
2008; Li et al., 2013) of Lake Taihu had been significantly influenced by WDYT under the condition of the 
limited inflow discharge. However, as an important operation parameter of the water diversion engineering, 
the inflow discharge represents not only the water flow, but also the inputs of quantities of nutrients and 
organisms. Higher inflow discharge can improve the hydrodynamic conditions of lakes, and will also potentially 
import more nutrients and alien biological species. The suitable inflow discharge and time length for water 
diversion are critical to increase economic and ecological benefits of this kind of engineering. 

Previous researches about the optimization of water diversion scheduling are mainly based on the 
hydrodynamic impacts on lakes (Hao et al., 2012; Li et al., 2011; Li et al., 2013; Xie et al., 2008; Zhao et al., 
2012). Few studies take the physicochemical and biological effects into consideration. Generally, field 
monitoring is a popular way to investigate the ecological effects of water diversion. However, because of 
uncertain environmental factors like wind wave, the responsive relationships between the different inflow 
discharges and ecological effects cannot be revealed clearly. The reconstruction of lake aquatic micro-
ecosystem provides an alternative approach to resolve this problem. The model aquatic micro-ecosystem 
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methodology, mainly comprised of microbes, abiotic substances and environmental conditions, has been 
widely used in the studies of lake eutrophication (Psenner et al., 2008). Moreover, as the most diverse and 
active microbe in lakes, bacteria are sensitive to variations of limnetic environments and are always taken as 
one of indexes representing the evolution of lake ecosystems (Paerl et al., 2003; Shade et al., 2011). 

Therefore, to reveal the relationship between inflow discharge and ecological elements in Lake Taihu, we 
constructed the model aquatic micro-ecosystem of Lake Taihu to uncover the ecological influences of WDYT 
on Lake Taihu. The contents of water physicochemical parameters and bacterial abundance were measured 
simultaneously. Quantitative relationships between different inflow discharges and measured parameters were 
also recovered. Finally, this study proposed the suitable inflow discharges for WDYT based on its impacts on 
the model aquatic micro-ecosystem of Lake Taihu. 

 
2 MATERIALS AND METHODS 
 
2.1 Model aquatic micro-ecosystem construction 

Gonghu Bay is the typical eutrophic water region of Lake Taihu and is always influenced by frequent 
cyanobacterial blooms during most of the year (Jiao et al., 2013). Wangyu River is the largest water diversion 
channel importing water from Yangtze River to Lake Taihu (Ma et al., 2014). Gonghu Bay is the first water-
receiving area of the imported water from Wangyu River (Figure 1). We collected the water and surface 
sediment from the sampling site in Gonghu Bay to construct the model aquatic micro-ecosystem of the Lake 
Taihu. The water of Wangyu River was collected during the period of water diversion to be as the imported 
water in the micro-ecosystem experiment.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Location of Gonghu Bay and the sampling site for this study. 
 

In the laboratory, the collected lake sediment was mixed homogeneously and allotted into 18 equal 
amounts. Each amount was putted into a 30cm high transparent cylindrical organic glass container of which 
the diameter is 35 cm. The thickness of the sediment layer is about 5 cm in each container. After this, the 15 L 
of collected lake water was slowly poured into each container and was stood for 5 days to shape a steady 
water-sediment interface. This steady ecosystem was the model aquatic micro-ecosystem of the eutrophic 
Gonghu Bay. During the modelling experiment, the river water was imported into the micro-ecosystem by 
regulating the threaded valve to control the inflow discharge. Each drop of water is calculated by 0.05 mL. The 
schematic diagram of the model aquatic micro-ecosystem is as Figure 2. 
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Figure 2. The schematic diagram of the model aquatic micro-ecosystem 

 
2.2 Experiment setting up and sampling 

This experiment had one control group and 5 treatment groups. Each group had 3 replicates. The control 
group was the non-diversion group, whereas the 5 treatment groups had different inflow discharge treatments. 
The inflow discharges were determined based on the average inflow discharge in 2013, according to the ratio 
of the average water volume of Gonghu Bay to the 15 L of the model aquatic micro-ecosystem. 
Corresponding to the practical inflow discharges of 25, 50, 100, 150 and 200 m3/s in the Wangyu River, we 
set the five modelling inflow discharges of 216 mL/d (T1), 432 mL/d (T2), 864 mL/d (T3), 1296 mL/d (T4) and 
1728 mL/d (T5), respectively.  

The initial day of this experiment was at the Dec 9th, 2013. The whole period of this experiment lasted for 
30 days, from which the first 20 days were the period of water diversion and the last 10 days were the stop 
period of water diversion. The water samples of the micro-ecosystems were collected at 9:00 of the 1, 3, 5, 7, 
10, 15, 20, 25, 30 days. The last two collections were used to determine the recovery of the micro-ecosystems 
after stopping water diversion. During the whole period of this experiment, the air temperature of the 
laboratory was controlled to be about 25℃. The water-sediment interface must be protected to avoid the 
nutrient releasing during the sampling process. 
 
2.3 Measurement of abiotic and biotic parameters 

Before each sampling, the water temperature, pH, dissolved oxygen (DO) and turbidity were detected 
using the AP-2000 multi-parameter analyzer (HACH, China). After this, a 500 mL water sample was collected 
from each container for measuring the contents of water total nitrogen (TN), total phosphorus (TP), ammonia 
(NH3-N), nitrate (NO3-N), soluble reactive phosphorus (SRP), dissolved organic carbon (TOC) and active 
silicate (SiO3-Si). Moreover, a 50 mL additional water sample was collected from each container for bacterial 
cell abundance counting.  

The contents of TN, TP, NH3-N, NO3-N and SRP were measured according to the methods in the 
literature (Jin and Tu, 1990). DOC and active silicate contents were analyzed using the multi N/C 3100 
TN/TOC analyzer (Analytik Jena, Germany) and the method in the literature (Wang et al., 2002), respectively. 
Water bacterial cell abundance counting was according to the 4',6-diamidino-2-phenylindole (DAPI) labelling 
method used in the Lake Taihu (Gao et al., 2007). 
 
2.4 Statistical analysis 

The dynamics of water parameters in each group were compared using the repeated measures ANOVA 
in the SPSS 16.0 software (SPSS, China). Differences in bacterial cell abundance among each group were 
compared using the one-way ANOVA. The variation rates of the sensitive aquatic parameters were the 
percentages of the difference between the values in the 25th and initial days to the values in the 25th day. The 
recovery rates were the percentages of the difference between the values in the 25th and 30th days to the 
values in the 25th day. The Pearson correlation method was used to detect the linear correlation among 
bacterial cell abundances and water parameters. The statistical figures were plotted using the software 
Sigmaplot v13.0 (Systat Software Inc., USA). 
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3 RESULTS AND DISCUSSIONS 
 
3.1 Dynamics of aquatic biotic and abiotic variables in different groups 

The values of the physicochemical parameters of the collected water from Wangyu River is shown in 
Table 1. From these river parameters, the values of pH, TN, NO3-N, SO3-Si were significantly lower than these 
in the lake water, whereas the contents of DO, turbidity and TP in the river water were higher (One-way 
ANOVA, P<0.05). The water temperature of the six groups were controlled to be 24~26℃ and were not 
significantly different among different groups (Repeated measures ANOVA, P<0.05). 
 

Table 1. The mean values and standard deviations of the river physicochemical parameters. 
Physicochemical parameters Mean values Standard deviations 

pH 7.67 0.19 
DO (mg L-1) 9.27 0.57 

Turbidity (NTU) 27.0 3.3 
TN (mg L-1) 1.09 0.09 
TP (mg L-1) 0.068 0.015 

SRP (mg L-1) 0.005 0.002 
NO3-N (mg L-1) 0.92 0.10 
NH3-N (mg L-1) 0.12 0.08 
DOC (mg L-1) 2.85 0.63 

SiO3-Si (mg L-1) 3.07 0.86 
 

The dynamics of the water physicochemical parameters in each group were revealed in Figure 3. The pH 
values of each group were at the range of 8.35~8.78 during the experiment. Although the pH value was 
significantly lower than the lake water in the micro-ecosystem, the pH values of the lake water were not 
profoundly influenced. Moreover, the differences in pH values were also not evidently among different 
treatment groups (Repeated measures ANOVA, P>0.05, Figure 3a). The little impact of pH was because the 
transient discharge of the river water was much less than the water in the micro-ecosystem.  

The DO contents in each group increased along with the process of water diversion and tended to be 
stable at the 15th day. The repeated measures analysis among different groups showed that the DO contents 
in group T5 were higher than other groups and no significant difference was found among other groups 
(Figure 3b). Previous studies (Han and Wen, 2004) demonstrated that the DO contents might be influenced by 
many factors such as water temperature, illumination, water depth and so on. The higher DO contents in the 
group T5 might be related to the higher inflow discharge and DO content of the river water. Additionally, the 
water turbidities in each group were all significantly decreased during the experiment (Figure 3c). In the 
hydrostatic condition of this experiment, the inflow discharge had no significant impact on the turbidities of the 
aquatic micro-ecosystems. The imported particles and suspended substances were all precipitated on the 
surface of sediments. 

The repeated measures ANOVA of water TN and NO3-N showed that the control group was different 
from each treatment group except the group T1 and T2 (Repeated measures, P<0.05). The higher inflow 
discharge was, the lower water TN and NO3-N contents were. The TN and NO3-N contents in each group 
showed the same increasing trend until the 15th day (Figure 3d&e). The increase of TN contents in the control 
group might be related to the nutrient release from the sediments (Peng, 2011). The dynamics of NH3-N 
contents were different from the TN and NO3-N contents, but the contents in the control group were also 
higher than in the groups T3, T4 and T5 (Repeated measures, P<0.05, Figure 3f).  

The TP and SRP contents in each group were all decreased during the first 5 days and were increased to 
be stable after 10 days, which was attributed to the precipitation of particulate phosphorus and the release of 
sedimentary phosphorus. During the whole experiment, there was no difference in the TP and SRP contents 
among the 6 groups (Repeated measures, P>0.05, Figure 3g&h).  

Dissolved organic carbon is the important carbon source for aquatic heterotrophic microbes. The DO 
content is related to the abundance, community and activity of microbes (Bai et al., 2004; Feng et al., 2006; 
Zhou et al., 2007). The same as the trends of TP and SRP, the DOC contents were increased and tended to 
be stable at the 10th day. There was no significant difference among the 6 groups, which was attributed to the 
same level of DOC contents in the river and lake water (Figure 3i).  

As an indispensable nutrient for the phytoplankton, the active silicate plays an important role on the 
aquatic primary production (Ragueneau et al., 2002). During this experiment, the SiO3-Si contents in each 
group showed a decreasing trend, which was connected with the lower contents in the river water (Figure 3j). 
The repeated measures ANOVA among different groups revealed that contents of the control group were 
significantly different from those of the groups T3, T4 and T5 (Repeated measures ANOVA, P<0.05). This 
result indicated that the inflow discharges higher than 100m3/s could profoundly influence the active silicate 
contents in the eutrophic lake regions. After stopping the water diversion, the active silicate contents in each 
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group was always higher than the content of 6.0 mg L-1. This content is suitable for the growth of diatom and 
increases the competitiveness of diatom against other algae species (Sun et al., 2007).  

 

 
Figure 3. Variations of aquatic biotic and abiotic variables in lake micro-ecosystems during this experiment. 

 
Because the initial bacterial cell abundance of the river water was 3.11×106 cells mL-1 and was 

significantly lower than the initial one of 9.46×106 cells mL-1 in the lake water, bacterial cell abundances in 
the groups of T3, T4 and T5 were decreasing during the period of water diversion. The one-way ANOVA 
comparison among different groups showed that bacterial cell abundances in groups of T3~T5 were 
significantly lower than the control groups (P<0.05). The dynamics of T1 and T2 groups were similar to the 
control group (Figure 3k). After 15 days of water diversion, the bacterial cell abundances tended to be 
increasing in the high inflow discharge groups of T4 and T5. The main reason for this phenomenon is due to 
the release of endogenous nutrition from lake suspended substances and sediments. Bacteria are sensitive to 
environmental changes and their growth periodicity is short, thus bacterial cell abundances in the 
experimental groups can response to aquatic habitat variations quickly (Paerl et al., 2003). Additionally, the 
average values of bacterial cell abundances in the five treatment groups were negative correlated with the 
inflow discharges, which indicated there might be some quantitative relationships between inflow discharges 
and bacterial cell abundances.  
 
3.2 Reversibility of the micro-ecosystems influenced by water diversion 

According to the repeated measures results, DO, TN, NO3-N and SiO3-Si were the sensitive aquatic 
parameters. During the period of water diversion at the 25th day, only the variation rate of the DO content in 
group T5 (21.6%) was higher than that (17.0%) in the control group, while the DO contents in other groups 
were lower. However, the recovery rates of all treatment groups were negative, which indicated the DO 
contents decreased after water diversion (Figure 4a). 

The variation rate of TN contents in the control group was 21.7%, while those in groups T3~T5 were -
9.1%, -9.5% and -19.3%, respectively. After stopping water diversion, the recovery rates of the treatment 
groups were at the range of 30.3%~37.2% (Figure 4b). The increase of TN content was attributed to the 
release of sedimentary nitrogen. Similarly, the NO3-N content in the control group was also increased in 
compared to the initial day. There was no significant recovery rates in each group (Figure 4c).  

Because the active silicate content in the river water was lower than in the lake, the variation rates in 
each treatment group was negative and had positive correlation with the inflow discharges. After water 
diversion, the active silicate content in each group decreased in contrast to the contents at the 25th day 
(Figure 4d), which was related to the absorption of the sediments.  

The variation rates of bacterial cell abundances were negative correlated with the inflow discharges at 
the 25th day. In the groups T4 and T5, the variation rates were negative. After stopping water diversion for 5 
days, the recovery rates of bacterial cell abundances in groups T1~T4 were all positive, whereas negative in 
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group T5 (Figure 4e). Although bacterial cell abundances might be recovered for a longer time, the impacts of 
water diversion with the high inflow discharge could not be recovered in a short-term period.  

 

 
Figure 4. The variation and recovery rates of sensitive aquatic variables during the experiment. 

 
The recovery of the sensitive aquatic parameters indicated that the influences of water diversion on lake 

ecosystems were reversible and durable. As for the eutrophic lake regions in Lake Taihu, the WDYT 
engineering has the positive contribution to environmental improvement and should be running for a long-
term.  
 
3.3 Relationships between inflow discharges and aquatic variables 

Because the ecological effects induced by water diversion are time sensitive, the responses of aquatic 
ecosystem at different periods of water diversion are different. In this study, the quantitative linear 
relationships between the variation values of sensitive aquatic parameters and the inflow discharges were 
recovered at the 5th, 15th and 25th days, respectively. The variations of TN, NO3-N, SiO3-Si and bacterial cell 
abundance parameters were most correlated with the inflow discharges. The fitting linear curves between the 
variations of TN contents and inflow discharges were in Figure 5a. The quantitative relationships were positive 
at the 5th and 15th day, respectively, while it is negative at the 25th day. The negative quantitative relationship 
at the 25th day was related with the release of sedimentary nitrogen when the TN content was decreased by 
the water diversion. The quantitative relationship between NO3-N contents and the inflow discharges were 
similar (Figure 5b).  

The fitted linear curves of the active silicate contents were not well as the nitrogen contents (Figure 5c). 
At the initial term of water diversion, increasing the inflow discharge could quickly decrease the content of 
active silicate in the micro-ecosystem. At the mid-term and last term of water diversion, the quantitative 
relationships were negative and the effects of increasing inflow discharges were not evident. The bacterial cell 
abundances were well positive correlated with the inflow discharges at different periods of water diversion 
(Figure 5d).  

In this study, we attempted to recover the quantitative relationships between inflow discharges and the 
variations of sensitive aquatic parameters, which demonstrated the ecological forecast of water diversion was 
available. Because of the unmanageable field conditions, it is difficult to conclude the quantitative relationships 
between inflow discharges and the aquatic conditions. The construction of aquatic micro-ecosystem provides 
a feasible way. However, the structures of lake ecosystems are always complicated and are influenced by 
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many influencing factors, constructing the more similar lake ecosystem can demonstrate the actual 
quantitative relationship more accurate.  

To reveal the quantitative relationships between bacterial cell abundances and environmental changes 
induced by water diversion, the Pearson correlation analysis was conducted to select the significant correlated 
physicochemical parameters. The contents of TN and NO3-N were significant correlated with bacterial cell 
abundances (Figure 6a&b). The aquatic nitrogen was the necessary nutrient for bacterial growth and 
proliferation. In freshwater lakes, the contents of nitrogen are always positive correlated with bacterial cell 
abundances (Feng et al., 2006). In this research, the improvement of different inflow discharges on contents 
of nitrogen are different. The model inflow discharge equivalent to the actual discharge of 100m3/s had made 
an obvious improvement to the water quality of the model aquatic micro-ecosystem. Increasing the inflow 
discharge might improve the ecological conditions in the northern part of Lake Taihu more quickly. 

 
Figure 5. The quantitative relationships between the variations of lake parameters (∆C1) and the quantities of 

inflow substances higher than lake water (Q*∆C2) at different days. 
 

 
Figure 6. The quantitative correlations between bacterial cell abundances and the contents of nitrogen in the 

micro-ecosystems. 
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4 CONCLUSIONS 
In this study, we constructed the model aquatic micro-ecosystems to uncover the environmental effects of 

water diversion from Yangtze River to Lake Taihu on Gonghu Bay. The results revealed that the improvement 
of water diversion was positive correlated with the inflow discharges. The inflow discharges equal or greater 
than 100m3/s significantly decreased the lake nitrogen contents and increased water oxygen contents. The 
influences of water diversion on the micro-ecosystems were reversible and durable. The variations of nitrogen 
and silicate contents induced by water diversion were quantitative correlated with the inflow discharges. At the 
initial, mid-term and last periods of water diversion, the quantitative relationships were different, which 
depends on the sensitivity of different parameters. As a kind of sensitive microbes, the decrease of bacterial 
cell abundance in lake water was quantitatively correlated with inflow discharges and the variations of 
physicochemical parameters. This indicated that the environmental changes induced by water diversion had 
significant biological impacts in the short time. The different quantitative correlations between bacterial cell 
abundances and inflow discharges at different periods of water diversion demonstrated the time sensitive of 
the ecological impacts of water diversion. 
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ABSTRACT  
 
Steep slope segments of rivers that originally covered with gravels, transport gravelly sediments and fill up the 
river channel. But, a significant vegetation encroachment can be seen on these riparian areas in modern days 
and the reason is not yet clear. Therefore, we hypothesized that a reduction in movable gravelly sediments 
may have caused the difference. With that, the objective of the study is to assess the effect of soil erosion and 
deposition processes on riparian vegetation colonization. The recovery process of vegetation after sediment 
deposition or erosion is investigated in six rivers by aerial photographs. Field investigations have been carried 
out at depositional and erosional locations. In addition, the vegetation colonization is modeled with the 
Dynamic Riparian Vegetation Model (DRIPVEM) for further understanding the intact processes. The survey 
conducted with aerial photos elucidated that the vegetation colonization is significantly delayed at sites where 
gravel is deposited in comparison to sediment eroded sites. The sandy rivers has a faster recovery of 
vegetation compared to gravelly rivers. Moreover, the tree recovery begin slowly by recruitment from seeds at 
deposited sites of gravelly sediments, whereas the new shoots sprouted in the next spring from the collapsed 
live trees, achieving a rapid recovery in the succeeding years at eroded sites. The sediment nutrient and 
moisture are significantly higher at the eroded sites in comparison to gravel deposited sites. The simulated 
results are also in agreement with the observations in the present study. The results suggest that the gravelly 
sediment deposition creates a resistance for the colonization of riparian vegetation. Because, the gravel 
sediments are deposited after washing during floods and free from fine sediments, thus gravels lack moisture 
and nutrients. The reduction of gravel sediment seems to be the major reason for the rapid increase of 
riparian vegetation Japanese rivers. 
 
Keywords: Gravel sediment; steep rivers; vegetation recovery; riparian vegetation; nutrient; moisture. 
 
 
1 INTRODUCTION  

The riparian vegetation often depends on the hydrological regime and plays a key role in the hydrological 
cycle. Therefore, ecological and hydrological functions of rivers need to be understood to maintain and 
support healthy ecosystems. However, very often, development activities do not pay much attention to the 
sensitivity of riparian ecosystems (Richter et al., 2003). But the biggest challenge is to realize the physical and 
ecological processes within these ecosystems, the interactions and feedbacks of those processes. However, 
this is essential for the restoration of ecosystems to their typical form. 
 The fine sediment inflow to river channels has increased due to the gradual de-forestation in catchments 
over a long period in many parts of the world (Soutar, 1989). In fact, rivers in large flat terrains transport fine 
sediments which are deposited and accumulate in rivers by changing the channel morphology (Prosser et al., 
2001). The riparian vegetation can colonize easily since this fine sediment contains enough nutrient and 
moisture.  
 However, the Japanese rivers are short and steep thus the riparian area was filled with gravels in 
contrast to continental rivers. But the major issue is that these gravelly habitats have recently been covered 
with thick vegetation cover in comparison to the 1950s, creating several issues on biodiversity and peak 
discharge in rivers (Asaeda et al., 2013). In the meantime, there are clear evidences about extensive river 
gravel mining in the recent past, intensive river regulation activities and afforestation in river basins, which 
limit sediment production (Asaeda and Sanjaya, 2015). Nevertheless, the exact reason is not yet clear. 
Therefore, we hypothesized that the reduction of gravelly sediments in river channels may have significantly 
contributed to the difference of the vegetation cover in Japanese rivers. An investigation was carried out to 
understand the course sediment and its interaction with riparian vegetation colonization since this could be a 
better example for filling the information gap between gravelly sediment and vegetation colonization 
resistance.  
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2 METHODOLOGY 
 
2.1 Site selection 

The availability of contiguous aerial images at suitable scale (less than 1:20000) and resolution (less than 
1 m) for 5 to 10 years after a major flood event, the availability of flood level data for the period of the aerial 
images obtained, and the bed sediment type of the rivers were the factors considered when the sites were 
selected (figure 1).  
 

 
Figure 1. The locations of the studied rivers in Japan (D50 denotes the 50% particle size in each river). 

 
2.2 Aerial photo survey 

Contiguous aerial photos obtained from the Geo Spatial Information Authority of Japan 
(http://mapps.gsi.go.jp/maplibSearch.do#1) and the flood level data for the relevant rivers gathered from the 
Water Information System MLIT, Japan (http://www1.river.go.jp/) were used in the study. Georeferencing and 
processing the aerial photos were conducted by ArcGIS 9.3 (ESRI Inc., USA). The aerial photos obtained for 
the analysis were from 1976-1987 in Ara River, 1993-2007 in Kurobe River, 1972-2000 in Sagami River, 
1982-1994 in Kuzuryu River, 1976-2004 in Hii River and from 2004-2012 in Kizu River. 

The deposition or erosion was identified by the characteristics of the channel and the vegetation before 
and after the flood and the river cross sectional data obtained in every five year intervals supported for 
confirmation. The vegetation transition was observed starting from the year the deposition or erosion was 
identified. The number of years that was taken for trees and herbs to invade about 10% of the total area were 
counted as the delay time (Müllerová et al., 2005). Collectively, 34 independent depositional locations and 35 
erosional locations were studied by aerial photos. 

 
2.3 Field survey 

The field investigations were carried out at Kumagaya Sandbar in Ara River and a sandbar in Karasu 
River. A survey was conducted on the Kumagaya Sandbar to count all trees, to obtain their GPS location, and 
to obtain the height and diameter at breast height in January 2007. There was a flood with a flood stage of 
5.12m from 7th to 9th of September 2007, and the entire sandbar was submerged. All individual trees were 
surveyed from November 2007 to January 2008 after the flood. The recruitments by seeds and the vegetative 
recruitments from fallen live trees were also counted and their locations were recorded. The topographical 
survey of the sandbar from the mean water level was carried out in 2007 and 2008. Herbs were sampled in 
2010 and 2014 at 16 points across the bar with 50 cm × 50 cm quadrats from July to October, when the herbs 
gain their highest biomass. The herb samples were carefully cleansed by tap water and separated into 
species before subdividing into above and belowground biomass. The dry weight was measured for above 
and belowground biomass after drying at 85°C for 48h. Soil samples were collected at the herb sampling 
points and they were separated for stones and fine sediments (approximately less than 1 mm in diameter). 
Sizes of all stone samples were measured and the fine components were sieved, according to (ASTM, 2002), 
to obtain the mean particle size distribution. The moisture content and the C, H, N content of particles less 
than 0.2 mm in diameter was measured by CHN coder (Yanaco, MTA 330 C).  

The next site which is one of the major tributaries of the Tone River, the Karasu River was located near 
its confluence with the Tone River (36°16'1.12"N, 139°10'39.10"E). Ten 50 cm x 50 cm quadrats, Q1 to Q10, 
were sampled along a cross-section from the levee to the shoreline, having 20 m spacing among quadrats to 
cover the eroded, deposited and undisturbed sandy soil. The sampling was conducted on August 4, October 5 
and November 16, 2012. During this period, three floods occurred, on September 1, September 5 and 
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September 21, in which 8 of the 10 quadrats were inundated, and Q1 and Q2 were not disturbed since they 
were located in the elevated area. The flood recurrence is approximately once in 10 years in this area. Q2, Q3 
and Q4 were on the river terrace, covered with herbs while Q1 to Q4 were composed of sandy soil. From Q5 
to Q8 were on deposited gravel, which were transported by the floods. Q9 and Q10 were at the shoreline and 
eroded by the flood. Particle size, total nitrogen, total carbon and moisture content were analyzed for selected 
quadrats, including the erosional and depositional sites.    

 
2.4. Model simulation 

The simulation was conducted to test the influence of gravelly sediment on riparian vegetation 
colonization. The DRIPVEM (Sanjaya and Asaeda, 2016) was used to simulate the vegetation coverage in the 
different types of river channels with typical river morphology. The particle size of the bed materials was 
changed from fine to coarse, although assumed as uniform particle size. The assumption of the initial nitrogen 
content in eroded sites was 100mg/kg since the subsurface nitrogen is exposed, while the nitrogen content in 
cleansed deposited gravelly sediment was considered as zero. Annual nitrogen fallout was assumed to be 
1mgN/m2/yr as projected by previous studies (Ohrui and Mitchell, 1997) and different every year flood peaks 
were used in the simulation. The particle size of the deposited sediment was given as either 0.1mm or 
50.0mm to simulate the case of fine or coarse sediment channels. Then the fraction of the deposited area was 
changed from 0.0 - 1.0. Simulation was conducted for 50 years until dynamically steady condition is achieved. 
Then the vegetation coverage was obtained as the average values of the last 10 years in the simulated 
period. 
 
2.5 Statistical analysis 

The data were analyzed by SPSS for Windows (release 13, SPSS INC., Chicago, IL) software. The 
homogeneity of variances and the normality of data were tested by Levene’s test prior the analyses. One-way 
ANOVA, together the Tukey’s post-hoc test were used to compare means and all p-values were considered 
significant at <0.05.  
 
3 RESULTS AND DISCUSSION 

With the aerial photo survey, it was observed that the sediment deposition suppressed the vegetation 
colonization in gravelly rivers in comparison to sandy rivers. For instance, a major flood with a maximum 
discharge of 2943.2m3/s occurred on 19th September 1991 in Sagami River. The sediment deposition in 
Figure 2a was observed after the flood. The next major flood occurred on 16th September 1998 with a 
discharge of 2646.3m3/s. After the sediment deposition at the end of year 1991, the tree colonization was 
observed by 1997 June. Similarly, a large flood with a discharge of 2100.30 m3/s occurred on 29th September 
2004 in Kizu River and there was not a major flood until the flood occurred on 8th October 2009 with a 
discharge of 3376 m3/s.  Figure 2b shows the deposition of a sandbar at the 2004 flood in Kizu River. However, 
the vegetation colonization was observed by 31st October 2005. Fast vegetation colonization was observed in 
sandy Kizu River in comparison to gravelly Sagami River.   
 

 
Figure 2. An observation made from aerial photographs at sediment deposited location in the Sagami River 

(a) and Kizu River (b) (the arrows indicate the sediment deposited location). 
 
When considering all the deposited and eroded sites observed by aerial photos, herbs grew at the 

erosional sites even in the first year after the flood, whereas it took approximately 2.9 ± 0.7 years at the 
depositional sites in gravelly rivers and 1.2 ± 0.4 years in sandy rivers (Figure 3a). The herb colonization delay 
was significantly higher at depositional locations (F = 119.05, p < 0.0001). The observed delay in tree 
colonization was approximately 6.5 ± 1.5 years at the depositional sites in gravelly rivers. The shortest herb 
colonization delay was observed in the Kizu River for both depositional and erosional sites. Similarly, the 
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shortest tree colonization delay was observed in the sandy Kizu River (Figure 3b). Tree colonization was 
significantly delayed at depositional locations in comparison with erosional locations in gravelly rivers (F = 
29.05, p < 0.0001). 

 

 
Figure 3. The observed herb colonization delay (a) and tree colonization delay (b) at different depositional 

and erosional sites in the studied rivers (Error bars indicate standard deviation). 
 

In the field studies carried out in Kumagaya Sandbar in Ara River, little recruitment from seeds was 
observed and the larger fraction was sprouted from fallen trees (Figure 4). Therefore, the vegetative growth 
was the dominant type in both the depositional and erosional sites. The collapsed trees were buried and died 
in the depositional sites, whereas in the erosional site, the trees were alive, although collapsed and new 
shoots emerged in the following spring. Therefore, there is a resistant for recruitment of trees in the 
depositional site. In addition, the recruitments from seeds were significantly suppressed in depositional site in 
comparison to erosional site. 

 

 
Figure 4. Tree density in consecutive years after the flood on the depositional and erosional sites at 

Kumagaya Sandbar in Ara River. 
  

In the sediment samples collected from the Kumagaya sandbar in Ara River, fine sediment was the 
greatest fraction at the erosional site with D50 (50% sediment particle sizes) values of 4.7 ± 1.1 cm and 1.7 ± 
0.7 cm at the depositional and erosional sites respectively, whereas at the Karasu River, D50 was 3.32 ± 2.44 
cm at the depositional sites and 0.047 ± 0.013 cm at the erosional sites. 

A higher moisture content was encountered in the sandy and erosional sites (figure 5a), whereas 
moisture was significantly lower at the depositional sites (F = 24.38, p < 0.0001) in the Ara River; similarly, 
moisture was significantly lower in the depositional areas in the Karasu River (F = 123.1, p = 0.0001). The TC 
(Total Carbon) and TN (Total Nitrogen) contents were significantly higher in the sandy and erosional sites 
(figure 5b and 5c) in comparison with the depositional sites (F = 4.80, p = 0.042; and F = 5.76, p = 0.026, 
respectively, for the Ara River; and F = 13.785, p = 0.006; and F = 16.792, p = 0.003, respectively, for the 
Karasu River). Further, the herb biomass was significantly lower at depositional site than in erosional or sandy 
site even seven years after the flood (Figure 5d). 
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Figure 5. The moisture content, total carbon and total nitrogen contents in sediment samples collected in 
2010 on the Kumagaya Sandbar in Ara River, on the sand bar at the conjunction of the Karasu and Tone 
rivers in 2012 and the herb biomass on the Kumagaya Sandbar, three and seven years after the flood (Error 
bars indicate standard deviation). 
 

As a significant influence on riparian vegetation colonization by the availability of gravelly sediments was 
observed, the relationship must be clearly understood. Usually the nutrients and moisture are considered as 
the primary requirements for plant growth and development are the crucial factors if a sufficient seed bank 
exists for vegetation colonization (Goodson et al., 2002). Accordingly, our results suggested that the moisture 
and nutrient contents were significantly low on the depositional gravelly sediments, in comparison with the 
erosional and non-erosional sandy soil. Generally, the high permeability and the low absorption of moisture in 
the riparian gravelly substrates account for the low moisture and the low inorganic nutrient availability for 
vegetation (Toda et al., 2005). But, the suspended fine sediment and organic matters settle in shallow 
inundation areas or in areas with declining water levels at the later stage of floods, which gradually increases 
the fraction of fine sediments that contain moisture and nutrients in those areas. 

Except the anthropogenic nitrogen supply, the atmospheric fallout and nitrogen fixation are the primary 
nitrogen sources in the riparian zone (Asaeda et al., 2015c). However, fine sediments and nutrients cannot 
sufficiently accumulate on a gravelly substrate before being disturbed by flood inundation. Therefore, 
understanding the relationship of the nutrients, moisture and seed availability with depositional and erosional 
processes is important.  

In our study, riparian vegetation colonized quickly on erosional sites in gravelly rivers, whereas no 
significant difference was observed between the erosional and depositional sites in sandy rivers. The reason 
could be that, the underlying sediments could be exposed after the removal of the gravelly sediment on the 
surface at erosional sites. This exposed substrate by erosion has the original seed bank of woody and 
herbaceous plants, the original levels of organic matter, moisture  and nutrients, and fine sediments in the 
matrix of gravelly sediment, although partially removed by interstitial currents through the surface stone layer 
(Hill, 2011). Therefore, herbaceous vegetation can colonize soon after the flood, even though it requires 
relatively high amounts of nutrients compared with trees.    

Moreover, the rivers are short and steep in mountainous islands and peninsulas such as Japan, and have 
only a short flat area before flowing into the sea (Yoshimura et al., 2005, Kantoush and Sumi, 2010). 
Therefore, they are often subjected to short but high floods with respect to their catchment size particularly in 
the monsoonal zones. During these floods, a large gravelly sediment load is distributed over and within the 
midstream channel and the riparian zone (Kale and Hire, 2004). When sediment is transported, organic matter 
and fine sediment adsorbed to this gravelly sediment is washed off. On the contrary, the gravelly sediment is 
transported along the bed surface, whereas litter and seeds float and fine sediment is carried as suspended 
matters (Kondolf et al., 2014). In addition, the influence of the soil particle size and nutrient retention in 
riparian soil is well documented (Bechtold and Naiman, 2006; Toda et al., 2005). Toda et al. (2005) 
demonstrate a reducing trend of soil total nitrogen content when the soil particle size increases. The gravelly 
sediment lacks fine sediments and organic matter, which otherwise retain moisture and nutrients for a long 
period after a flood. Thus, the accumulation of fine sediment is required to increase the moisture and available 
inorganic nutrients before the development of a herbaceous vegetation colony. However, accumulation of fine 
sediment and organic matter is a slow process in the absence of inundation (Asaeda and Rashid, 2012). 
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Therefore, this could be a reason for significantly delaying the vegetation colonization in the depositional 
areas in the gravelly rivers compared to Hii and Kizu Rivers. 

 

 
Figure 6. Fraction of the vegetation covers as a function of deposited area fraction and the flood level. 

 
The model simulation was conducted to test the effect of the gravelly sediment and floods on vegetation 

colonization. In addition to the influence of the flood peaks, the gravel deposition had a greater influence on 
the fraction of vegetation cover (figure 6b). When increase the gravel sediment fraction in the deposited area, 
vegetated area fraction was decreased while the fine sediment deposition failed to decline the vegetated area 
fraction (figure 6a). 

Considering above facts, the major driving force of extensive afforestation in Japanese river systems can 
be related to the major outcome of our study. At the same time, the reasons given by previous studies are 
also equally important. In Japanese rivers, flood control projects curtail the peak discharge that reduces the 
flushing effect of riparian vegetation (Azami et al., 2004). However, the reduction in flood levels is not large in 
many rivers and is compensated by the intensification of flood peaks due to climate change (Knox, 1993; Milly 
et al., 2002; Ikeda et al., 2005; Luo et al., 2015). Therefore, clear relationship was not established between 
peak flood volume and vegetation coverage in the river channel (Asaeda et al., 2013). Although, dam 
construction stabilizes the downstream channel and increases the vegetation coverage, the effect is limited to 
about 20 to 30 km downstream from the dam (Uddin et al., 2014). Eutrophication of river water may also 
accelerate the growth of vegetation, but the nutrient concentrations in river water are much less than those in 
soil pore-water, except in highly eutrophic rivers. Thus, no correlation exists between nutrient conditions and 
pollution levels of water and vegetation coverage (Asaeda et al., 2013). Therefore, other fundamental 
mechanisms must be considered to understand excessive vegetation colonization along modern Japanese 
rivers. 

For centuries, the upstream catchments of Japanese rivers were deforested to meet the demand for 
wood as energy source and construction material (Conrad, 1998). Hence, a large quantity of sediment was 
discharged into the river channel. Therefore, just after the World War II, when the old aerial photos were 
taken, river channels in all parts of Japan were filled with gravelly sediments, mainly because of the large 
sediment inflows from mountainous catchments with low forest coverage and a limited number of dams. But 
the sediment production in the upstream area has decreased in modern days due to the afforestation of 
mountainous catchments, like in other parts in the world (Piégay et al., 2004). Erosion control projects have 
also been conducted in the upstream areas of steep rivers to eliminate the sediment flow. The development of 
the mountain slopes for housing and agricultural lands also reduced the former sediment production even in 
the tributaries in suburbs of large cities. In addition, large quantities of aggregates were mined from rivers 
during the post war reconstruction in the 1960s and 1970s. Although sediment mining was prohibited in the 
1970s in many rivers, previously constructed dams and weirs continue to cut off gravelly sediment inflows 
from upstream mountainous reaches. Therefore, the gravelly sediment supply, which can delay vegetation 
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colonization until the next flood renews the habitat, may have reduced. With these facts, we suggest that the 
reduction of gravelly sediment inputs may be a major reason for the significant increase of vegetation cover in 
Japanese rivers. 

 
4 CONCLUSION 

Unexpectedly, a significant afforestation can currently be seen in the riparian zones of all Japanese 
rivers. Therefore, identifying the cause and effect of this afforestation is crucial for suggesting a solution to 
manage these systems and for future restorations. Our study presents a new hypothesis and the results were 
fairly supported the hypothesis. Importantly, gravel deposition was the determining factor in the delay of 
vegetation colonization, and with erosional processes and sand or fine sediments; the vegetation colonization 
process was faster. Therefore, the lack of gravel sediment deposition may play a major role in generating thick 
vegetation in modern Japanese rivers. 
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ABSTRACT 
 
Confluences are common components of all riverine systems, and characterized by converging flow 
streamlines and potential mixing of separate flows. The fluid dynamics of confluences possess a highly 
complex structure with several common types of flow features. The confluence of the Negro and Solimões 
Rivers, Brazil, ranks among the largest river junctions on Earth and its study may provide some general 
insights into large confluence dynamics and processes. An investigation has been recently conducted at this 
confluence at both low and high flow conditions. During this field research, a detailed series of acoustic 
Doppler velocity profiling (ADCP) transects, water quality samples and high-resolution seismic data are 
collected to investigate the key hydrodynamic and sediment transport features within this confluence. This 
paper firstly presents findings concerning the hydrodynamics and morphodynamics from these field studies. 
Second, the paper identifies and discusses the main processes controlling turbulent mixing at the 
Negro/Solimões confluence, and more generally at confluences with large differences in velocity and water 
chemistry / sediment concentration between the merging rivers. These processes are: (1) a difference in 
velocity, i.e. shear, between the rivers, (2) a difference in density, i.e. lateral (and vertical) stratification, 
between the rivers, (3) bed friction, and (4) form roughness. Our analysis suggests that the dynamics of the 
mixing interface in this type of river confluence can be explained as a combination from these processes. 
 
Keywords: Environmental hydraulics; river confluences; turbulent mixing; lateral stratification; 

upwelling/downwelling. 
 
 
1 INTRODUCTION 

Confluences are ubiquitous components of all riverine systems, and are characterized by converging flow 
streamlines, mixing of flows and a highly complex three-dimensional flow structure. The region where the local 
hydrodynamics are influenced by the convergence and realignment of the combining flows at the confluence 
is known as the Confluence Hydrodynamic Zone (CHZ). The CHZ generally includes a zone of flow stagnation 
near upstream junction corner; an area of flow deflection as tributary flows enter confluence; shear layer 
and/or mixing interface between the two converging flows; a possible zone of separated flow below the 
downstream junction corner(s); flow acceleration within the downstream channel; and flow recovery at the 
downstream end of the CHZ as illustrated in Figure 1 (Best, 1987; Trevethan et al., 2015a). It is widely 
acknowledged that the hydrodynamics and morphodynamics within the CHZ are influenced by (1) the 
planform of the confluence; junction angle of the confluence, (2) momentum flux ratio of the merging streams 
(MR) and (3) the level of concordance between channel beds at the confluence entrance (Mosley, 1976; Best, 
1987; 1988). Furthermore, any differences in the water characteristics (temperature, conductivity, suspended 
sediment concentration) between the incoming tributary flows and subsequent possible stratification may also 
impact the local processes within the confluence (Biron and Lane, 2008). 
The shear layer in a confluence is generated by differences in the velocities, or momentum flux, of the 
converging flows, and is characterized by high levels of turbulence and the occurrence of large-scale coherent 
flow structures. Furthermore, confluences may develop a mixing interface due to differences in water 
characteristics (temperature, pH, conductivity) and suspended sediment concentrations. Within the CHZ, the 
shear layer and mixing interface are typically coincident, but in some cases the downstream mixing interface 
may extend further than the shear layer. Depending on the angles between the two incoming rivers and the 
downstream channel, and the momentum flux ratio between the confluent flows, the mixing interface may 
display Kelvin–Helmholtz, or wake-mode type, flow characteristics (Best, 1987; Rhoads and Sukhodolov, 
2008). Helical flow cells are also often observed within confluences, although the presence, characteristics 
and origin of these cells remains controversial within the scientific community. 

Most studies of confluences have focused either on laboratory confluences or on small natural 
confluences, with only a limited number of studies conducted about large river confluences (channel width 
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>100 m). The confluence of the Negro and Solimões Rivers near Manaus ranks among the largest on Earth 
and its study may provide some general insights into large confluence dynamics and processes. 

This paper presents some findings concerning the hydrodynamics and morphodynamics from two field 
studies carried out in 2014 and 2015 at the Negro/Solimões confluence. In addition, the paper also identifies, 
compares and discusses the main processes controlling turbulent mixing at the Negro/Solimões confluence, 
and more generally at confluences with large differences in velocity and water chemistry between the merging 
flows. 

 

 
Figure 1. Descriptive model of flow dynamics and key hydrodynamic features at a confluence, slightly 

modified from Best (1987) (Trevethan et al., 2015a) 
 
2 FIELD SITE AND INSTRUMENTATION 

The confluence of the Negro and Solimões Rivers is located near Manaus in Northern Brazil, where 
these rivers merge to form the Amazon River approximately 1600 km upstream from its mouth at the Atlantic 
Ocean. This confluence is famous for the meeting of the black and white waters of the two rivers, with 
contrasting physico-chemical characteristics and sediment load related to the different geology within these 
two catchments in the Amazon Basin. 

As part of the CLIM-Amazon Project, a joint European and Brazilian Research Project funded by the EU 
that investigated climate and sedimentary processes of the Amazon River Basin, two field studies were 
conducted at this confluence in both low (October 2014, FS−CNS1 campaign) and relatively high flow 
conditions (April/May 2015, FS−CNS2 campaign) (Trevethan et al., 2015a; 2015b; 2016). In these field trips, 
acoustic Doppler velocity profiling (ADCP) and high-resolution seismic methods, such as echo-sounding and 
sub-bottom profiling, were used, as well as water sampling for the measurement of several water physico-
chemical parameters (temperature, conductivity, pH, turbidity, dissolved oxygen, oxygen isotopes) and 
suspended sediment concentrations. 

 

  
Figure 2. Map of confluence of Negro and Solimões rivers, with sampling positions during Field Study 

FS−CNS1 (left) and FS−CNS2 (right) are highlighted. Dots show the locations where vertical profiles were 
collected in FS−CNS2 (Trevethan et al., 2015a; 2016) 

 
During both FS−CNS1 and FS−CNS2, a Teledyne RDI 600 kHz Rio Grande acoustic Doppler current 

profiler (ADCP) was used to collect cross-sectional measurements at key locations within the confluence, as 
indicated by lines in Figure 2. In total, 99 cross-sectional transects were collected, namely 51 in FS−CNS1 at 
28 different locations and 48 in field study FS−CNS2 at 26 different locations. In addition to the cross-sectional 
measurements, two and three longitudinal profiles along both sides of the Amazon River were collected during 
field study FS−CNS1 and FS−CNS2, respectively. So the total number of ADCP profiles was 53 and 51 in 
FS−CNS1 and FS−CNS2, respectively. The ADCP was used to measure three-dimensional water velocities 
over the water depth along the transect, as well as water temperature near the surface and backscatter 
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intensity, which after a proper calibration could be related to suspended sediment concentration (Szupiany et 
al., 2009). 
During FS−CNS1, water samples at the surface, 10 m, and 20 m depths at twelve locations within confluence 
were collected. These water samples were used to understand the characteristics of the two tributary rivers 
(temperature, pH, conductivity) and measure local suspended sediment concentration (SST) and oxygen 
isotope values. In FS−CNS2, vertical physico-chemical profiles were collected with a YSI EVO2 multi-
parameter probe. The locations are indicated by black points in Figure 2B). For each vertical profile, this probe 
measured the variation in temperature, pH, conductivity, turbidity, chlorophyll and dissolved oxygen 
concentrations with depth. Further water samples were collected at Sites S0 and N0 to measure the local SST 
concentration on the Solimões and Negro rivers respectively. 
 
3 KEY OBSERVATIONS ON HYDRODYNAMICS AND MORPHODYNAMICS 

Table 1 lists the measured principal median flow properties of the Negro and Solimões rivers at the 
ADCP transects just upstream of the confluence (N-CNS and S-CNS, three for each river and each field 
study) during both the field trips. Table 1 shows that large differences in discharge and flow velocities were 
observed in the Solimões River between field studies FS−CNS1 and FS−CNS2, whereas on the Negro River 
these differences were smaller. 

From FS−CNS1 to FS−CNS2, the maximum depth-averaged velocity remained almost constant in the 
Negro River, but the Solimões River increased from 2.2 to 2.6 m/s. Furthermore, from low to high flow 
conditions, the Negro channel increased in depth, from 24 to 31 m, but not in width, whereas in the Solimões 
River the width increased from 1.6 to 1.9 km and the depth from 27 to 28 m. Thus, from FS−CNS1 to 
FS−CNS2, the channel aspect ratio decreased in the Negro River but was almost constant in the Solimões 
River. Finally, from FS−CNS1 to FS−CNS2, the median flow direction in the Negro River remained 
unchanged, whereas in the Solimões River a significant change in direction occurred. 

 
Table 1. Main flow properties of Negro and Solimões Rivers during FS−CNS1/FS−CNS2 

 Field trip Q (m³s) A (m²) W 
(m) 

hmed (m)
W/hrect 

(-) 
Vavg 
(m/s) 

Vdepth-avg 
(m/s) 

Dir 
(°) 

Vmax 
(m/s) 

Negro 
FS−CNS1 24510 65839 2830 24.4 115 0.37 0.41 59 0.69 
FS−CNS2 33501 90533 2875 31.3 91 0.37 0.44 58 0.67 

Solimões 
FS−CNS1 63380 45560 1589 27.2 56 1.42 1.35 289 2.20 
FS−CNS2 105205 63937 1925 28.6 58 1.65 1.56 255 2.59 

Legend: Q = discharge; A = cross-sectional area; W = width; hmed = median depth; W/hrect = median of the aspect ratio; 
Vavg = median of the cross-section velocity (Q/A); Vdepth-avg = median of the depth-averaged velocity; Dir = median of flow 

direction degrees from North; Vmax = maximum depth-averaged velocity 

Table 2 lists the measured median water characteristics of the Negro and Solimões rivers at the ADCP 
transects just upstream of the confluence (N-CNS and S-CNS) during both field trips. It can be seen that 
distinct differences in the water characteristics of the two rivers were present, with these measured differences 
in water characteristics being similar to those observed in previous studies at the confluence (Laraque et al., 
2009). In particular, water density was higher in the Solimões River with a slightly larger difference in 
FS−CNS2. This created a lateral stratification in the confluence with an associated mixing interface. Again, the 
water conductivity, pH and turbidity were larger in the Solimões River. Finally, the range of the suspended 
sediment concentration/total suspended solids (SST) observed for both the field studies was 0.1 > SST > 0.2 
g/L and SST < 0.02 g/L in the Solimões and Negro waters respectively. 

 
Table 2. Main water characteristics of Negro and Solimões Rivers during FS−CNS1/FS−CNS2 

 Field trip Basin area 
(km²) 

Q (m³s) T 
 °C 

ρw 
(Kg/m³) 

Cond. 
(μS/cm) 

pH SST 
(mg/L) 

M  
(MN) 

Negro 
FS−CNS1 687000 24510 30.3 995.49 7 5.6 8.3 9.1 
FS−CNS2 33501 29.0 995.90 13 5.0 4.1 11.6 

Solimões 
FS−CNS1 2150000 63380 29.6 995.70 79 6.9 185.3 89.3 
FS−CNS2 105205 28.0 996.19 80 6.7 108.6 172.4 

Legend: Q = discharge; T = water temperature; ρw = water density (based on water temperature); Cond. = water 
conductivity; SST = total suspended sediments; M = momentum flux 

 
Previous confluence studies have largely acknowledged that the momentum flux (MR=ρNQNVavg-

N/ρSQSVavg-S), discharge (QR=QN/QS) and velocity (VR=Vavg-N/Vavg-S) ratios can be related to the observed 
hydrodynamic and morphodynamic features within the confluence, where the subscripts S and N represent 
the Solimões and Negro rivers, respectively. These ratios for field studies FS−CNS1 and FS−CNS2 are listed 
in Table 3. 
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Table 3. Discharge, velocity and momentum flux ratios during FS−CNS1/FS−CNS2 
Field trip QR VR MR 

FS−CNS1 0.39 0.26 0.10 
FS−CNS2 0.32 0.22 0.07 

 
The relatively high values of these ratios are indicative of the large difference in the flow properties of the 

two tributary rivers. It is worth noting that there is a large junction angle of approximately 80° between the 
Negro and Solimões rivers (Figure 2). This large junction angle means that the Solimões River effectively 
enters the confluence almost perpendicular to the main flow direction of the Negro River, therefore the waters 
of the Solimões must undergo a large change in flow direction (60-70°) as it becomes the Amazon River, while 
the Negro waters do not. 

At the beginning of the central confluence region, the channel width was approximately 5.0 and 5.5 km in 
FS−CNS1 and FS−CNS2, respectively. The channel narrows downstream to approximately 2.0 km about the 
transects CNS3 and A0 near the beginning of the Amazon River main channel, with the channel width 
gradually expanding to over 5 km about 16 km downstream. In the last 2 km leading up to the confluence, the 
Solimões River had a channel width of approximately 1.6 and 2.0 km in field studies FS−CNS1 and 
FS−CNS2, respectively, while the channel width of the Negro River expanded from approximately 2.5 to 2.9 
km with no significant changes between FS−CNS1 and FS−CNS2. 

Figure 3 shows the depth-averaged velocity data (magnitude and direction) collected at each location 
within the confluence of the Negro and Solimões Rivers on 30-31/10/2014 (FS−CNS1) and 29-30/04/2015 
(FS−CNS2) (Trevethan et al., 2016). Figures were plotted using the Velocity Mapping Tool software (Parsons 
et al., 2013). Figure 4 presents the difference in velocity magnitude (left) and flow direction (right) between the 
Negro and Solimões rivers on 3010/2014, 31/10/14 and on 30/04/2015. 

 

 
Figure 3. Depth-averaged velocities obtained from ADCP transects collected within the confluence of the 

Negro and Solimões rivers on 30-31/10/14 (left) and 29-30/04/2015 (right) during FS−CNS1 and FS−CNS2, 
respectively (Trevethan et al., 2016) 

 
Figure 3(left) shows that on the Negro River at both transects N0 and N-CNS the flow velocity is relatively 

uniform over the channel width, with a median value of 0.4 m/s. Conversely in the Solimões River, the depth-
averaged velocity distribution varies over the channel width, from approximately 2 m/s in the main channel 
near the right bank and decreases almost linearly towards the left bank, with a depth-averaged velocity of 
approximately 1 m/s observed at the left side of the three Solimões transects (S2, S0 and S-CNS). 
As these two rivers enter the confluence, the channel width is almost 5 km, with the two waters merging about 
a strong and easily visible mixing interface. For the low flow conditions observed during FS−CNS1, this mixing 
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interface begun approximately 100 m upstream on the Solimões side of the central spit between the two 
rivers, with evidence of a stagnation zone between the two waters either side of the spit. Further, the 
upstream extent of the stagnation zone appears to end before the location of transect CNS0, with the two 
waters being deflected and locally aligned about the mixing interface downstream of this transect (Trevethan 
et al., 2015a). Through the central confluence region, as the waters of the Negro and Solimões merged and 
realigned with the downstream channel of the Amazon River, the flow in all portions of the confluence 
accelerated as the confluence width narrows, as the flow is confined between the Alter do Chão Formation 
rocky bank of the left margin and the Careiro Island on the right. Within this central confluence region, a 
maximum depth-averaged velocity magnitude of almost 2.5 m/s was observed near the right bank at transect 
CNS1 (Figure 3(left)). After transect CNS1, which was located about 0.5 km downstream the confluence apex, 
the flow direction of the Solimões waters largely changed as it realigned with the flow direction of the Amazon 
River around transects A0 and A13 (Figure 4(right)). 

Approximately at downstream transect CNS3, a flow separation zone with recirculation was observed just 
downstream of the junction corner of the Solimões and Amazon Rivers. The recirculation cell within the 
separation zone was located from transect CNS3 to A13 and had a width of about 300 m and a length of 
approximately 1.0 km (Trevethan et al., 2015a). As part of this recirculation cell, an upstream velocity 
magnitude of approximately 0.3 to 0.6 m/s was observed near the right bank at Sites A0 and A13 (Trevethan 
et al., 2015a). The separation region ended at upstream transect A16, and indicates that this zone had a 
length of approximately 2.5 km. Furthermore, in this region there was a significant lateral deflection of the 
Solimões flow as the flows realigned with the Amazon channel, which may be related to the observed flow 
separation zone. 
Under the flow conditions observed on 31/10/2014, complete realignment of the Negro and Solimões waters 
with the Amazon River channel occurred by transect A13, which was located about 2.7 km downstream of the 
junction apex (Figure 4(right)). 

In CNS0, the difference in the depth-averaged velocity magnitude in the Negro and Solimões rivers, i.e. 
∆Vdepth-avg, was more than c. 0.88 m/s. From transect A14 (approx. 3.3 km downstream the junction), the 
median depth-averaged velocities of the Solimões portion decreased, while that of the Negro portion 
increased, so ∆Vdepth-avg decreased (Figure 4(left)). This would seem to indicate the transfer of momentum 
from the Solimões to the Negro side of the Amazon channel due to velocity shear. At transect A16, ∆Vdepth-avg 
between the Solimões and Negro portions was approximately 0.05 m/s (Figure 4(left)). Notably, on 
30/10/2014 ∆Vdepth-avg  was negligible at transect A6 that was located 6.6 km downstream the junction apex 
(Figure 4(left)). 

 

 
Figure 4. Difference in depth-averaged velocity magnitude (left) and in flow direction (right) between the Negro and 

Solimões river portions on 30/10/2014, 31/10/2014 and 30/04/2015 
 

For the relatively high flow conditions observed during Field Study FS−CNS2, the depth-averaged 
velocities observed on the Solimões side of the confluence were up to 3.0 m/s and were significantly larger 
than those observed on the Negro side of the confluence, which ranged between 0.35 and 1.1 m/s at the start 
and finish of the CHZ respectively (Figure 3(right)). It can be generally seen in the Amazon channel that on 
the Solimões side velocities decreased, whilst on the Negro side flow velocities increased with distance 
downstream of the confluence until the depth-averaged velocities became relatively uniform around transect 
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A8, indicating the approximate end to the CHZ about Site A8. Even on 30/04/2015, the flow direction of the 
Solimões changed mostly to realign with the flow direction of the Amazon River around transect A0 (Figure 
4(right)). 

On 30/04/2015, the difference in the depth-averaged velocity magnitude in the Negro and Solimões 
rivers, i.e. ∆Vdepth-avg, was more than 1 m/s. From A0, which was located 2.9 km downstream the junction, 
∆Vdepth-avg started to decrease. At the end of the considered reach, at transect A8 that was located 15.7 km 
downstream of the junction apex, the difference was about 0.19 m/s (Figure 4(left)). Comparing low flow and 
high flow conditions, it can be seen that ∆Vdepth-avg was larger in the latter flow conditions, both immediately 
upstream and downstream of the junction apex (Figure 4(left)). Furthermore, on 30/04/2015 the separation 
zone region with recirculation at downstream transect CNS3 had a larger size, as it ended approximately at 
transect A4, which would indicate that this zone had a length of more than 4.0 km. In both flow conditions, 
∆Vdepth-avg tended to decrease moving downstream, but the data indicated that the transfer of momentum from 
the Solimões to the Negro side of the Amazon channel was comparatively weaker at high flow conditions than 
at low flow conditions (Figure 4(left)), while the rate of realignment was similar (Figure 4(right)). 

From the analysis of the seismic profiles, Trevethan et al. (2015b) identified that the Negro side of 
confluence was characterized by a rocky bed with fine sand cover, a mid-channel peak/bar of apparent 
sedimentary origin occupied the mixing interface, whilst on the Solimões side of the confluence a bed 
consisting predominantly of coarser materials was present. A scour hole (up to approx. 65 and 70 m deep at 
low and relatively high flow conditions, respectively) is characterised by eroded Cretaceous bedrock, with 
deposited sediment present on the Solimões side of the CHZ around the region of maximum velocity at the 
entrance to the Amazon River downstream, whereas no avalanche faces were easily discernible at either 
tributary mouth bar during the field studies. Several bedrock terraces were observed in the CHZ on the 
Solimões side. Finally, downstream on the Solimões side of Amazon River, only large bed-forms indicating 
bed-load transport and possible accretion further downstream towards end of CHZ were discovered 
(Trevethan et al., 2015b). 
 
4 KEY OBSERVATIONS ON MIXING 
 
4.1 Some remarks on turbulent mixing in rivers 

Turbulent mixing is the process by which a solute/suspended matter is transported under the action of 
random turbulent fluctuations in the flow. Given the complex nature of these fluctuations, it is accounted for 
using a turbulent diffusion coefficient, Dt , and its dimension is [L²/T]. From dimensional reasoning, it can be 
related to turbulent length and velocity scales, LT and UT, respectively, as: 
 

TTt U LD   [1a] 
 

 
In a plane shear flow, turbulence is generated by vertical velocity shear which arises as a result of bed 

friction (Rutherford, 1994). Since shear velocity u* is a measure of bed friction, it could be selected as the 
velocity length scale in Eq. (1a). This is also consistent with literature for vertical diffusivity and longitudinal 
dispersion coefficient. However, there is controversy about the proper length scale to be used in Eq. (1a). It is 
very common to assume flow depth h as a length scale for transverse diffusivity, that is h=LT, since this 
parameter controls the largest vertical eddies. Hence, we obtain: 
 

β h u*Dt   [1b] 
 

 
Where β is a numerical coefficient depending on the direction of mixing, i.e. vertical or lateral. 

Although transverse mixing is a significant process in river hydraulics, no theoretical basis exists for the 
prediction of its rate, which is based upon the results of experimental work conducted in laboratory channels 
or in streams and rivers. It is believed that transverse, or lateral, mixing in a river is due to following causes 
(Rutherford, 1994; Gualtieri, 2010; Bouchez et al., 2010): 

 Turbulence generated by the channel boundaries, which involves many eddies of various sizes and 
intensities, all embedded in one another (Pope, 2000). These eddies are responsible for both 
momentum and mass transfer, according to the Reynolds analogy, resulting in solute/contaminants 
mixing far exceeding that occurring at the molecular scale. In addition, it could also be expected that 
in a turbulent flow the largest eddies regulate the rate of turbulent diffusion. In a river, lateral mixing 
may be due to transverse eddies that rotate horizontally, about a vertical axis; 

 Vertical variations in the transverse velocity (velocity shear), which are significant in the vicinity of 
channel banks and further contribute to transverse spreading of any solutes/contaminants; 

 Secondary currents, which cause solute/contaminants to move in opposite directions at different 
depths, thereby increasing the rate of mixing (Henderson, 1966; Rutherford, 1994; Chanson, 2004). 
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 The analysis of an extensive literature data set collected in straight rectangular laboratory channels 
yielded (Gualtieri and Mucherino, 2007): 

 
*u h 0.166D y-t   [2] 

 
 

Whereas in river reaches with meanders and bends, the β coefficient is usually even larger, in the range 
from 0.2 to 1.1 and from 0.2 to 3.3, respectively (Rutherford, 1994). Within river confluences, there is a lack of 
knowledge about the value of the turbulent mixing coefficient because the confluence hydrodynamics is very 
complex. Bouchez et al. (2010) using ADCP data obtained a value of β of 1.5 for the Purus/Solimões 
confluence. 
 
4.2 Turbulent mixing at the Negro/Solimões confluence 

The above findings concerning the hydrodynamic and morphodynamic features at the Negro/Solimões 
confluence have already demonstrated the complexity of the flow. Furthermore, visual observations during the 
field studies highlighted complex features affecting mixing, such as Kelvin-Helmholtz and asymmetric 
instability waves along the stratified mixing interface, lateral rolling over of these instability waves, forming 
large vortices of Solimões waters with diameters of up to 40 m, lateral bursting of these large vortices at 
relatively large distances (i.e. 100's m) into the Negro side of the mixing interface. In the central CHZ regions, 
large turbulent surface boils (> 50 m) on the Solimões side of the mixing interface, with no boils observed on 
Negro side or in mixing interface, indicate the impact of the stratified mixing interface on local hydrodynamics. 
Further downstream, large turbulent boils were observed on the Negro side, and within the mixing interface, 
as well as on Solimões side of channel (Trevethan et al., 2015a). 
These observations suggest that the processes potentially involved in the mixing of the two rivers are: 

 Differences in velocity, i.e. shear, between the merging rivers; 
 Lateral stratification, possibly increased by lateral forces; 
 Effect of bed friction and form drag due to bed topographies and change in channel width. 
Figure 5 shows the distribution of depth-averaged velocity and backscatter intensity at the CNS0 

transect, which was located approximately 220 m downstream of the confluence, on 31/10/2014 and 
02/05/2015. It can be observed that the large difference in both depth-averaged velocity and backscatter exist 
from the Negro and the Solimões side in the initial part of the confluence, with a sharp drop across the shear 
layer/mixing interface. In low flow conditions, the sharp drop was in the order of 10's metres, while in relatively 
high flow conditions, the sharp drop was narrower in width, i.e. of the order of few metres. 

 

 
Figure 5. Depth-averaged velocity magnitude and backscatter on 31/10/2014 (left) and on 30/04/2015 (right) 

at the entrance of the CHZ 
 

Analysis of backscatter intensity data revealed a quite complex pattern of mixing. Figure 6 shows the 
distribution in the cross-section of backscatter intensity on 31/10/2014 at sites CNS0, CNS1 and A13, which 
are located approximately 220, 850 and 2700 m downstream of the confluence. It can be seen that the denser 
waters from the Solimões were entering at the Negro side and moving close to the bed. This pattern was 
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observed even at relatively high flow conditions and confirmed by past observations done at the 
Negro/Solimões confluence (Laraque et al., 2009). 

 

 

 

 
Figure 6. Distribution of backscatter intensity on 31/10/2014 at transects CNS0 (up), CNS1 (medium) and A13 

(bottom) 
 

The analysis of the water chemistry data collected during the two field studies also revealed some 
interesting patterns in the values of conductivity that confirm the above findings from the backscatter intensity. 
Figure 7 presents the distribution of conductivity collected near the surface, and at 10 and 20 m depths at 
transect A0 and plotted with the ADCP backscatter intensity. The transect A0 was located approximately 2500 
m downstream of the confluence junction, and shows  the initial mixing of waters close to the bed as the 
Solimões plume is entering the Negro pool. 

Lastly, the interaction between the flow at the confluence and the bed topography observed during the 
field studies was investigated. Figure 8 shows the distribution of the backscatter intensity and vertical velocity 
on 29/05/2015 at transect A14, that was located approximately 3700 m downstream of the confluence 
junction. Large negative vertical velocities (downwelling) were observed as the Solimões waters were moving 
close to the bed below the Negro pool. The ADCP surveys revealed the nature of this topographic interaction 
and suggest that the routing of sediment-laden fluid within the junction, and the patterns of 
downwelling/upwelling, were significantly influenced by these flow-bedrock interactions. 

Further analysis is needed to better clarify the effect of bed friction and change in channel width on 
mixing at the Negro/Solimões confluence. 
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Figure 7. Distribution of water conductivity at transect CNS0 on 30/10/2014 on contour plot of ADCP 

backscatter intensity 

 

 

 
Figure 8. Distribution of the backscatter (up) and vertical velocity (bottom) at transect A14 on 29/05/2015 

 
5 CONCLUSIONS 

In the last four decades, a wide body of theoretical, experimental, and field research has emerged 
concerning the dynamics of river confluences. Yet, despite recent advances in the understanding of 
confluences, to date most studies have focused on laboratory or small natural confluences. 

The paper presents some key observations concerning the hydrodynamics and morphodynamics at the 
Negro/Solimões confluence in the Amazon Basin, which ranks among the largest on Earth. These 
observations come from two large field studies conducted at this confluence at both low and relatively high 
flow conditions using ADCP, seismic measurements and water chemistry sampling. The paper identified and 
discussed the main processes controlling turbulent mixing at confluences with large differences in velocity and 
water chemistry between the merging rivers. This analysis highlights the role of differences in velocity and 
density between the rivers on mixing, as well bed topography in creating patterns of flow 
downwelling/upwelling. Future analysis will investigate the effect of bed friction and change in channel width 
on mixing. 
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ABSTRACT
 
 
Round thermal buoyant jets in cross flow occur in many natural and engineering applications. Examples of this 
flow configuration include oceanic outfalls, wastewater or pollutant discharges, which depend on 
environmental conditions, change in the ambient fluid, and impact on the environment. The large eddy 
simulation (LES) of round vertical thermal buoyant jets in cross flow has been conducted using the subgrid-
scale model to capture turbulent performances. First, the simulations at previous experimental flow conditions 
for different temperature and velocity configurations in a cross-flow are conducted, and results obtained from 
simulations are in good agreement with Zeng’s experimental data, thus validating the numerical reliability. The 
jet scalar and vector characteristics have been acquired, including jet trajectories, velocity, and temperature 
field. Additionally, instantaneous vortex structures and counter-rotating vortex pairs are analyzed and have 
been evaluated based on all numerical simulations. Results indicated that LES has a strong and authentic 
simulation of the detailed turbulent structure than that through experiments or other calculation models. 
 
Keywords: Buoyant jet; large eddy simulation; velocity; temperature; vorticity. 
 
 
1 INTRODUCTION 

Jet in a cross flow has received much attention in many practical applications. Examples of this flow 
configuration include oceanic outfalls, wastewater or pollutant discharges, which depend on environmental 
conditions, change in the ambient fluid, and impact on the environment. These configurations require a good 
understanding of the jet in a cross flow, which is often related to different properties, such as temperature and 
density. 

In recent years, jet in a cross flow has been investigated experimentally and numerically. Wright (1977) 
studied experimentally on a round, turbulent buoyant jet in an ambient cross flow, which emphasized the 
developments of jet trajectories, characteristic dilutions, and height of rising. Large eddy simulation (LES) was 
conducted by Michele (1996), who investigated the turbulent flow with heat transfer in different geometrical 
configurations. The application of the three subgrid-scale (SGS) models in LES for investigating the turbulent 
flow field and wall heat transfer was considered by Wu (2002). Huai (2009; 2011; 2015) has conducted the 
LES of turbulent flow with vegetation, which studied the interaction of flow and vegetation. The horizontal 
buoyant wall jet was studied by Huai (2010), who applied the realizable k – ε model to simulate the buoyant 
wall jet and gave the results of cling length, centerline trajectory and temperature dilutions at certain sections. 
Li (2011) has studied the interaction between a plane wall jet and a parallel offset jet through the LES, which 
obtained the mean stream-wise velocity, the turbulent intensity and dilute characteristics. The LES of turbulent 
mixing in a non-isothermal jet in cross flow configuration was studied with a hybrid Eulerian–Lagrangian 
computational methodology by Mostafa (2015). A detailed numerical investigation of submerged dense jets 
with 45° inclination was also performed using LES by Zhang (2015), who captured jet trajectory, geometrical 
features, and cross-sectional profiles. The LES of a round jet penetrating into a cross flow was conducted by 
Petri (2016), who concluded that an intense backflow near the flat wall existed, and the unsteady boundary 
condition slightly increased the spreading of the jet. 

Increasing attention was paid to the LES, which is currently a trend in computational fluid dynamics. 
Moreover, numerical studies on the jet in a cross flow, in which temperature is considered as a factor, are 
limited. Therefore, in this study, 3D LES was adopted in the calculation of a round thermal buoyant jet in a 
cross flow at a rectangular open flume. A comparison of the simulated results and experimental data reported 
in the literature by Zeng (2005) was performed for the validation of the LES predictions. The effects of the 
temperature on flow field were analyzed, especially the influence on the flow at the water surface. The 
detailed information of instantaneous velocity field was evaluated, which showed the time–spatial distribution 
of velocity. Furthermore, instantaneous vortex structures were captured, especially the counter-rotating vortex 
pairs shown at the spanwise cross sections, and the variation of the vortex pairs in the direction of the flow 
was obtained and analyzed. 
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2 Mathematical approaches 
 
2.1 Governing equations 

In the LES, the filtered continuity, momentum, and energy equations for incompressible flows are as 
follows (Gao 2017): 
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where ρ is the fluid density, t is the time, iu
, ju

are the velocity components, p  is the pressure, T is the 
temperature, cp is the specific heat capacity, k is the heat transfer coefficient of fluid, ST is the viscous 

dissipation term, ij
 is the SGS stress, and ij i i i ju u u u   

. In this study, the SGS model is adopted to 
solve the SGS stress.  

The SGS model is important in the LES. According to Smagorinsky’s basic SGS model, the form of SGS 
stress is assumed as follows (Huai 2015): 
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where t  is the turbulent viscosity of the SGS. The equation of t  is as follows: 
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where i  represents the mesh size along the i-axis direction, Cs is the Smagorinsky’s constant. According to 
Van Driest model, Cs is calculated by the equation below. 
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where y+ is the closest distant to the wall, A+ is the semi-empirical constant, A+=25.0, and Cs0 is the Van Driest 
constant, Cs0=0.1. 
 
2.2 Flow configuration and boundary condition 

The flow configuration was based on those used in the experiments conducted by Zeng (2005) as 
illustrated in Figure 1 and described in Table 1. The origin of the Cartesian coordinates was set at the center 
of the jet nozzle, which had a diameter of D. The jet nozzle was located in the middle of the flume baseboard, 
and the jet direction was perpendicular to the flume baseboard. The simulated domain of the rectangular 
flume had a length (L), width (W), and height (H) of more than 860, 120, and 60 D, respectively. The water 
depth was 20 cm and the ambient velocity was 10 cm/s.  

The velocity inlet boundary condition, with configurations shown in Table 1, was adopted at the inlet of the 
cross flow and the jet nozzle. The wall condition was set at the baseboard and the side walls of the flume. 
Furthermore, the air inlet at the top of the flume was set as a symmetry boundary condition, which was the 
default that no fluid flows through the boundary. 

 

 
Figure 1. Schematic of the domain in the jet in a cross-flow. 

 
2.3 Computational method 

LES was applied in the simulations. The TruVOF method of FLOW-3D, which only computed the unit of 
the fluid, not the unit of the air, was adopted to reduce the time of convergence. Meshes were generated by 
the FAVOR (Fractional Area Volume Obstacle Representation) method, which used the finite difference 
method to simulate complicated models. Additionally, the FAVOR method used fewer hexahedron grid units to 
smoothen and eliminate the rough regions, which build a mesh model without any distortion. The simulations 
were considered convergent when the residual was less than 1×10−5 for the governing equations. 
 

Table 1. Calculated conditions. 

Case 

Jet 
velocity 

uj 

(cm/s) 

Ambient 
velocity 

ua 

(cm/s) 

Velocity   
ratio 

R 

Jet 
temperature 

Tj 

(�) 

Ambient 
Temperature 

Ta 

(�) 

H/D 

1 60 10 6 34 13 24.7 

2 80 10 8 34 14.5 24.7 

3 100 10 10 34 13 24.7 

 
3 RESULTS OF COMPUTATION 

 
3.1 Comparison with experiments 

The LES predictions were compared to the experimental results obtained from the present study by Zeng 
(Zeng et al., 2005). Figures 2 and 3 show the comparison of the computed temperature and velocity, 
respectively, with the measurement data along the flume centerline. The approximate agreement between the 
computational results and experimental data was good. In both the experimental data and computational 
results, the temperature decayed rapidly near the jet nozzle, and temperature stratification existed when the 
jet diffused to flume downstream, which appeared as a high-temperature region at the water surface and a 
low-temperature region at the bottom of the flow. In Figure 3, the jet was bent to the downstream by ambient 
flow, and the jet and ambient flow were mixed together. Additionally, the velocity at the water surface was 
higher than that of the bottom of the flow. 
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(a) Experimental results by Zeng (2005) 

 
(b) Computational results 

Figure 2. Comparison of the temperature between the experimental and the calculated results (Z=0). 
 

 
(a) Experimental results by Zeng (2005) 

 
(b) Computational results 

Figure 3. Comparison of the velocity vector between the experimental and the calculated results (Z=0). 
 
3.2 Temperature field 

Bifurcation phenomenon in the thermal buoyant jet was captured in these LES simulations as illustrated in 
Figures 4 and 5. In Figure 4, two high-temperature regions at a spanwise cross-section appeared as the jet 
flowed to the downstream; this phenomenon means that bifurcation occurred. 
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                          (a)Temperature field from a plan view                             (b) Longitudinal profile of Figure 4(a) 

Figure 4. Temperature field (R=6). 
 
Figure 5 displays the variation of temperature at the water surface. Moreover, the bifurcation angles of the 

high-temperature regions in the different velocity ratios were measured and calculated as 8°, 8°, and 9°. Zeng 
(2005) mentioned that the angle of the two high-temperature regions in the experiments of a thermal buoyant 
jet in a cross flow was 8°–10°. These values presented a satisfactory agreement between the experimental 
and the simulated results. 

 

 
(a) R=10                            (b) R=6                         (c) R=8                           (d) R=10 

Figure 5. Temperature field of horizontal cross sections (Y=20). 
 

3.3 Velocity field 
Figure 6 shows instantaneous velocity field at the water surface. From an overall perspective, the flow 

field was approximately steady as time went by and water continuously flowed in the system. When time was 
at 105 s, the whole flow field had displayed its prototype. At 210 s, the whole flow field was approximately 
stable. Velocity downstream was higher than that around the jet nozzle. In addition, turbulence appeared 
obviously at the downstream flume, and the location of the intensive turbulence wandered along the 
downstream flume. This time–spatial distribution mirrored fully the trend of the jet flow.  
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Figure 6. Instantaneous velocity field at the water surface (R=10, Y=20). 

3.4 Vorticity 
LES not only predicted the instantaneous velocity fields but also gave the vorticity of the flow field. Figure 

7 illustrates the variation of the vorticity of the spanwise cross sections in the flow direction. The intensity of 
vorticity field has increased greatly because of the existence of thermal buoyant jet flow. In the same cross 
section, the vorticity intensity at the middle of the flume was apparently higher than that on both sides of the 
cross section. In Figure 7, the maximum intensity of vorticity appeared near the jet nozzle, and the positive 
and negative vorticities were generated at the same spanwise cross sections. The intensity of vorticity 
weakened in the flow direction. The shape of the positive and negative vorticities was kidney-like, which was 
called counter-rotating vortex pairs. 

 

 
Figure 7. Variation of the vorticities of spanwise cross sections in the flow direction (R=8). 

 
4 CONCLUSIONS 

In this study, the round vertical thermal buoyant jet was simulated using LES with Smagorinsky’s SGS 
model, and the computed results were compared with the previous experimental data. The results predicted 
by LES have agreed well with the experimental results, which covered the temperature ratios, velocity 
contours, and velocity vectors along the flume centerline. The computed results showed that two high-
temperature regions existed at the water surface, namely, bifurcation phenomenon, and the angle of 
bifurcation of these regions was 8°–10°. The instantaneous velocity field at the water surface was captured 
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through simulations, and turbulence appeared obviously at the downstream flume. In addition, a variation of 
the vorticities of spanwise cross sections along the flume was obtained, which illustrated that the vortex pair 
existed at the spanwise cross sections. This research provided a good understanding of a round vertical 
thermal buoyant jet in a cross flow through the LES, and the improvement of the vortex structure requires 
being explored in a further study. 
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ABSTRACT  
 
This paper describes the use of large eddy simulation to study turbulent low submergence flow over a single 
bottom mounted cube. Two simulations have been carried out. The first case is a plane channel simulation 
that replicates a laboratory experiment for validation purposes while the second case concerns open channel 
flow past a bottom mounted cube, with free surface deformation captured using the level set method. 
Streamlines, mean streamwise velocity, shear stress and turbulent kinetic energy profiles at the symmetry 
plane of the cube are presented in the validation section and reasonably good agreement against the 
experiment is achieved. The free surface open channel simulation reveals significant deformation of the water 
surface downstream of the cube, including a large dip followed by a standing wave that is characterised by a 
pronounced bow shape. Q-criterion iso-surfaces are plotted to highlight the turbulent structures shed by the 
cube and the extent to which large energy-carrying vortices interact with the free-surface.    
 
Keywords: Large eddy simulation; free surface; turbulent flow; level-set method. 

 
 

1 INTRODUCTION  
Flow over bluff body represents a very interesting engineering situation that involves complex 

phenomena like flow separation and reattachment, high turbulence, large-scale turbulent structures, as well as 
unsteady vortex shedding. Researchers, over the past decades, are using simple geometries like bottom 
mounted cube or square cylinder in open channel as idealised test cases to predict and investigate the 
fundamental properties and behaviour of a turbulent flow. Numerical models like the Reynolds-averaged 
Navier-stokes (RANS) turbulence models are popular among researchers but still fall short in accuracy 
especially in relatively high turbulent cases. With the advancement in supercomputing technology together 
with increasing cost efficiency of high performance supercomputers, large eddy simulation (LES) is slowly 
gaining its fame in being the more suited and greater potential numerical method for calculating complex flows 
(Rodi, 1997). 

In the field of hydraulics, the vast majority of simulations of flows involving water surfaces to date have 
employed the so-called rigid lid approximation, in which a fixed (generally flat) surface or lid is used to 
represent the water surface. By definition, the shear stress at the lid is zero, as is the component of the fluid 
velocity in the direction normal to it, but the pressure is free to vary as it would along a wall, which in turn 
produces zero shear stress there. This rigid lid assumption has never been perfect and is continuously being 
challenged and investigated. To assess the validity this assumption, Komori et al. (1993) carried out a direct 
numerical simulation (DNS) which included the surface variations in their computation by including the 
kinematic boundary condition and compared the results with those from the rigid simulations of Lam & 
Banerjee (1992). They found that the free-surface deformations and near-surface normal velocities are 
negligible and concluded that the rigid lid assumption is valid. However, Koken and Constantinescu (2009) 
and Paik and Sotiropoulos (2005) both used detached eddy simulation (DES) to simulate a long rectangular 
structure attached to the side wall and had shown that the rigid lid assumption is only strictly applicable to low 
Froude number (i.e. Fr ≤ 0.5) flows. Kara et al. (2015a) performed two LES simulations for flow through the 
same bridge contraction geometry, one with a rigid lid boundary and one with a free-surface capturing 
algorithm, the level-set method (LSM). The bulk Reynolds number was 27,200 and although the bulk Froude 
number was relatively low at Fr = 0.37, locally values of Fr = 0.78 were reached as a result of the significant 
constriction imposed on the flow by the abutment (the ratio of channel width to abutment width was 3). Kara et 
al.’s results showed that although the first order statistics and bed shear stresses were very similar for the two 
simulations, the instantaneous turbulence structure and second order statistics showed significant disparity. 
Their study highlighted the limitation of the rigid lid approximation and the requirement for more sophisticated 
approaches for the simulation of turbulent flows with complex water-surface deformations. 

The aforementioned free-surface capturing algorithm, LSM has recently become a popular method in 
tackling the multi-phase free surface flows. The level-set method was originally proposed by Osher and 
Sethian (1988) and was developed for the computation and analysis of the motion of an interface between two 
fluid phases in two or three dimensions. In the LSM the interface is represented by the zero set of a smooth 
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distance function, , that is defined for the entire physical domain. The conservation equations are solved for 
both liquid and gas phase and the interface is advected according to the local velocity vector. It was observed 
in the LES simulation carried by Yue et al. (2006) that the LSM was able to accurately and realistically 
calculate the unsteady free-surface motion and also provided evidence of boils, upwelling and downdraft at 
the water surface. Kara et al. (2015b)performed LES of flow through a submerged bridge with overtopping, 
using LSM to capture the free-surface dynamics. The simulation revealed very complex flow phenomena, 
including a plunging nappe and standing wave at the surface downstream of the bridge, a horizontal 
recirculation in the wake of the lateral abutment and vertical recirculation created by the plunging flow. The 
simulation results agreed very well with complementary experimental measurements in terms of the water 
surface deformation. 

Two large eddy simulations are presented in this paper. The first case was carried out with a bottom-
mounted cube in a plane channel and served as a validation case, while the second case was carried out in 
an open channel with the same bottom-mounted cube. The cases are henceforth referred to as case PC and 
case OC respectively. The open channel flow case was characterised by low relative submergence, and the 
interaction between the vortex shedding from the cube and the freely undulating surface is the main interest of 
this paper. The numerical method used to perform the simulations is presented in the next section. The 
computational set-ups for the two cases are then introduced. Results from the validation study are then 
presented and discussed in a subsequent section, as are results of the open channel free surface case. Some 
conclusions pertaining to key results are then drawn in the final section.  

 
2 NUMERICAL FRAMEWORK 

This section presents details of a numerical solver that is used by the authors and co-workers for LES of 
open channel flows with complex free-surface interactions. The governing equations for an unsteady, 
incompressible, viscous flow of a Newtonian fluid are solved using the in-house code HYDRO3D (Stoesser 
and Nikora, 2008; Bomminayuni and Stoesser, 2011; Stoesser, 2010; Kara et al., 2015c; Stoesser et al., 
2015). An LES approach is employed to simulate directly the large, energy carrying eddies while scales 
smaller than the grid size are accounted for using the WALE subgrid scale model (Nicoud and Ducros, 1999). 
The code is a refined and improved version of the open-channel LES code that was validated for flow over 
dunes (Stoesser et al., 2008), flow in compound channel (Kara et al., 2012), and flow in contact tanks (Kim et 
al., 2010; 2013). HYDRO3D is based on finite differences with staggered storage of the Cartesian velocity 
components on uniform Cartesian grids. Second-order central differences are employed for the diffusive terms 
while convective fluxes in the momentum and level-set are approximated using a fifth-order weighted 
essentially non-oscillatory (WENO) scheme. The WENO scheme offers the necessary compromise between 
numerical accuracy and algorithm stability. A fractional-step method is used with a Runge-Kutta predictor and 
the solution of a pressure-correction equation in the final step as a corrector. A multi-grid method is employed 
to solve the Poisson equation. The free-surface is captured using the level set method (LSM) developed by 
(Osher and Sethian, 1988). As explained in Section 1, the LSM employs a level set signed distance function, 

, which has zero value at the phase interface and is negative in air and positive in water. The code is 
parallelized via domain decomposition, and the standard Message Passing Interface (MPI) accomplishes 
communication between sub-domains. 
 
3 COMPUTATIONAL SETUP 

For case PC, which replicates numerically the experiments of Martinuzzi (1992) and  Martinuzzi and 
Tropea (1993), a cube is mounted on the lower wall of a plane channel and occupies half of the domain 
height, i.e. H/k = 2, where H is the domain height and k is the cube height. The top and bottom boundaries of 
the domain are set to no-slip condition. Fully developed turbulent flow was applied at the inflow boundary 
which was achieved by performing a precursor simulation of turbulent open channel flow with periodic 
streamwise boundary conditions. When the flow in this precursor simulation was judged to be fully developed 
it was continued for a further 10,000 time steps and the 2D instantaneous flow field from the outflow plane 
was saved at every time step. This produced 10,000 2D planes of instantaneous turbulent flow which were 
applied at successive time steps at the inflow boundary of the cube simulation in a cyclical manner, thereby 
ensuring a continuous fully-developed turbulent inflow for the duration of the simulation. Convective and 
periodic conditions were stipulated at the outflow and lateral boundaries respectively. The Reynolds number of 
the flow based on bulk velocity and cube height was Re = 40,000 and the flow was deemed to be fully 
developed in the section in which the cube was placed.  

For case OC, the upper fixed wall (of case PC) was replaced by a free water surface initially placed at a 
height H = 2k, such that the relative submergence was H/k = 2, and the Reynolds number based on water 
depth and bulk velocity was kept at Re = 40,000. The global Froude number was 0.6. Figure 1 presents the 
computational domain that was employed: it extended 3k upstream, 4k laterally and 7k downstream of the 
cube centre. In the vertical direction the domain extended 3.5k above the bed, with the top 1.5k occupied by 
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the air phase. The domain was discretised by a uniform grid with 600 x 384 x 300 (= 69 million) grid points. 
The cube was represented by immersed boundaries. 
 

 
Figure 1. Full domain of case OC with free surface. 

 
4 VALIDATION 

Figures 2 and 3 show the streamlines in the symmetry plane at the centre of the domain and near the 
channel floor for both experimental and LES (case PC) results. As observed in figure 2, the locations and 
sizes of the recirculation zones are very accurately represented in the LES case. The reattachment of flow 
happens at approximately the same location (x/k ≈ 2.6, where x/k=0.0 is the leading edge of the cube) in the 
streamwise direction. The streamlines on the channel bed shows very good agreement too when compared to 
the experiment (figure 3). A pair of counter-rotating vortices behind the cube are clearly seen in both 
experiment and LES. Figure 4 are vertical profiles of flow quantities extracted from the symmetry plane of the 
cube. Figure 4 (top row) presents the mean streamwise velocity profiles at three x-locations, x/k=0.5, 2.5 and 
4.0. The LES results show a generally good agreement against the experimental results both on the top of the 
cube and also in the separation and development regions. Figure 4 (mid row) compares the profiles of shear 
stress u’w’ at the same x-locations as the mean velocity profiles. On the top of the cube, the LES does not 
seem to have completely resolved the negative peak of the shear stress. Also, this high shear stress region 
appears to be thinner and sharper for the experimental results. Increasing the grid resolution close to the top 
of the cube might help to resolve this imperfection. The LES profiles at x/k=2.5 and 4.0 are not smooth which 
indicates an inefficient in averaging time. A more developed result will be presented later in the conference. In 
the turbulent kinetic energy profiles (figure 4, bottom row), first two profiles are located on the roof of the cube 
at x=0.5 and x=1.0 (trailing edge of the cube). The TKE profile at x=0.5 matches the peak TKE quite well. In 
contrast, the TKE profile at x=1.0 suffer to reach the experimental peak value.   
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Figure 2. Streamlines in symmetry plane (XZ plane) for experiment (left) and LES (right). 

 
Figure 3. Streamlines near the channel floor (XY plane) for experiment (left) and LES (right). 
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Figure 4. Comparison of profiles of (top row) mean streamwise velocity, (mid row) shear stress, and (bot row) 

turbulent kinetic energy. 

5 RESULTS AND DISCUSSION 
Figure 5 presents contours of instantaneous normalised streamwise velocity at an arbitrary moment in 

time, on the mid plane of the domain for case OC. The position of the water surface is included as the black 
line as a reference. At the front corner of the cube, a small eddy is seen. The water surface experiences a 
notable dip immediately downstream of the cube, and this is due to the significant local acceleration in the 
upper part of the water column and a strong recirculating region in the cube wake. The flow decelerates 
markedly downstream of the recirculation zone and causes a standing wave, above the reattachment zone. 

Figures 6(a)-(c) present views of Q criterion iso-surfaces at the same moment in time, from different 
perspectives, as well as an iso-surface of the instantaneous water surface. The standing wave that manifests 
downstream of the cube displays a pronounced bow shape, owing to the three-dimensionality of the 
submerged obstacle. The wave appears breaks further downstream away from the centreline and the 
minimum water level is found in the centreline of the channel and approximately 1.5k downstream of the cube. 
In terms of turbulent flow structures, there is a well-defined horseshoe vortex upstream of the cube as well as 
an arch vortex that is generated at the leading edge of the cube, breaks into vertical vortices sideways of the 
cube and a horizontal roller-type vortex on the top of the cube. All three vortices are being convected by the 
flow into the downstream area of the cube. Figure 6(b) shows that the roller vortex deforms and appear as 
hairpin-type vortices in the cube wake. Figure 6(c) highlights the dip in the water surface downstream of the 
cube, and suggests that the turbulent structures generated by the cube eventually travel upwards towards the 
surface, downstream of the standing wave. This observation suggests that using a rigid lid assumption for the 
water surface in this case would likely result in the loss of some unique and important details of the flow. 
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Figure 5. Instantaneous streamwise velocity contour at symmetry plane with free surface (black line). 

 

 
 

 

 
Figure 6. (a)-(c) Q-criterion iso-surfaces at different perspectives. 

 
 

6 CONCLUSION 
Large eddy simulations of flow over a single bottom-mounted cube are simulated. The first simulation 

replicated laboratory experiments that were carried out in a plane channel, and served as a validation case. 
The overall agreement between LES and experimental data is reasonably good, demonstrating the ability of 

(a) 

(b) 

(c) 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2669



          
 

 
the LES code to predict such complex three-dimensional flow. The second simulation showcased the use of 
the level-set method in representing the free surface in a low submergence turbulent open channel flow over a 
bottom-mounted bluff body. A very notable dip followed by a standing wave in the water surface downstream 
of the cube are clearly observed. Further, the Q-criterion iso-surfaces highlighted the turbulent flow structures 
in the form of roller-type vortex and hair-pin vortex, which propagate downstream and seemingly travel 
upwards towards the water surface. The results give a good indication that the method is capable of predicting 
very complex flows that are characterised by strong interactions between the bulk flow and the free-surface, 
and permits the identification of turbulent structures and events that would be very difficult to achieve 
experimentally. 
 
ACKNOWLEDGEMENTS 

This work was supported by the UK Engineering and Physical Sciences Research Council (EPSRC). The 
computations presented in the paper were carried out on Cardiff University’s supercomputer Raven, hosted by 
Advanced Research Computing @ Cardiff (ARCCA), and High Performance Computing Wales’ Cardiff Hub. 
 
REFERENCES 
Bomminayuni, S. & Stoesser, T. (2011). Turbulence Statistics in an Open-Channel Flow over a Rough Bed. 

Journal of Hydraulic Engineering, 137(11),1347–1358. 
Kara, M.C., Stoesser, T. & McSherry, R. (2015c). Calculation of Fluid–Structure Interaction: Methods, 

Refinements, Applications. In Proceedings of the Institution of Civil Engineers - Engineering and 
Computational Mechanics. 59–78. 

Kara, S., Kara, M.C., Stoesser, T. & Sturm, T.W. (2015a). Free-Surface versus Rigid-Lid LES Computations 
for Bridge-Abutment Flow. Journal of Hydraulic Engineering, 141(9), 1-9. 

Kara, S., Stoesser, T. & Sturm, T.W. (2012). Turbulence Statistics in Compound Channels with Deep and 
Shallow Overbank Flows. Journal of Hydraulic Research, 50(5), 482–493. 

Kara, S., Stoesser, T., Sturm, T.W. & Mulahasan, S. (2015b). Flow Dynamics through a Submerged Bridge 
Opening with Overtopping. Journal of Hydraulic Research, 53(2), 186–195.  

Kim, D., Kim, D.-I., Kim, J.-H. & Stoesser, T. (2010). Large Eddy Simulation of Flow and Tracer Transport in 
Multichamber Ozone Contactors. Journal of Environmental Engineering, 136(1), 22–31. 

Kim, D., Stoesser, T. & Kim, J. (2013). The Effect of Baffle Spacing on Hydrodynamics and Solute Transport 
in Serpentine Contact Tanks. Journal of Hydraulic Research, 51(5), 558–568. 

Koken, M. & Constantinescu, G. (2009). An Investigation of the Dynamics of Coherent Structures in a 
Turbulent Channel Flow with a Vertical Sidewall Obstruction. Physics of Fluids, 21(8), 1-16. 

Komori, S., Nagaosa, R., Murakami, Y., Chiba, S., Ishii, K. & Kuwahara, K. (1993). Direct Numerical 
Simulation of Three‐Dimensional Open‐Channel Flow with Zero‐Shear Gas–Liquid Interface. Physics of 
Fluids A: Fluid Dynamics, 5(1), 115–125.  

Lam, K. & Banerjee, S. (1992). On the Condition of Streak Formation in a Bounded Turbulent Flow. Physics of 
Fluids A: Fluid Dynamics, 4(2), 306–320. 

Martinuzzi, R. (1992). Experimentelle Untersuchung der Umströmung wandgebundener, rechteckiger, 
prismatischer Hindernisse - Google Scholar. University of Erlangen. 

Martinuzzi, R. & Tropea, C. (1993). The Flow around Surface-Mounted, Prismatic Obstacles Placed in a Fully 
Developed Channel Flow (Data Bank Contribution). Journal of Fluids Engineering, 115(1), 85. 

Nicoud, F. & Ducros, F. (1999). Subgrid-Scale Stress Modelling based on the Square of the Velocity Gradient 
Tensor. Flow, turbulence and Combustion, 62(3), 183–200. 

Osher, S. & Sethian, J.A. (1988). Fronts Propagating with Curvature-Dependent Speed: Algorithms based on 
Hamilton-Jacobi Formulations. Journal of Computational Physics, 79(1), 12–49.  

Paik, J. & Sotiropoulos, F. (2005). Coherent Structure Dynamics Upstream of a Long Rectangular Block at the 
Side of a Large Aspect Ratio Channel. Physics of Fluids, 17(11), 115104. 

Rodi, W. (1997). Comparison of LES and RANS Calculations of the Flow Around Bluff Bodies. Journal of Wind 
Engineering and Industrial Aerodynamics, 69–71, 55–75. 

Stoesser, T. (2010). Physically Realistic Roughness Closure Scheme to Simulate Turbulent Channel Flow 
over Rough Beds within the Framework of LES. Journal of Hydraulic Engineering, 136(10), 812–819. 

Stoesser, T., Braun, C., García-Villalba, M. & Rodi, W. (2008). Turbulence Structures in Flow over Two-
Dimensional Dunes. Journal of Hydraulic Engineering, 134(1), 42–55. 

Stoesser, T., McSherry, R. & Fraga, B. (2015). Secondary Currents and Turbulence over a Non-Uniformly 
Roughened Open-Channel Bed. Water, 7(9), 4896–4913. 

Stoesser, T. & Nikora, V. (2008). Flow Structure over Square Bars at Intermediate Submergence: Large Eddy 
Simulation Study of Bar Spacing Effect. Acta Geophysica, 56(3), 876–893. 

Yue, W., Lin, C.-L. & Patel, V.C. (2006). Large-Eddy Simulation of Turbulent Flow over a Fixed Two-
Dimensional Dune. Journal of Hydraulic Engineering, 132(7), 643–651. 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2670 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

  

 

 
OBSERVATIONS OF FLOATING SEED DISPERSAL IN VEGETATED OPEN CHANNEL 

FLOW  
 
 

XIAOGUANG LIU(1), YUHONG ZENG(2) & XI ZHU(3)  
 

(1,2,3) State Key Laboratory of Water Resources and Hydropower Engineering Science, Wuhan University, Wuhan, Hubei 430072, China. 
Email: yhzeng@whu.edu.cn 

  
 

ABSTRACT  
  
In this study we conduct some specific experiments to investigate the effects of stem density and flow velocity 
on the interaction processes between two types of particle and emergent vegetation in an open channel flow. 
We propose a new definition of the probability that a particle interacts with a stem which seems more 
plausible, and preliminarily explore the particle-stem interaction processes (interaction and capture). We also 
determine a length scale to assess the model performance (for vegetation characteristics and arrangement in 
this study) and propose a dimensionless parameter to evaluate the adsorption capacity for the floating particle 
attached to the stem. Some experiment phenomena have been observed in this experiments were presented 
for further analysis and research.  
 
Keywords: Hydrochory; floating seeds; longitudinal dispersion; emergent vegetation.  
  
 
1 INTRODUCTION   

 Hydrochory, i.e. seed and propagule dispersal in fluvial systems, which enables long-distance dispersal along 
river corridors and consequently enhances longitudinal connectivity and gene flow between distant parts of a 
catchment (Merritt and Wohl, 2006). It is an important process both for the distribution and abundance of 
single species (Nilsson et al., 2010). Most aquatic plant seeds have the ability to float, and long floating time 
can enhance seeds dispersal distance by afloat for longer advection times (eg., Nilsson and Danvind, 1997; 
Nilsson et al., 2010). The behavior of floating particles differs substantially from that of suspended sediments 
as the particles are affected by hydrodynamic characteristics that developed at the free surface (eg., wind and 
surface tension effects) (Defina and Peruzzo,2010). Many empirical and semi-empirical models were 
proposed mainly aimed at assessing the seed dispersal distance, or the probability distribution of distances 
reached by seeds or plant fragments (Defina and Peruzzo, 2010; Groves et al., 2009). For example, Defina 
and Peruzzo (2010) have proposed a stochastic model to simulate the transport and diffusion of floating 
particles in open channel with staggered and random distributed vegetation under low flow velocity. Their 
model is one-dimensional and describes particle-vegetation interactions along the curvilinear axis 
corresponding to the generic particle trajectory. A stochastic model was proposed to simulate the transport 
and diffusion of floating particles and the trapping mechanisms (Defina and Peruzzo, 2010): Defining Pi as the 
probability that a particle interacts with a stem while travelling the distance along its path, therefore, on a stem 

over a path whose length is 
1

1
i

s
s

P
  , and Pc is the probability that a particle permanently captured when it 

interacts with a stem. As a particle passes through an array of stems, the mean centre-to-centre spacing 

between adjacent cylinders in any direction is 1

1

s

s
n

 , ns being the number of stems per unit area; the 

mean
 
spacing along any straight transect, e.g., on a line parallel to the downstream direction is 2

1

s s

s
n d

 , as 

presented in the work of White and Nepf (2003). The distance X traveled by particles before permanent 
captured can be measured and the distribution is given as  
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is the particle mean path length before permanent captured and can be determined fitting experimental data. 
Peruzzo et al. (2012) has considered the low flow velocity condition and developed a physically based model 
to predict the impact of surface tension on the fate of floating particles within a region of emergent vegetation. 
In this study, floating seeds dispersal in aquatic systems with low and moderate flow velocities and the 
medium density vegetation array is considered, i.e., the influence of surface tension can't be ignored and the 
stem spacing is assumed to be far greater than the seed size. The purposes of this investigation is to gain 
further insight into the impact of flow velocity and stem density on floating particle dispersal, and advance the 
model proposed by Peruzzo et al. (2012) that describe the impact of surface tension on a particle passing 
through the array of stems.    
  
2 MODEL AND EXPERIMENTS METHOD 
  
2.1 Particle interaction with a stem with a diameter d 

Floating particles are attracted toward stems by the rising meniscus when passing through the array of 
stems at low-flow velocity, and capillary forces were believed to play an important role in the interaction 
between colloidal particle attached to the stem, for which the attraction response is caused by surface tension, 
i.e., the Cheerios effect. The Weber number, We, the ratio between the fluid's inertia to its surface tension, is 
used to evaluate the effect of the Cheerios effect. Shimeta and Jumsrs (1991) and Palmer (2004) suggested 
that the probability of interaction Pi should be determined by the ratio between a length b which is the distance 
between the outmost trajectory lead to collision and stem diameter. But when b>d, the Pi can be greater than 
1, which is contradictory. Actually, floating particles under the influence of surface tension can be attracted to 
the cylinder once We is far less than the unit. The characteristic length scale of the meniscus can be defined

 

as the capillary length,
  

                             0

1/ q
g





                           

ρ0 is the density difference between liquid and air, g is the acceleration of gravity, σ is the liquid surface 
tension. Based on preliminary comparison between the model and experimental observation, the length scale 
s1 is considered to perform better than s2 when the stems are evenly distributed and have no branch, which 
differs from the simulated vegetation used in Defina and peruzzo’s experiments. To reasonably estimate Pi, a 
calculation unit within random stems region is used to define the probability that a particle interacts with a 
stem (see Figure 1), Z0 is the distance between the outermost trajectories that lead to collision with stem, 
thus, we proposed a new equation to describe Pi .  
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where β0 is a correction factor, and can be given as
0

sin


 , 2
1

2

3( 1)ns







is the mean angle between 

the two line segments of two adjacent stems on the unit circle, considering 1

1

s

s
n

 , we find that θ is 

independent of vegetation density (see Figure 1, the dashed circle). 
 
2.2 Particle capture by a stem with a diameter d 

 The mean gap between stems is much larger compared to the particle size in this experiments, therefore, 
the net trapping, i.e., stems overlap enough to form a netlike structure that intercepts the floating particle 
(Defina and peruzzo,2010), is neglected. In this experiments, the stem Reynolds number Rd is in the range 
80<Rd <400, within the range, eddies are shed continuously from each side of the circle boundary, forming 
rows of vortices in its wake (see Figure 2). Influenced by the periodic vortex shedding, the particle in the wake 
will periodically vibrate, thus, a trapped particle has possibility to shake off due to periodically Vortex shedding. 
The vortex shedding frequency (f) can be given as 

                                                                             

r

s

S u
f

d


                                        
[5]

 
Where Sr is the Strouhal number, in this experiments, the stem Reynolds number Rd is in the range 80<Rd 
<400, in this range, Sr can be estimated by the empirical formula presented by Fey et al., (1998). 
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Figure 1. Definition of the probability of particle collision with a stem in a calculation unit, the dotted bold line 

surrounding the stems denotes the capillary-affected area. 
 

The amplitude (A) of the particle periodically vibrating in this experiments and approximately A=0.5ds, 
therefore, the maximum transverse velocity of the particle periodically vibrating behind the stem can be 
described as 

                                                                         
2xmu Af

                                   
[7]

 
The attracted particle 3pinning round the stem can produce centrifugal force (Fe), which may push the particle 
out of the wake by overcoming the Cheerios effect, 
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 [8]
 

For the particle floating on the water, the drag force (Fd) due to the flow is considered to be proportioned to the 
square of the bulk velocity, and can be given as 

                                                                       
2

1d d pF C A u 
                            

 [9]
 

Where β1 is a scale factor, Ap is the projected area of the submerged part of the particle, Cd is the particle drag 
coefficient, and assumed to Cd =1.0. To consider the mechanism of particle escaping from the stem, the ratio 
(e) between the adsorption capacity, i.e., capillary force and the escape capability, i.e., the drag force and 
centrifugal force is used to describe the capture probability Pc, 
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[10]

 
If e<1.0, the adsorption capacity can’t overcome the escape capability, the particle will remain attached to the 
stem, whereas the adsorption capacity can overcome the escape capabilities and particles may escape from 
the stems.  
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Figure 2. Flow round a stem which is normal to flow path at 80<Rd <400, a particle is drawn into the vortex 

shedding region behind a stem and possibly out of the region into the free stream. 
 

Based on the analysis of the particle capture mechanism (Eq.8), a dimensionless parameter
2

0

2
0

( 1)

( 1)( )
p

s p

d

d d








  can be used to evaluate the adsorption capacity for the floating particle attached to the

 
stem, i.e., the escape velocity ue, which increases with the increasingη. 
 
3 Experiments 

The laboratory experiment was carried out in a rectangular flume 18 m long, 1.0 m wide, and 0.5 m deep, 
with glass sidewalls and bottom. The recirculated flow discharge Q was measured by an Electromagnetic 
Flowmeter, and a tail gate located at the exit of the flume can be adjusted to maintain a steady flow. A random 
array of rigid round wooden cylinders with a diameter ds of 0.6 cm was constructed on two PVC boards to 
create a test section with a length of 4 m, width of 0.6 m. The cylinders were symmetrically placed along the 
central axis of the flume to eliminate the sidewall effect. Four different random arrays were constructed and 
five discharges were tested for each array (see table 1). Two types of particle are used in the experiments to 
mimic buoyant seeds: Particle A is a regular wooden ball with a diameter of 0.6 cm and a relative density of 
0.71; Particle B is Calamus seed that can be described approximately disc-shaped having a diameter of 0.8 
cm and thickness (hp) of 0.2 cm, and a relative density of 0.68, we painted evenly all particles with white dye 
to get a better observation and track effect. Approximately 200 particles are individually released 50 cm 
upstream of the test section, all of experiment runs are recorded by a digital camera mounted over the flume.  

All the experimental observations are performed from the Lagrangian point of view. Video analysis 
contributes in understanding the mechanisms for floating particles trapping and escaping from stems and 
recognize the relevant aspects of the interaction between floating particles and stems. Recorded frames are 
extracted and analyzed to determine particle velocity approaching the stems and measure the duration of 
temporary and permanent (particle retention time is greater than 300s) trapping events, and the distance 
traveled by each particle before being permanently captured is also measured.  

 

 
Figure 3. Top view of the experimental flume channel 
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Table 1. Summary of experimental conditions 
u(ms-1) Rd We(10-2) ns(m

-2) ds(m) 

0.0190 114 2.97 1164 0.006 

0.0282 169.2 6.54 1164 0.006 

0.0426 255.6 14.92 1164 0.006 

0.0529 317.4 23.00 1164 0.006 

0.0636 381.6 33.25 1164 0.006 

0.0167 100.2 2.29 932 0.006 

0.0297 178.2 7.25 932 0.006 

0.0388 232.8 12.37 932 0.006 

0.0430 258 15.20 932 0.006 

0.0539 323.4 23.88 932 0.006 

0.0166 99.6 2.26 720 0.006 

0.0250 150 5.14 720 0.006 

0.0375 225 11.56 720 0.006 

0.0474 284.4 18.47 720 0.006 

0.0585 351 28.13 720 0.006 

0.0148 88.8 1.80 554 0.006 

0.0243 145.8 4.85 554 0.006 

0.0388 232.8 12.37 554 0.006 

0.0469 281.4 18.08 554 0.006 
0.0538 322.8 23.79 554 0.006 

 
Most of seeds in nature are hydrophilic (including the particle A and B used here), and once the meniscus 

between the particle and the stem is below the undisturbed level, capillary forces were believed to play an 
important role in the interaction between colloidal particles attached to the stem. For buoyant particles floating 
on the water, h1 is the particle height above the saturation line, h2 is the meniscus height, αp is the particle-
water contact angle, ψp is the meniscus slope angle at the particle and cylinder contact line, i.e., the 
undisturbed level and ψs is the meniscus slope angle at the stem contact line. The meniscus slope angles of 
particle and stem have no significant change when particle gradually approaches the stem, and it can be 
assumed that the meniscus angle remains constant during the transport process. The following formula is 
derived by geometry analysis. 

                                     
1cos( ) ( )

2 2
p p

p p

d d
h   

                                               
   [11]

 
The weight (mpg) of a floating particle in equilibrium is balanced by a capillary force (Fc) and the net pressure 
force (Fp),  

                                                                       c p pF F m g 
                                                  [12] 

For floating spherical wood particle, capillary force Fcwood is given by  

                                               
sin sin( )cwood p p p pF d     

                                         [13] 
For floating Calamus seed, capillary force Fccala is given by 

                                                         
sinccala p pF d  

                                                      [14] 
h2 is moderately small for spherical wood particle and Calamus seed in experimental observations, then, the 
net pressure forces are represented respectively by 

                                     

1 22
1 2( ) ( )

2 3
p p

pwood p

d d h h
F g d h h

 
   

    
                           [15]

 

                                                    

2
1 2

1
( )

4pcala p pF gd h h h  
   

                                         [16]
 

Using Eqs.(10-14) with the measuring results of h1 and h2, αp and ψp for Particle A and Particle B can be 
obtained. The results of calculating and measuring angles are presented at Table 2. 
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(a) Particle A 

 
(b) Particle B 

Figure 4. Sketch of hydrophilic particles in equilibrium on the water. (a) particle A; (b) Particle B. 
 

Table 2. Summary of particles characteristics and model parameters 
Particle  
type 

Average 
Diameter 
(mm) 

Particle 
Mass (g) 

Particle 
Density (gcm-

3) 

( )p Deg
 

( )p Deg
 

( )s Deg  ( )s Deg  

Particle A 6.0 0.080 0.7044 21.29 26.90 25.00 75.00 
Particle B1   8.0 0.068 0.6785 82.95 7.05 25.00 75.00 

1The average thickness of Particle B is approximately 2.0 mm. 
 
 
4 RESULTS AND DISCUSSION 
  
4.1 Experimental data Processing and analysis 

In this experiments, within the Lagrangian framework, the distance traveled by each particle before being 
permanently captured is measured, the particle mean path length (λ) before permanent capture can be 
determined by fitting which with Eq.(1) and identified as a function of bulk flow velocity (see Figure 6). As an 
illustration, the probability a particle has of travelling a distance X greater than L for particle A and B with two 
different bulk velocities under ns=720 m-2 are shown as Figure 5. 
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Figure 5. Experimental probability distribution P(X>L) is plotted versus L. 

 

 
Figure 6. The particle mean path length (λ) is plotted as a function of bulk flow velocity. 

 
To observe how the mean path length varies with the bulk flow velocity, λ exponentially increases with the 
bulk flow velocity. This illustrates, with the flow velocity increasing, the Cheerios effect is not sufficient to 
capture the particles gradually; for another, the increasing velocity also reduce the probability that particles 
interact with stems, the particles are more likely to travel farther. For the same particle type, λ increases 
more dramatically with the increasing velocity under low stem density, i.e., the particle mean path length is 
most sensitive to the velocity variation. Analyzing the experimental data of video material, the number of 
permanent captures, Ni, and the number of measured temporary interaction events, Nc, can be respectively 
determined for each experimental run. As a particle passes through the array of stems, the total number of 
interaction points Nt, using the measured path length X and s1, can be described as 
 

                                                                    11tN X s 
                                                       [17] 

the probability Pi can be estimated to be, 
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when the probability Pc is moderately small, the mean path length can be approximated as (Defina and 
Peruzzo, 2010) 
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the probability Pc then can be estimated by  
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Following the work of Peruzzo et al., (2012), we define ue as the escape velocity, the velocity below which 

particles will remain attached to the stem, i.e., 1.0c eP u u  ; increasing of the ratio
 eu u reduces the 

probability Pc; they suggest that the probability of capture Pc decays exponentially with eu u
, specifically 

                                                                 
1

1 1
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u u
P

e u u

 
                                            

[21]
 

 
By analyzing the recorded frames and computing Eqs.(15,16), the probability Pi can be estimated and shown 
in Table 3, varying with the bulk flow velocity; the particle floating on the water, the deformation of liquid-liquid 
interface due to two adjacent particles, gives rise to capillary forces on the particles which cause them to 
cluster, a small amount of particles clustering will enlarge the probability Pi due to the Cheerios effect. with the 
mean path length, the probability Pc can be computed by Eq.(18), and the probability Pc can be considered to 
be as a function of the bulk velocity (see Figure 8).  

Table 3. Summary of the results of the probability Pi by analyzing the recorded frames. 
ns (m

-2) 

554 720  932     1164 

u (ms-1) Pi (A) Pi (B) u (ms-1) Pi (A) Pi (B) u (ms-1) Pi (A) Pi (B) u (ms-1) Pi (A) Pi (B) 

0.0148 0.399 0.508 0.0166 0.319 0.329 0.0167 0.386 0.353 0.0190 0.388 0.400  

0.0243 0.239 0.278 0.0250 0.268 0.282 0.0297 0.231 0.234 0.0282 0.280 0.281  

0.0388 0.150 0.148 0.0375 0.178 0.151 0.0388 0.178 0.166 0.0426 0.189 0.152  

0.0469 0.121 0.118 0.0474 0.147 0.115 0.0430 0.156 0.141 0.0529 0.139 0.120  

0.0538 0.102 0.091 0.0585 0.116 0.084 0.0539 0.134 0.117 0.0636 0.112 0.098  

 
Figure 7. The probability Pi is plotted as a function of bulk flow velocity. 

 
Figure 7 indicates the probability Pi exponentially decreases with increasing flow velocity, it can be assumed 
that the adsorption capacity of the Cheerios effect decreases with the increasing flow velocity, the particle has 
lower probability to collide with the stem. Under the same stem density, the dispersal ability of Particle A is 
greater than Particle B at very low velocity (u<0.04 m/s), however, with the flow velocity increasing, the 
dispersal ability of Particle A becomes less than Particle B. 
 
Figure 8 indicates the probability Pc decreases with increasing flow velocity, it can be assumed that, at very 
low flow velocity, the adsorption capacity can overcome the escape capability, i.e., the Cheerios effect is 
effective for particle capturing; When the velocity is small to a certain extent, the probability Pc is expected to 
approach unity. It can be observed that, colliding with another particle can push a trapped particle out of the 
wake into the free stream. Therefore, the probability Pc is less than the probability that a particle is 
permanently captured due to the Cheerios effect. The escape velocity (ue) can be estimated by fitting equation 
(19), and plotted as a function of the flow velocity in Figure 9. Figure 9 indicates the escape velocity (ue) 
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increases linearly with increasing flow velocity, with data fitting, which can be described as the following 
empirical formula, 

                                                             
510 +0.0158e su n

.                                               [22] 
The formula is deduced based on limited data, and need more researches to validate and amend. It can be 
argued that, the higher stem density means harder to overcome the adsorption capacity. For example, the 
scale factor of the drag force decreases with increasing stem density. As can be noticed, there is no 
significant difference in the change trend of escape velocity between particle A and B which have the similar 
density and different shapes, it suggests that different particle shapes have no effect on the escape velocity. 
Considering the critical state of the particle capturing with the escape velocity, an approximate formula is 
given below to estimate β1, 

                                               
( ) 1ee u u 

                                              [23] 

 

 
Figure 8. The probability Pc is plotted as a function of bulk flow velocity. 

 
 

Table 4. Summary of the calculating the scale factor β1 for Particle A and B 
 ns (m

-2) 

 554 720 932 1164 

β1 (Particle A) 1.22 1.15 1.08 0.98 

β1 (Particle B) 0.72 0.67 0.60 0.55 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. The probability Pc is plotted as a function of the stem density. 
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4. CONCLUSION 
In this study we proposed a new definition of the probability Pi, and which seems more plausible to 

those with Shimeta and Jumsrs (1991) and Palmer (2004). We explored the effects of stem density and flow 
velocity on the interaction processes between two types of particle and emergent vegetation in an open 
channel flow through laboratory (with low and moderate flow velocities and the medium density vegetation 
array), the role of the surface tension in capturing floating particles within emergent vegetation was also 
noticed. We found that the particle mean path length exponentially increases with the bulk flow velocity; with 
the flow velocity increasing, the dispersal ability of Particle A becomes less than Particle B; the particle 
escape velocity increases linearly with increasing flow velocity (Eq. 20), and we preliminarily proposed a 
dimensionless parameter to evaluate the adsorption capacity for the floating particle attached to the stem. 
Some experiment phenomena observed in this experiments (e.g., there is no significant difference in the 
change trend of escape velocity between particle A and B) deserved deeper study. 
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ABSTRACT  
  
Golden mussel (Limnoperna fortunei) is an invading macro-invertebrate species in water transfer pipelines, 
easily leading to heavy biofouling and pipe clogging. The species invades the pipelines during its planktonic 
larva stage, which is suitable to be killed by high frequency turbulence. To explore the hydraulic 
characteristics and killing mechanism of turbulence in pipelines, plates with hole diameters of 3 mm (PP3) and 
6 mm (PP6), and wires with mesh spacing of 3 mm (WM3) and 2 mm (WM2) have been selected as 
turbulence-generating materials (TGMs) and are installed in a 12.6 m-long experimental pipe (average flow 
velocity≈1 m/s) with a space of 50 cm. The downstream flow field of the TGMs is measured by an Acoustic 
Doppler Velocimeter (ADV). The experimental results illustrates that the TGMs triggers a disturbance of flow 
velocity both transversely and longitudinally downstream. The distribution of the downstream turbulence 
intensity of the TGMs presents mostly a uniform transverse pattern. The TGMs increases the frequency of the 
dissipation range in the energy spectra for turbulence and results in the decrease of the length scale of the 
dissipative eddies, i.e. the Kolmogorov length scale. The larvae-killing tests indicates that the veliger 
community would be heavily damaged when the dissipation range was in a similar or smaller length scale than 
the veliger body length.  
 
Keywords: Limnoperna fortunei larvae; turbulence-generating materials; high frequency turbulence; mortality.  

 
 

1      INTRODUCTION 
Golden mussel (Limnoperna fortunei, Dunker, 1856), is a freshwater invasive species of Mytilidae. The 

species, with extremely high environmental adaptability, is capable to survive in a very wide range of aquatic 
habitats with temperature range of 0 to 35°C, flow velocity range of 0.1 to 2 m/s, water depth range of 0.1 to 
40 m and dissolved oxygen range of 0.2 to 11.3 mg/L (Darrigran et al., 2011, 2012). Golden mussels enter 
water transfer facilities during their planktonic veliger stages (Darrigran et al., 2007). The adults have golden 
yellow or dark brown shells and are able to aggregate in high density with their byssal threads attaching to the 
substrate (Xu, 2012; Montalto and Rojas Molina, 2014). The invasion and mass aggregation of golden 
mussels usually cause serious biofouling to water transfer projects and hydraulic structures (Ricciardi, 1998; 
Darrigran, 2002; Perez et al., 2003). 

 Intensive invasion by golden mussels has been found to take place mainly during the stage of planktonic 
veligers (Darrigran et al., 2007; Xu et al., 2015b). Therefore, attention has been drawn to the destruction of 
planktonic veligers. Rehmann et al. (2003), employed an aerating pump to generate high-frequency 
turbulence in the water, trying to prevent zebra mussel invasions. It was found that the mortality of zebra 
mussel veligers would increase if the Kolmogorov scale of turbulent eddies approached their body lengths. 
Since zebra mussels belong to the same family as golden mussels, the two species share many biological 
and ecological characteristics (Morton, 1979; Ricciardi, 1998; Karatayev et al., 2007). Xu et al. (2012) tested 
introducing airflows into the water using an aerating pump and found that the mortality of golden mussel 
veligers also increased significantly. Considering economic efficiency for engineering application, Xu (2012) 
designed a high-frequency turbulence generating system by installing pore plates at different cross sections in 
a pipeline, which was proven to be effective in enhancing the mortality of golden mussel veligers. 

 Xu (2012) tested the killing effect of the turbulence generated by pore plates with hole diameters of 10 
mm and plate-to-plate spacing of 50 cm. However, other types of turbulence generating materials (TGMs) 
were not studied in Xu’s trial and the hydraulic characteristics of the generated turbulence were not explored. 
The mechanism of veliger mortality resulting from turbulence in pipelines remained poorly understood. The 
purpose of the present study was to reveal the hydraulic characteristics of the turbulence field downstream of 
the TGM, and to understand the killing mechanism. Four types of TGMs were installed inside the experimental 
pipeline. The characteristics of the downstream flow fields of the TGMs were measured, and the turbulence 
intensity and spectrum were analyzed. The mortality tests for golden mussel veligers were conducted 
afterwards to examine the enhancement of the veliger death rate after the water flowed through the pipeline 
with TGMs.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2681



  
          

  

 

2 METHODS 
 

2.1 Experimental system 
 The pipeline turbulence experiment was conducted on the bank of the downstream reservoir of the 

Langyashan pumped storage power station (PSP), which is located in the southern suburb of Chuzhou city, 
Anhui Province, in the lower Yangtze River basin.  

 The experimental system consists of a forebay, an experimental flume, and a tailrace conduit. Two 
submersible pumps (the lift and discharge were 7 m and 60 m3/h for one of the pumps, and 15 m and 25 m3/h 
for the other) were installed in the downstream reservoir and kept pumping water to the forebay. A gate was 
set up at the inlet weir of the flume (0.8 m wide and 0.68 m high) to control the inflow discharge (Section 1-1 in 
Fig. 1). An overflow weir at the outlet was to keep the maximum water depth at 0.385 m (Section 2-2 in Fig. 1). 
 A 12.6 m-long experimental pipeline of UPVC (Unplasticized Polyvinyl Chloride) material with an internal 
diameter of 0.154 m was placed at the bottom of the experimental flume, and was connected to a pulse pump 
(lift of 15 m and discharge of 25 m3/h) at the inlet. The water from the forebay at a discharge of 0.018 m3/s 
flowed through the pipeline only once in the killing tests. During the hydraulic measurements and killing tests, 
a 0.4 m-long extension pipe was connected to the outlet of the pipeline to keep the flow regime at the outlet as 
pipe flow instead of jet flow. 
 

 
Figure 1. Plan view schematic of experimental system set-up and interior layout (units: mm). Points a and b 

refer to sampling locations for golden mussel veligers. 
 

 Based on the previous tests of Xu (2012), pore plates (PPs) are applicable for generating high-frequency 
turbulence if installed perpendicular to the flow direction in the pipeline because alternate jets and wakes are 
produced downstream (Yan et al., 2005). Two models of PPs and two models of wire mesh (WM) materials 
were tested in this study (Table 1). 

 
Table 1. Turbulence-generating material (TGM) parameters. 

Code Type Hole shape 
Aperture 

/mm 
Distance between 

neighboring holes /mm 
Porosity/

% 
PP3 Pore Plate Round 3 1.96 0.36 
PP6 Pore Plate Round 6 2.34 0.52 
WM2 Wire Mesh Rectangular 2 0.42 0.68 
WM3 Wire Mesh Rectangular 3 0.91 0.64 

Porosity=Pore area/total area 
  

Flow velocity and turbulence characteristics were measured with a Vectrino Acoustic Doppler 
Velocimeter (ADV) manufactured by Nortek, Norway. The ADV was installed in a bracket fixed on a slider with 
a 1.1 m-long rail (Fig. 2a). Given that the probe was 5 cm away from the sampling location to minimize its 
disturbance to water (Garcia et al., 2005) and that the probe itself occupied a certain space, the measuring 
points were assigned on only one half side of the measuring section on two measuring lines, H and V (Figs. 
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2b and 2c). The sampling time at each measuring point was 60 s at 200 Hz to guarantee the volume of each 
measurement is larger than the threshold of 5000 as suggested by Chanson et al. (2007) for the analysis of 
the first and second statistical moment. 

 

 
Figure 2. (a) Schematic diagram of the ADV installation. MD: measuring distance, which refers to the distance 
between the last TGM and the measuring section; (b) Layout of 6 measurement points. Ib refers to the interval 
from point 2 to point 6 and Ib = 3.0 cm. (c) Layout of 11 measuring points. Ic refers to the interval from point 2 
to point 9 and Ic = 1.5 cm. Most of the tests were done with the layout in (c). Zero points of all the measuring 
lines are marked in green points in (b) and (c). Units are in cm. 

 
2.2 Experimental procedure 

 Based on the experimental results of Xu (2012), 50 cm was selected as the TGM spacing. When 
measuring the downstream flow fields of the TGMs, the measuring sections of hydraulic characteristics were 
set at a Measuring Distance (MD) of 2.5, 5.0, 10.0, 17.0, 25.0 and 50.0 cm.  

 The killing tests were conducted after the golden mussel veliger density in the reservoir were stably over 
500 /m3. Water samples were taken both before at point “a” (Fig. 1) and after turbulence treatment at point “b” 
(Fig. 1) by the TGMs at almost the same time. For each water sample, 120 L of water was taken by a siphon 
and filtered through a plankton net with meshes of 50 μm (Xu et al., 2015b). After about an hour of settling, 
the concentrated samples were extracted and observed in a microscope-camera system (SmartV Camera & 
MIVNT Image Analysis Software, Yongheng Shanghai). 

  
2.3 Data processing  

Raw data from the ADV cannot be used directly for spectrum analysis because of its noise and spikes 
(Chanson et al., 2007). The velocity records with signal-to-noise ratio less than 15 dB were abandoned in the 
denoising process (Russello et al., 2006) and acceleration Thresholding Method was utilized in the despiking 
process (Goring and Nikora, 2002).  

The energy spectrum was calculated using the Welch (1967) method based on Fourier Transformation 
(Pope, 2000): 
 

                         1
( )

2
i t

uuE R t e dt


 


                                                          [1] 

 
where 2 f   is the angular frequency; f  is the frequency; and ( )uuR t  is the temporal autocorrelation 

function of the fluctuating velocity. 
 
3 RESULTS AND DISCUSSION 

 
3.1 Flow velocity distribution 

U, V, and W are time-average velocities corresponding to the directions X, Y, and Z respectively. The 
measurements along line V were considered when analyzing the velocity and turbulence intensity distribution. 
Since the magnitude of U was much larger than V and W, the following discussions are focused on the 
characteristics of U. 
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Figure 3. Distribution of U for TGMs. LV refers to the distance from a measuring point to the zero point. 

 
In general, the transverse distribution of U was symmetrical as expected except that a fluctuation of U 

existed transversely within the MD of 5 cm (Fig. 3), especially for PP6. Fig. 3 illustrates that the PP3 
installation resulted in a decrease of flow velocity compared with the pipe without TGMs (Table 1), but this 
TGM had a uniform transverse distribution of flow velocity. In contrast, when PP6s were installed, the flow 
velocity fluctuated significantly within 5 cm downstream, which might be attributed to the intensive jets and 
wakes downstream because of its large aperture and distance between neighboring holes (Table 1). As for 
WM2 and WM3, both resulted in a relatively even distribution of flow velocity and similar velocity magnitude as 
that in the pipeline without TGMs, indicating that the WMs of different apertures hardly had any influence on 
the flow capacity of the pipe.  

The arithmetic mean of velocity along line V (Umean) at each measuring section was calculated as a 
reference for the longitudinal distribution of flow velocity downstream from the TGM. It was found that Umean 
was larger in the downstream area close to the TGM (Fig. 4a). This is related to the reduction of the effective 
area for the water passage at the TGM, leading to an increase of upstream pressure energy and the resulting 
transformation of this energy into kinetic energy in the area downstream of the TGM. The Umean for WMs kept 
decreasing after water flowed through a WM but reached an almost constant level beyond MD = 10 cm, which 
was different from PPs because of the WMs’ lower resistance. In accordance with the findings shown in Fig. 3, 
the transverse fluctuation, which only lasted for less than 10 cm, was relatively large after the water just 
passed through the TGM (Fig. 4b). 

 
Figure 4. (a) Longitudinal distribution of Umean/U0; (b) Longitudinal distribution of CV/CV0. Umean and U0 are the 
arithmetic mean of the velocities measured in line V with TGMs and without TGMs, respectively. CV and CV0 
refer to the coefficient of variation of the velocities in line V when TGMs are installed and when they are not 
installed, respectively. 
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3.2 Distribution of turbulence intensity 

Because the turbulence intensity in the Z direction was the largest in magnitude and most intensively 
influenced by the TGMs in all three directions and would experience the least noise (Hussein et al., 1994; 
Voulgaris and Trowbridge, 1998), the data for the Z direction were utilized in the turbulence analysis. 
 

 
Figure 5. Distribution of w  where w  refer to the turbulence intensity in the Z direction with TGMs. 

 
The downstream distribution of the turbulence intensity with the PP installation shows a banded feature 

with intensity decreasing along the pipeline in a transversely uniform way. For WMs, the turbulence intensity 
also decreased along the pipeline but did not show a distinct banded distribution because the turbulence 
intensity around the boundary layer exceeded that in the central area (Fig. 5), particularly for WM2. The 
turbulence intensity in the majority of the downstream area of WM2 was smaller than that of the pipe without 
TGMs except for the area close to the TGM (within 3 cm) (Fig. 6). Consequently, the turbulence induced by 
the pipe wall and TGM bracket was not negligible or even stronger than that in the main flow area and the 
transverse distribution was not uniform. The downstream turbulence intensity of the PPs exceeded that of the 
WMs to a large extent (Fig. 6), e.g., the maximum of the downstream turbulence intensity of PP6 was over 12 
times stronger than that of WM2.  

It appeared in the longitudinal profile of the turbulence intensity that the area affected by the TGMs was 
spatially limited. The largest value occurred within the 5 cm-long area downstream of the TGMs and the 
intensity decreased as the water flowed farther downstream, reaching a constant value close to that for the 
pipeline without TGMs after 10 cm away from the TGMs (Fig. 6). 
 

 
Figure 6. Longitudinal distribution of 0/w   where w  and 0  refer to the turbulence intensity in the Z direction 

at the measuring section center with the TGMs and without the TGMs, respectively. 
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3.3 Energy spectrum 
The energy spectrum of W at the center of each measuring section was calculated and compared with its 

counterpart in the pipeline without TGMs. For the PPs, the spectra had a relatively small slope (even close to 
0 for PP6) when the water immediately past the PP (Fig. 7), and, thus, the starting point of the inertial 
subrange substantially increased, even approaching the extremity of the measurement range for PP6. The 
inertial subrange started from the lower frequency conditions when the water flowed farther than 5 cm away 
from the PPs. The frequency of the inertial subrange was higher with the WM installation than that for the pipe 
without TGMs but lower than that for the PPs (Fig. 7). 
 

 
Figure 7. Energy spectra of the center in the measuring sections at different MDs. 

 
The turbulent energy of the high-frequency range (>50 Hz) for the PPs was enhanced to a large extent in 

comparison to the pipeline without TGMs: the increase was over 103 times for PP6 and 102 times for PP3 
(within the measurement range) than the corresponding values for the pipe without TGMs (Fig. 7). The 
turbulent energy for the WMs also increased when the water just passed the TGM, but to a much smaller 
degree compared with that for the PPs. The largest increase for WM3 was 10 times higher than that for the 
pipe without TGMs. In contrast, there was a decrease in the turbulent energy of the low-frequency range (<20 
Hz) for WMs (Fig. 7).  
 
3.4 Killing tests 

Three death modes of veligers were found after treatment by the TGMs: (a) tissues of the veligers were 
broken and released out from the shells (Fig. 8a); (b) empty shells because all the tissues were released (Fig. 
8b); and (c) the shells were damaged (Fig. 8c). The death modes were the same as those observed in the 
killing experiments with high-frequency turbulence generated by aerating pumps (Xu et al., 2015a). Therefore, 
it was reasonable to assume that the two experimental conditions might share the same mechanism for killing 
golden mussel veligers, i.e. the shear stress produced by eddies with similar scales as the veligers could kill 
the veligers. 
 

 
Figure 8. Status of veligers after treatment with high frequency turbulence. 
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The death rate of golden mussel veligers at sampling point “a” in the forebay was used as the control and 

the increase of the death rate from “a” to “b” was defined as the killing rate of the veligers. As listed in Table 2, 
the killing rate of PP6 was the highest in both layouts. The killing rate of PP3 was smaller than PP6. The WMs 
had larger flow capacities but even lower killing rates than PP6, illustrating that the turbulence intensity was 
another key factor in the evaluation of the killing efficiency of the TGMs. In summary, TGMs with higher flow 
capacities and the ability to generate stronger turbulence should be chosen as the preferred materials. 
 

Table 2. Death rates of golden mussel veligers in killing tests. 

TGM 
Umean1 

/U0 

σw1 

/σ0 
Test WT /  DR0 /% DR1 /% ∆DR /% 

PP3 0.994 3.893 
T1 23.8 19.39 46.31 26.92 

T2 23.8 66.67 91.56 24.89 

PP6 1.142 13.94 
T1 24.0 33.33 63.30 29.97 

T2 24.0 25.64 64.15 38.51 

WM2 1.129 1.252 
T1 24.0 30.00 46.15 16.15 

T2 24.0 46.91 52.31 5.40 

WM3 1.115 2.554 
T1 24.0 25.21 36.22 11.01 

T2 24.0 20.81 38.25 17.44 

Umean1 and σw1 refer to the arithmetic mean of the velocities measured in line V and the turbulence intensity of Z direction at the measuring 
section center at MD = 2.5 cm with the TGMs, respectively. WT is water temperature. Ti refers to the i-th test for the same TGM number. 
DR0 is the death rate of golden mussel veligers at the sampling location “a”, while DR1 is the death rate at the sampling location “b”. ∆DR 
equals to DR1- DR0, indicating the killing rate. 
 

According to the Taylor’s hypothesis of frozen turbulence (Taylor, 1938), the length scale of the 
turbulence decreases as the frequency increases under a constant convection velocity. The energy spectra 
illustrated that both the PP and WM installations resulted in an increase of the starting frequency of the inertial 
subrange, which led to the extension of the spectrum to a higher frequency and the insufficiency of the 
measurement range to demonstrate the entire inertial subrange. Since the inertial subrange is expected to 
follow a f -5/3 slope according to the Kolmogorov law (Pope, 2000), the start at a higher frequency will result in 
the end at a higher frequency, which is also the starting point for the dissipation range. Therefore, the 
dissipation range will exhibit a higher frequency and a smaller length scale, even close to the Kolmogorov 
scale. Rehmann et al. (2003) made the hypothesis for the mortality of zebra mussel veligers that the shear 
forces generated by turbulence of the same length scale with Kolmogorov length could threaten the veligers, 
which was proven by the increase of veliger mortality when the Kolmogorov length became comparable or 
even shorter than the body lengths of the veligers. Because zebra mussels and golden mussels have many 
common or close biological characteristics (Morton, 1979; Ricciardi, 1998; Karatayev et al., 2007), it is 
reasonable to explain the mechanism of the killing of golden mussel veligers using turbulence by the length 
scale of turbulence. 

 
4      CONCLUSIONS 

 A spatially short fluctuation in the longitudinal distribution of flow velocity emerged immediately after the 
water passed a TGM for all the four TGMs. The fluctuation lasted only a short distance longitudinally and then 
the water returned to a similar state as the pipe without TGMs. The transverse distribution of flow velocity for 
PPs also presented fluctuation in the close downstream area of the last TGM while exhibited uniform feature 
for the WMs, indicating the different flow capacities of PPs and WMs.  

The highest turbulence intensity was distributed in a 3 cm-long longitudinal zone downstream of the 
TGMs and then decreased rapidly to a stable value. The distribution of turbulence intensity showed a distinct 
banded feature for most tested TGMs. Both the PPs and WMs were capable of improving the starting 
frequency of the inertial subrange in the energy spectrum, and, thus, reducing the length scale of the 
dissipation range.  

Results of the killing tests demonstrated similar death modes of golden mussel veligers as for zebra 
mussels in previous experiments (Rehmann et al. (2003)) in which high-frequency turbulence was generated 
by aerating pumps. Therefore, similar killing mechanisms were assumed, i.e. when the dissipation ranges of 
turbulent eddies had length scales similar to the body lengths of the mussel veligers, shear stress generated 
by the eddies would damage the veligers.  
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ABSTRACT 
  
Prediction of water waves generated by submerged landslide is of great importance in hydraulic engineering. 
This paper presents a comparative investigation of this problem. Two numerical models, one based on 
nonlinear shallow water equations and another based on extended Boussinesq equations, are firstly 
introduced. Then the two models are used to investigate the generation and propagation of water waves by 
submerged landslide. Two cases are investigated in this paper, one is water waves generated by 
instantaneous movement of seabed, the other is water waves generated by moving landslide over a flat 
bottom. The accuracy of the two models are validated by comparing against the experimental data available. 
The effects of dispersion on the generated water waves at both near field and far field are investigated by 
comparing the numerical results by these two models. Besides, the effects of slide length, height and velocity 
on the generated waves are also investigated for the second case. 

 
Keywords: Landslide generated water waves; boussinesq equations; shallow water equations; dispersion. 

 
 
1 INTRODUCTION 

Water waves generated by submerged landslide can cause huge disaster and have been studied 
extensively in the past decades. Due to the complexity of this phenomenon, many empirical formulas have 
been proposed by mainly experimental investigations and theoretical analysis to predict effectively the wave 
height and speed (Di Risio et al., 2011). However, in practical engineering, the results by different empirical 
formulas differ greatly (Liu et al., 2015). The range of application for each empirical formula is limited. For this 
purpose, numerical models is a better choice for this problem. In recent years, there are several numerical 
models which have been developed to investigate this phenomenon, such as numerical models based on 
shallow water equations, Boussinesq equations, Reynolds averaged Navier-Stokes equations (RANS) and 
smoothed particle hydrodynamics (SPH) model (Heidarzadeh et al., 2014). Numerical model based on 
shallow water equations has been a popular choice for this problem due to its less computational efforts. 
However, recent studies have shown that dispersion may play important role when the slide is in accelerated 
or decelerated motion (LØvholt et al., 2015; Glimsdal et al., 2013). Hence, it is necessary to clarify the effects 
of dispersion on landslide generated water waves and to make it clear the validity of both dispersive and non-
dispersive water wave models for this problem. 

In this paper, Boussinesq equations including dispersion and shallow water equations for landslide 
generated waves are introduced firstly. The Boussinesq equations by Beji and Nadaoka (1996) are the 
extended by including the terms representing bottom movement. Then, the one dimensional (1D) form of the 
equations are solved numerically by fourth order predictor-corrector finite difference method. Finally, the 
numerical model developed is used to study the characteristics of water waves generated by submerged 
landslide. Several cases with different slide thicknesses, lengths and velocities are carried out. The numerical 
results are compared against the ones by shallow water equations. Dispersion effects for each cases are then 
discussed. Finally, some conclusions are drawn. 

 
2 NUMERICAL MODEL 
 
2.1 Governing equations 
 The extended Boussinesq equations with dimensionless variables are given by  
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 Where,  , ,x y t  is free surface elevation,  0 ,h x y  is the still water depth without slide and is 

independent of time,  1 , ,h x y t  is the height of slide, is function of both space and time, this means that the 

slide can be deformable.  , ,x y tu  is depth averaged velocities in x , y  directions.  ,x y       is 

horizontal gradient operator.   ,   and   are dimensionless parameters representing dispersion, 

nonlinearity and relative slide height, respectively. 
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  is a free parameter which can be used to optimize the linear dispersion of the equations. 0.593   

will be used in the following numerical cases. This equations can be reduced to the Boussinesq equations by 

Beji and Nadaoka(1996) if we set 1 0h  , this means no slide. 

The shallow water equations can be obtained by neglecting the dispersive terms (i.e. term 20 ) in Eq. [1] 

and [2]. It is noted that only the mass equation [1] is modified due to the inclusion of slide in shallow water 
equations, the momentum equation keeps unchanged. 
 
2.2 Numerical method 

In this section, fourth order finite difference method is used to solve the one dimensional (1-D) form of the 
extended Boussinesq equations. This method has been widely used to solve Boussinesq-type equations and 
the accuracy and stability of this method have been validated (Wei and Kirby, 1995). For the shallow water 
equations, we just neglect the dispersive terms in the extended Boussinesq equations and the numerical 
method keeps unchanged and will not repeat. 

To facilitate the implementation of the numerical method, the 1-D extended Boussinesq equations with 
dimensional variables are rewritten as follows. 
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Where, all the variables are dimensional but also use the same notations for simplicity. 

Due to the exist of dispersive terms, the lower order derivative terms (e. g. the first order derivative with 
respect to time or space) have to be discretized using higher order schemes to avoid the truncation error to be 
the same order as the dispersive terms. Hence, Fourth order predictor-corrector scheme is used for time 
marching. 

For the predictor step, third order explicit Adams-Bashforth scheme, given by 
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Where, i  and n  denote spatial and temporal node indices. With the predicted values of * 1n
iU  , the predicted 

values of velocity * 1n
iu   can be obtained by solving Eq. [6], where a tridiagonal system needs to be solved. 

For the corrector step, we use the fourth order Adams-Moulton method, given by 
 

  1 * 1 1 2 1
1 19 19 5

24
n n n n n n n n
i i i i i i i i

t
E E E E h h                 [11] 

 

 

1 1
1 * 1 1 2 0 1 1 19 19 5 2

24 2

n n n
n n n n n n i
i i i i i i

i i i

h h h ht
U U F F F F

t x x x

 
   

                                   
  [12] 

 

Where, * 1n
iE   and * 1n

iF   will be evaluated by using the predicted values of * 1n
i

  and * 1n
iu  . The corrected 

values of velocity 1n
iu  can be obtained by solving Eq. [6]. 

For the spatial derivative terms, fourth order accurate four-point central difference scheme is used to 
discretize the first order spatial derivative terms, three-point central difference scheme is employed for the 
second order spatial derivative terms, and four-point central difference scheme for the third order spatial 
derivatives. Reflecting and absorbing boundary conditions following exactly the ones in Lin and Man (2007) 
are used. 

 
3 CASES AND ANALYSIS 

 
3.1 Water waves generated by instantaneous movement of seabed 

To validate the two numerical models, the experiment by Hammack (1973) is employed in this section. In 
the experiment, the generation and propagation of water waves by sudden movement of seabed are studied. 
In a flat flume with water depth 0.05mh  , the bottom with length 12.2 0.61mb h   is pushed upward for 
one case and downward for another instantaneously. A fully reflecting wall is set at the left boundary. The 
amplitude of the bottom movement is 0.1 0.005mA h  . The duration time of bottom movement is 

0.13ssT  . Grid size 0.005mx   and time step 0.002st   are used for the computation. The free 

surface elevations at various locations are measured. The results are given in figures 1 and 2 for the upward 
and downward movement, respectively. 

For the upward movement of seabed, it can be found from figure 1 that both numerical results agree well 

with the experimental data at the section near the source (that is   0x b h  ). Shallow water equations fail 

to reproduce the small oscillations after the main wave. While the extended Boussinesq equations can predict 
the small oscillations but with larger amplitude of oscillations. For the main wave, the amplitudes of both 
numerical results are slightly greater than the experimental one. At the stations far away from the source(that 

are   20x b h  and   180x b h  ), the oscillations increase due to the effects of dispersion, and it can 

be found that the numerical results by extended Boussinesq equations agree better with the experimental data 
than the ones by shallow water equations. Numerical model based on shallow water equations fails to predict 
the evolution of this transient wave. However, it can be seen that the model based on extended Boussinesq 
equations predicts greater amplitudes of the oscillations. This is probably due to the weak dispersion property 
of the Boussinesq equations. Higher order Boussinesq-type equations can be expected to give better results. 
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Figure 1. Comparisons of free surface elevations at different locations for upward movement of seabed  

(solid line: results by extended Boussinesq equations; dashed line: results by shallow water equations; circles: 
experimental results by Hammack). 

 

 

 
Figure 2. Comparisons of free surface elevations at different locations for downward movement of seabed  

(solid line: results by extended Boussinesq equations; dashed line: results by shallow water equations; circles: 
experimental results by Hammack). 

 
For the downward movement of seabed (figure 2), similar results can be obtained. At the near field, 

dispersive effect is limited and both numerical results agree well with the experimental data. However, with the 
propagation of the waves, dispersion becomes more and more important. Hence, numerical results by 
extended Boussinesq equations predict better results.  

From previous studies, the length of the generated waves is comparative to the length of moving seabed. 

For this case, we get 0.05m 0.61m 0.082h L    , which is small and means that the shallow water 

assumption is met. This is may be the reason why both numerical models predict well the main waves for the 
two cases. 
 
3.2 Water waves generated by a moving submerged landslide over a flat seabed 

A submerged landslide moves with constant speed at a flat seabed. The shape of slide is given in Eq. 
[13]. A  is the maximum height of slide. Computation domain is 20000mL  , water depth 100mh  . At the 
beginning, the center of the slide is located at 10000mx  . The slide is assumed to start and stop suddenly. 

For all the cases below, the distance of slide motion is the same, that is 1600mmL  . The computational domain is 
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divided into equal grids with size 4.0x m  . The time step 0.1t s  . The total computational time is 

300T s . 
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Seven cases are studied for this problem, the setup of the cases are given in table 1. Three 

dimensionless parameters are introduced for the analysis. These are slide Froude number r sF v gh , 

sh L   representing the dispersion property and A h   denoting the nonlinearity of the water waves.  

 
Table 1. Cases setup. 

case 
sL  (m) A  (m) 

sv  (m/s) rF      

1 1000 1 20 0.64 0.1 0.01 
2 1000 1 31.3 1 0.1 0.01 
3 1000 1 40 1.28 0.1 0.01 
4 666.7 1 20 0.64 0.15 0.01 
5 500 1 20 0.64 0.2 0.01 
6 1000 2 20 0.64 0.1 0.02 
7 1000 5 20 0.64 0.1 0.05 

 

 

 

 
Figure 3. Comparisons of time history of free surface elevations by two numerical models for various slide 

velocities (solid line: results by extended Boussinesq equations; dashed line: results by shallow water 
equations). 

 
Figure 3 shows the comparisons of free surface elevations at two locations for different slide velocities 

( or rF  ). Where, 11600mx   is the location of center of slide when it stops moving, and 13000mx   is the 

location far away from the slide (the distance is 14h ). It can be found from the figure that at the location near 
the slide ( 11600mx  ) the results by two models agree well for different slide velocities except for case 1 
where extended Boussinesq equations predict higher wave amplitude. At the location far away from the slide 
(that is 13000mx  ), the results by two models differ obviously. Shape of the leading wave changes and 
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more oscillating tails appear for the results by extended Boussinesq equations. With the increase of slide 
velocity, the difference between two numerical models becomes smaller. This means that the dispersive 
effects become weaker. 
 

 

 
Figure 4. Comparisons of time history of free surface elevations by two numerical models for various slide 

lengths (solid line: results by extended Boussinesq equations; dashed line: results by shallow water 
equations). 

 

 

 

 
Figure 5. Comparisons of snapshots of free surface elevations by two numerical models for various slide 

heights (solid line: results by extended Boussinesq equations; dashed line: results by shallow water 
equations). 

 
Figure 4 shows the comparisons of free surface elevations by two numerical models for various slide 

lengths. It can be seen that with the decrease of slide length (or increase of  ), the numerical results by two 
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models deviate greatly even at the station near the slide ( 11600mx  ). Dispersion plays more important role 
with the slide length decreases. 

The comparisons of snapshots of free surface elevations for various slide heights are given in figure 5. 
Where, at 80st   the slide just stops moving. It can be obtained that with the increase of slide height (or δ) 
the amplitude of the leading wave increases. For the leading wave, two numerical models predict almost the 
same amplitude and phase. Dispersion becomes important with time increasing, as is found for other cases. 
 
4 CONCLUSIONS 

This paper presents a comparative investigation of the generation and propagation of water waves by 
landslide. Numerical models based on shallow water equations and extended Boussinesq equations are used. 
Two cases are studied, one is water waves generated by instantaneous movement of seabed and the other is 
water waves generated by moving slide over a flat bed. We conclude that at near field both numerical models 
can be used for the water waves generated by instantaneous movement of seabed. While at far fields 
dispersion becomes important and numerical model based on extended Boussinesq equations is a better 
choice. For the water waves generated by moving submerged slide, dispersion becomes more important. And 
it is obtained that the effect of dispersion become becomes more important with the decrease of slide Froude 
number Fr and increase of μ, which representing the relative length of slide. Hence, it must be very careful for 
the choice of numerical models for the second case. 
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ABSTRACT  
 
The flexible fish fence consists of horizontally clamped steel ropes. It is placed in front of the intakes to the 
turbines of hydropower plants and arranged in a way that it directs the fish towards a downstream fish 
passage facility. The electrified flexible fish fence is a significant advancement to the original prototype, as the 
steel ropes are used as electrodes to create an electrical field. The electrified version of the flexible fish fence 
is functioning as a guiding system to prevent fish from entering turbines and to guide downstream migrating 
fish towards a downstream passage facility. Therefore, it combines both, a mechanical as well as a behavioral 
barrier and guiding system.   

 
Keywords: Ecohydraulics; hydropower; fish protection; Ethohydraulic experiments; fish migration. 

 
 
1 INTRODUCTION 

 The climate targets that have been formulated by the European Union support future investments in 
hydropower. This might compromise the environmental objectives of the EU Water Framework Directive 
(WFD). The WFD postulates the safe migration of fish. This implies that up- and downstream migrating fish 
must be able to bypass hydropower plants in both directions. In regards to downstream migration, so far only 
structural barriers (e.g. intake screens) have been utilized to achieve a satisfactory rate of fish protection. 
Intake screens protect the turbine blades from damages caused by floating debris and, at the same time, can 
act as a mechanical barrier to prevent the fish from swimming into the turbine intakes during their downstream 
migration (Aufleger et al., 2015; Böttcher et al., 2015). Depending on turbine type and fish size, many 
organisms are injured or killed if they enter the turbine. The smaller the gaps between the bars of the screens, 
the better the fish are held back.  

 Only the usage of very fine racks prevents small fish from passing through the turbines. The required 
small spacing between screen bars, however, leads to substantial energy losses and high costs in 
construction and operation. Hence, they are often only an option for small hydro power plants. Typically, the 
bars of the screens are arranged in an upright position at the turbine intakes, i.e. in front view the bars extend 
vertically. Considering the typical body shape of fish, screens with horizontally extending bars are expected to 
better halt fish from entering the turbines. These are increasingly being used in new hydroelectric power 
plants but give rise to by no means negligible investment and maintenance costs.   
  
2 FLEXIBLE FISH FENCES (NON–ELECTRIFIED) 
 
2.1 Concept  

 The flexible fish fence differs from the fish protection screen in its fundamental construction and mode of 
operation (Brinkmeier et al., 2013; Böttcher et al., 2014). The mechanical fish protection barrier is constructed 
through multiple steel cables or steel ropes which are mounted parallel to each other. Typically, the cables are 
braced horizontally below the water surface between two or more abutments. In this way, large span widths 
can be achieved inexpensively. Each individual cable can be braced at one or more abutments, and also cast 
off from them, independently of the other cables. Therefore, a steering/tension device for each cable is 
attached to at least one of the abutments for repeatedly stretching tights and relaxing the corresponding cable. 
The device can be made by multiple winches or hydraulic cylinders.  

 The flexible fish fence can easily be completely opened by relaxing individual cables. This can be 
particularly important during high flows or floods to avoid log jams and harmful interactions with the bed 
material. Further, the flexible fish fence is cleaned by partially or completely relaxing some or all cables and 
stretching them tight afterwards. Flexible fish fences are no turbine protection systems. This task must be 
undertaken by different measures. Within the scope of an ecological upgrade of a hydro power plant, the 
turbine protection and the debris removal can be further ensured through the existing much coarser intake 
trash rack and the corresponding automatic cleaning systems.     
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2.2 Preliminary results of ethohydraulic experiments 
Within the scope of a research project, financially supported by the Austrian Research Promotion Agency 

(FFG), a comprehensive series of ethohydraulic experiments was carried out in a 2.0 m wide test flume in an 
outdoor research area of the University of Natural Resources and Life Sciences (BOKU, Vienna) in Lunz am 
See (Lower Austria). The tests were performed with three fish species (grayling, chub and brown trout) which 
were caught in adjacent rivers. Each fish was marked by pit tagging. The layout of the testing facility is 
presented in Figure 1. Each experiment was conducted with about 25 fish and lasted for 60 minutes. Before 
the start, fish were acclimatized for 45 minutes in the upstream section of the flume. Flow velocity was 
0.5 m/s. At the start of the experiment, the corresponding barrier was removed. Fish were free to remain 
upstream of the flexible fish fence (blue color in Fig. 1 and Fig. 2) or to use the bypass intended to provide 
safe downstream migration (green color). The number of fish swimming through the flexible fish fence in 
direction of the virtual intake of the hydro power plant (red color) is considered as an important indicator for 
the efficiency of the specific layout of the fence.  

x 
Figure 1. Ethohydraulic experiments – layout and testing method (test phases, colors refer to the illustration of 

the results in Figure 2). 
 

 Within several months of research, numerous experimental runs were performed. Multiple experimental 
setups were conducted where parameters like flow velocity, downstream slope of the fence, and the open 
vertical widths between the cables were varied.  

 Figure 2 illustrates an important result: The efficiency of a fish protection system based on a flexible fish 
fence depends on the vertical width between the steel ropes. At a spacing of 20 mm, a higher number of fish 
swam through the fence compared to a vertical width of 10 mm. The smaller vertical width setup prevented all 
movements through the fence. The preliminary results indicate that the influence of the horizontally braced 
flexible fish fence on downstream fish migration has to be considered as a mechanical barrier only. The 
20 mm vertical width of the ropes did not restrict chub and trout movements as much as it did for grayling.  
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Figure 2. Ethohydraulic experiments – results for flexible fish fences (non–electrified) with vertical open widths 

between the steel ropes of 20 mm and 10 mm (flow velocity: 0.5 m/s). 
 

 These results underline that a cost-effective fish screen of horizontally braced steel ropes fulfills the 
requirements of a fish protection system at least within the meaning of a mechanical barrier (with 10 mm 
spacing). Due to the lower investment costs and their important system advantages (e.g. their robustness, 
relatively low hydraulic losses, and the possibility of lowering the cables to the riverbed in the case of high 
flows), flexible fish fences can be considered as an attractive alternative to large horizontal steel racks which 
require a lot of efforts concerning the related traditional bearing structure typically consisting of rigid concrete 
and steel elements.  

 There remains a clear dependency between the required vertical width between the steel cables and the 
efforts which must be made for transferring the resulting horizontal loads to the ground and for keeping the 
fence free from debris for trouble-free operation of the hydro power plant. The bigger the required spacing 
between the horizontally braced ropes is, the greater the advantages of the flexible fish fences compared to 
other systems will be. 
 
3 ELECTRIFIED FLEXIBLE FISH FENCES 
 
3.1 Basic idea of the electrified flexible fish fence 
 Since the very beginning of the research related to the flexible fish fences, additional external stimulations 
like vibrations, light or electrical currents were considered as additional effects, which might enhance the 
efficiency of the fish protection system. As steel cables themselves are electrical conductors, it was suggested 
that they could serve as elements of an electrified version of the flexible fish fence.  
  
3.2 Fish protection using electrical fields  

 Electric guidance and barrier systems are used to change fish behavior. While guidance systems are 
supposed to attract fish to specific locations (e.g. bypass), the objective of an electric barrier is to block fish 
movement completely. These systems create an electric field by placing a conductive anode and cathode in 
the water and passing a current between the conductors (Little, 2015), which causes a physiological reaction 
in the aquatic species. The cathode usually has an avoiding effect, while the anode has an attractive effect on 
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fish. Very close to the anode and cathode galvanic anesthesia may occur, an effect which is used in 
electrofishing, but should be avoided in the case of electric guidance or barrier systems. The effect of such 
electric systems depends not only on the conductivity of the water but also on the fish size and fish species. 
Recent applications of fish barriers use direct current (DC) or pulsed DC (Svoboda and Hutcherson, 2014). To 
avoid habituation effects in fish behavior, the pulse rates can be randomly controlled (Schmalz, 2010). 
Furthermore, peak voltage, peak current, pulse width and frequency have to be considered to trigger the 
desired fish response (Svoboda and Hutcherson, 2014). Since electric fields show a radial propagation, a 
straight fish guiding to a bypass is often difficult. In addition, diadromous species often react moderately to 
behavioral barriers, especially when the bypass is not easy to find. Best practice examples for hydroelectric 
power plants are largely missing. Only Pugh et al. (1971) were able to achieve a rejection rate of 69-84% of 
salmon smolts. 
 
3.3 Preliminary ethohydraulic tests with electrical flexible fish fences 

 Within the scope of the ethohydraulic experiments for the flexible fish fences, an alternative approach of 
the system was investigated, where the horizontally braced steel ropes were electrified. An electrical switch 
(provided from expert companies in Germany and Poland) was used as energy source. This switch was 
developed to deliver targeted power surges which are adjustable in terms of the maximal voltage, to scare fish 
away from turbine intakes. The flexible fish fence presented in Chapter 2 was adopted in a way that allowed to 
change the order of the positive (+) and negative (-) charges of the steel cables. 30 preliminary experiments 
were carried out. Numerous parameters were changed. Besides using different fish species and increasing 
the maximal voltage, a systematic variation of the settings of positively (+) and negatively (-) charged cables 
was performed (Figure 3). A vertical open width between the horizontally braced cables of 30 mm was chosen 
for all preliminary experiments.   

 
Figure 3. Ethohydraulic experiments – first results for electrified flexible fish fences with vertical open widths 

of 30 mm, flow velocity of 0.5 m/s, and different electrical settings (left column: reference tests without 
electrical voltage). 

 
The results in Figure 3 indicated that the electrical field influenced fish behavior. The percentage of fish 

swimming through the flexible fish fence decreased significantly if an electrical current was present. Even 
though the type of impact of the electrical field on the fish was still not known in detail, the preliminary results 
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indicated that the electric field had a repellent effect on fish. Video sequences of the experiments showed that 
most of the fish did not approach the ropes as soon as electricity was applied to the system.   
 
4 CONCLUSIONS  

Currently, the development of an electrified version of the flexible fish fence is in progress. First results of 
ethohydraulic experiments prove the fundamental efficiency of the system to prevent fishes from swimming 
through a plane in space created by a combination of a mechanical barrier and an electrical field. Electrified 
flexible fish fences have the potential to efficiently and directly create an electrical field in the water column 
with unprecedented spatial coverage, to reach a so far not possible homogeneity and coverage in its scaring 
effect, to allow larger vertical distances between individual rack elements (ropes) compared to a non-
electrified version of the flexible fish fences (which reduces construction cost and operational cost) and to 
serve as the basis for the establishment of a cost-effective and potent fish protection and fish-guiding system 
that is suitable for small, medium and large run-of-river plants. Further ethohydraulic experiments are planned 
to investigate and improve the effects of the electrified flexible fish fence. 
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ABSTRACT 
 
Dams have been important structures for food and energy production but affect hydrological processes, 
sediment transport, water temperature, and potentially play a role on habitat loss. In this study, we focus on 
the impacts of dam operation on fish habitat and analyze if flow regulation can offset impacts of climatic 
variability on aquatic habitat based on 2D hydrodynamic flow and fish habitat model. We use the South Fork 
Boise River (SFBR), Idaho, as a study site, which is impacted by Anderson Ranch Dam operation. Our results 
show that regulated flows increase habitat and maintain good habitat year around compared to the 
unregulated flows. Summer months are a critical period for fish habitat for unregulated cases in all climatic 
conditions. Summer temperatures are comparatively higher than those preferred by Bull trout. This study 
suggests that dam management has the potential to offset negative impacts on fish habitat from future climate 
change effects. 

 
Keywords: Aquatic habitat; regulated flows; unregulated flows; hydrodynamic modeling; climatic variability. 
 
 
1 INTRODUCTION 

Dam management affects hydrological and fluvial processes, and water temperature, and potentially 
habitat loss and aquatic biodiversity reduction (Poff et al., 1997; Ward et al., 2001). High stream temperatures 
can cause an increase in predation rates, effect growth rates and reproduction, and survival of salmonids 
(Marine et al., 2004; Poole et al., 2001). Typically, regulated flow reduces magnitude of peak flows and 
increase minimum base flows and impacts stream thermal regimes spatially and temporally (Angilletta et al., 
2008). Furthermore, changing climate will impact the thermal regime of river systems as well as shift  the 
availability of certain aquatic habitats selected by different species (Perry et al., 2005). The interaction among 
flow and timing of reservoir releases on stream ecosystem and thermal regime is often overlooked in river flow 
management (Olden et al., 2010). Studies have shown that reservoir management could manipulate water 
temperatures via flow release, to accommodate aquatic species requirements (Null et al., 2013; Sinokrot et 
al., 2010; Yates et al., 2008). 

We use South Fork Boise River (SFBR), Idaho, USA as a study site, which is impacted by Anderson 
Ranch Dam operation and contains critical rearing habitat for the threatened Bull Trout. We discuss 
application of a process-based integrated model, which couples catchment hydrology, hydraulics, water 
temperature and fish habitat models to quantify impacts of dam operation on aquatic habitats for dry, average 
and wet climatic conditions. Furthermore, we analyze if flow regulation can offset impacts of climatic variability 
on aquatic habitat. 

 
2 Methods 

 
2.1 Study area 

The South Fork Boise River (SFBR) watershed hydrology (drainage area of 3,382 km2) is snowmelt 
dominated. Our study was focused on a 23 km long upper open canyon reach with pools, riffles and runs with 
several braided sections and side channels (Figure 1). We selected three functional climatic conditions to 
represent typical wet, average and dry climatic years based on measured flows at USGS gage from 1946 to 
2012. 
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Figure 1. South Fork Boise River Basin and study area. 

 
2.2 Integrated model 

We developed an integrated modeling framework that couples catchment hydrology, hydraulics, water 
temperature and biological (fish habitat) models to analyze impacts of dam operation on aquatic habitats. 
Digital elevation model (DEM) of terrestrial and submerged topography, surveyed with the aquatic-terrestrial 
Experimental Advanced Airborne Research LiDAR (EAARL) were used for river bathymetry (McKean et al., 
2009). We developed a fish habitat model in ArcGIS using 2D simulated hydraulic variables water depth and 
velocity, water temperature and univariate rearing habitat preference criteria for Bull Trout (Figure 2, left). We 
assigned temperature suitability between 1 (<16oC) and 0 (>22C) based on daily maximum temperature 
(DMT). For 16-22C, suitability was linearly interpolated. 

 

 
Figure 2. Habitat preference curves for Bull Trout (left) and WUA as a function of discharges (right). 

 
2.3 Data analyses 

Discharge-WUA (Q-WUA) curves were developed from a range of discharges 4, 8, 17, 28, 45, 57, 68, 85, 
102, 142, 184 and 227 m3/s by applying the integrated model. Then, we developed habitat time series for 
different climatic conditions for dry (2007), average (2010) and wet (2006) under dam regulated, un-regulated 
and modified scenarios based on Q-WUA curve and mean daily discharges. We quantified the impacts of dam 
operation on aquatic habitat by comparing WUA between regulated and unregulated scenarios and analyzed 
if dam management can offset those impacts. Furthermore, we analyzed the potential impact of low flow 
release through dam (4 m3/s) lower than current minimum flow of 8 m3/s as an option for future water 
management to compensate for drought conditions. 
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3 RESULTS AND DISCUSSIONS 

 
3.1 Dam impact 

Our analyses showed Bull Trout rearing habitats were consistent in late-fall (October and November), 
winter (December, January and February) and early-spring months (March) as a result of regulated higher 
low-flows and colder stream temperature less than 16oC (Figure 3). However, habitat decreased in summer 
and early-fall months as a result of higher flow release. 

Habitat decreased considerably in summer months for the unregulated scenario than for the regulated 
scenario due to lower base flows and higher stream water temperature (Figure 3) (e.g., Muhlfeld et al., 2012). 
Water temperature in the unregulated scenario was much higher (>22oC) than the current regulated water 
temperature for the South Fork Boise River(USBR, 2013). Therefore, we speculate that regulated case 
maintains favorable Bull Trout habitat during summer months (Figure 3). 

 
 

 
Figure 3. WUA for regulated, modified and unregulated flows for a. dry (2007), b. average (2010), and c. wet 

(2006) climatic years. 
 

Habitat qualities for modified low flow were noticeably lower than those for the regulated scenario (Figure 
3). The results were consistent with other studies where degradation of habitat occurred due to low flow in 
channel as a result of dam management (e.g., Muhlfeld et al., 2012; Yarnell et al., 2010). Therefore, we 
suggest that modification (lowering) of dam release flows less than the current minimum flow of 8 m3/s would 
degrade Bull trout rearing habitat in the SFBR system. 
 
3.2 Can dam management offset degraded habitat? 

Stream temperatures were higher than 16oC for the majority of summer days in the unregulated scenario 
but the regulated stream temperatures were within the range suitable for Bull Trout rearing habitat. Our result 
suggested that dam management can offset impacts of low flows and high water temperature on aquatic 
habitat by increasing historic low flows and decreasing water temperature specifically during dry climatic 
cases. Therefore, dam management could mitigate some climate change impacts on the stream water 
temperature, consequently for aquatic ecosystem as other previous studies suggested (Null et al., 2013; 
Yates et al., 2008). 

 
4 CONCLUSIONS 

Our results show that regulated flows maintain good habitat throughout the year for adult Bull Trout in the 
SFBR system. Summer months are a critical period for fish habitat in the SFBR system for unregulated cases 
in all climatic conditions. Regulated flows maintain uniform habitat throughout the summer period for all three 
climatic conditions because Anderson Ranch Dam releases water temperatures within the range that Bull 
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Trout prefers. This suggests that dam management has the potential to offset negative impacts on fish habitat 
quality from future climate change effects especially during dry climatic years. 
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ABSTRACT  
  
Capacity and capability of filter in reducing microbiology contaminant found in water is determined by physical 
characteristic of concrete filter. Kamulyan (2014) research is about structure of constituent particle on 
concrete filter, filter particle diameter, and concrete filter porosity as the main factors affecting physical 
characteristics of concrete filter to diminish suspended particle. Clean water supplies for drinking water should 
meet the requirements of by international regulations, such as World Health Organization (WHO) and 
American Public Health Association (APHA). Microbiology parameter is used as the standard or guidance for 
drinking water supply in several countries. Total coliforms and Escherichia coli (E. coli) can be applied as 
indicators that show the drinking water quality (Tallon et al., 2005). Ratio of sand and cement affects filtration 
discharge capacity, and effectiveness in filtering unwanted substance and microbe. Concrete filter thickness 
was very effective for removing microbiology (E. Coli and coliform) in drinking water.   

 
Keywords: Characteristics of concrete filter; microbiology of drinking water.  

 
 

1 INTRODUCTION  
Concrete filter is a filter made from a mixture of sand and cement with a certain ratio. Concrete filter 

molded in a 4-inch diameter of PVC pipe, with a particular filter thickness. Triatmadja (2008), conducted a 
preliminary assessment of the concrete filter which could reduce turbidity up to 95%. Kamulyan (2014), 
examined the ability of concrete in reducing turbidity with three filter models using three different diameters of 
concrete. The smaller the diameter of the sand, the higher the turbidity reduction ability can be. 
 Concrete filter can also reduce the content of microbes in the water. Maadji, et al., (2016), performed 
filtration in two stages. The first stage of filtration was using coarse concrete filter (CCF), and then the results 
of the first stage filtration was filtered again using fine concrete filter (FCF). The test results showed the 
reduction of microbial content in water with rejection rate of 0.9871, log removal value (LRV) of 1.85, and 
reduce turbidity to below 5 Nephelometric Turbidity Units (NTU).  
 Reduction of E. coli bacteria though concrete filter has also been done by Maadji, et al. (2016). Filter with 
12 cm of thickness could reduce the total content of the E. coli bacteria (Most Probable Number = 0). 

Based on those previous researches, the physical characteristics of the concrete filter that greatly affect 
the ability of filtration to reduce turbidity and microbiology in water are filter thickness and the ratio of sand - 
cement (m). Regulation of the Minister of Health of the Republic of Indonesia Number 492 year 2010 on 
Drinking Water Quality Requirements, oblige terms on microbiological parameters for drinking water must be 
free of E. coli and coliform content. This study examines the concrete filter characteristics, in particular the 
most effective thickness and m of the concrete as a filter for drinking water. 

Drinking water should satisfy the requirements of physical, microbiological, chemical and radioactive. 
Terms of drinking water quality with microbiological parameters using total of coliforms and E. coli as an 
indicator bacterium in accordance with the international regulations of the World Health Organization (WHO) 
and the American Public Health Association (APHA). 

 
2 FILTRATION THEORY 

Filtration of water is to flow the water through filter bed. Suspensions and colloidal particles larger than 
the pores of the bed are retained and remain on bed filter. Purchas and Sutherland (2002), distinguished four 
basic mechanisms of filtration namely surface straining, depth straining, depth filtration and cake filtration. 

Each filtration process will involve a combination of two or more mechanisms of filtration (Crittenden, et 
al., 2012). The screening process will quickly clog the media, such as pores getting blocked, thus requiring 
some kind of cleansing process. The mechanism of filtration that occurs in concrete filter is depth filtration and 
cake filtration. In the depth filtration, the particles trapped in the filter. Such behavior involves a complex mix of 
physical mechanisms. Particles were firstly brought into contact with the pore walls (or very close) with inertia 
force or hydraulic or with Brownian motion (molecular). Then the particles become attached to the pore walls 
or other particles by means of van der Waals and other surface styles. The magnitude of this force can be 
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influenced by changes in factors such as the concentration and type of ions in aqueous solution. This 
mechanism affects the efficiency of the filter thickness. 

Influent suspension material can be deposited on top of the bed filter cake in the form of particles or thick 
layer accumulated at the surface of the medium, and then act as a filter media for the next filter. If the particle 
(or particles) are larger than the pores, the filtration cake can follow an initial period of surface straining. Cake 
filtration can occur even when all the particles are smaller than the pores (down even about one-eighth of the 
pore diameter), especially if the solid concentration is relatively high (e.g., more than 2% by weight in liquid). 
This happens with bridging particles on the entrance to the pores, to form the basis on which the cake will 
grow (Purchas and Sutherland, 2002). 

In depth filtration, the particles are released continuously throughout the filter through the transportation 
process and sticking in grain filter. Disappearance of particles in the filter depends on the concentration of 
particles, similar to the first-order rate equation, Eq. [1] by Iwasaki, 1937 (Crittenden, et al., 2012). 
 

                                     	డ
డ௭
ൌ 	െߣ	[1]                                               ܥ 

where:  
λ   =  filtration coefficient,  m-1 
C  =  concentration of mass or number of particles, mg/L atau L-1 
z   =  filter depth,  m 

  
If the filtration coefficient is known, it would be possible to calculate the concentration of particles effluent 

from the filter. However, filtration is a complex process where filtration coefficient can vary in time and filter 
depth and depending on the nature of the bed filter (grain shape and size distribution, porosity, thickness), the 
suspension influent (turbidity, particle concentration, particle size distribution, particle and water density, 
viscosity of water, temperature, pretreatment levels), as well as operating conditions (filtration rate). The 
complexity of the filtration mechanism and variations in the nature of water resources led to the absence of 
models that can predict the performance of specific filter (Crittenden, et al., 2012). 

 
3 MATERIALS AND METHODS 

 
3.1 Preparation of Concrete Filter  

In this study concrete filter was designed with uniform gradations in grain size range of 0.1 – 0.2 mm. 
Permeability of concrete filter = 0 at m = 2 (Maadji et al., 2016). The ratio of sand - cement varied from m = 3, 
m = 4, m = 5 and m = 6. Requirements for concrete durability maximum ratio of 1:6 in weight (Murdock, 1999). 
Optimum water cement ratio (WCR) used was 0.4 (Kardiyono, 2007) and the filter thickness varied from the 
thickness of 5 cm, 10 cm and 15 cm, so that the concrete filter consists of 12 models and each model was 
made into 5 pieces of filter. 

Good concrete made from a mixture of sand aggregate in a state of Saturated Surface Dry (SSD), and 
the absorption of free water to water-cement ratio can be achieved in accordance with mix design (Shetty, 
2005). Density of sand is planned with a specific gravity SSD = 2.7337 gr/cm3. 

Variations of thickness and m of the filter characteristics into twelve models of filters. Each model filter 
printed as many as 5 samples. Filtration test carried out in parallel to 5 samples that have the same 
characteristics of thickness and m. 
 
3.2 Concrete Filter Installation 

Flow of Raw Water Tank (RWT) is pumped into a constant head tank to the filter. The total head 
approximately 206 cm. Constant head tank also divide flow into five flow distributions to the filter column so 
that the flow is distributed before entering into the concrete filter. 

Flow test is carried out in parallel on 5 concrete filters which have similar characteristics (filter thickness 
and m). Discharge parameters were measured at the same time and rate of filtrate turbidity performed on the 
filter outlet valve (VFO), see Figure 1. 

Turbidity levels were measured by taking samples of water with 200 mL bottles. Water samples were 
taken from RWT. Filtrated water sample is taken from each of VFO. Discharge measurements and sampling 
turbidity conducted approximately 1 hour after the filtration process (one period filtration), after 60 minutes the 
measurement conducted to the second and third period. 
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Figure 1. Scheme of Flow Filtration 
 
3.3 Raw Water  

Raw water is collected from the Code River that passes through residential areas in Yogyakarta. The 
content of water microbiology (E. coli and coliforms) were tested using the Microbiology Test Kit (Figure 2 & 
3). The number of bacteria in the sample is determined by the number of colonies on plates or kit. The unit is 
used to express the number of bacterial colonies or is cfu/mL (cfu = colony forming units). 

 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Aerobic Count Microbiology Test Kit 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Count Microbiology Test Kit Code River (E. coli ±300 cfu and coliform ±600 cfu) 
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3.4 Method of Microbiology Sampling  
A common characteristic of bacteria such as prokaryotic species are microscopic size, multiply by binary 

fission and has a short generation time. Bacteria can multiply rapidly in a favorable environment where a 
single cell divides into two cells, which are then split into 4, 8, 16, and so on. Most bacteria under optimal 
conditions, split every 1-3 hours. Some species, such as E. Coli, generation time is just 20 minutes, so at this 
stage the number of single eukaryotic cells can give rise to colonies heavier than the mass of the Earth in just 
two days, but in reality, this does not happen because (Reece, et  al., 2014): 

i. The cells eventually deplete their own nutrient supply 
ii. Poisoning with metabolic wastes, faced competition from other microorganisms, or 
iii. Consumed by other organisms. 
 
Considering the characteristics of the bacteria, then the sampling was done directly from special faucets 

(Vsi and Vso) before and after the concrete filtration (see Figure 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. Water (1 mL) Sampling for Microbiology Test through Taps 
Before and After Concrete Filter. 

 
Water microbiological samples were taken using sterile disposable pipette as much as 1 mL, then 

dripped into microbiology test kits. Microbiological test sample was incubated in 35�C temperature for 24 
hours. For every one filtration process is executed, microbiological sampling before and after the filter was 
made during the second period of filtration. 
 
4 RESULTS AND DISCUSSION 
 
4.1 Hydraulic Characteristics of Concrete Filter 

The porosity influence on permeability mechanism that became the main property of a concrete filter is 
important to understand. Permeability is a parameter of the structure of hydrated cement paste is associated 
with porosity as a major factor that can be determined by the amount of discharge filtration capacity. Great 
influence on the permeability of capillary segmentation illustrates the fact that the permeability is not a simple 
function of porosity. Therefore, it is necessary to study the influence of the thickness of the filter. The amount 
of discharge filtration based on variation of m and thickness of the filter is shown in Figure 5 and 6. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 5. Filter Discharge (m = 3 and m = 4, with H = 5 cm, 10 cm, and 15 cm) 
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The filtration process starts consecutively on a filter with the characteristic m = 3 with a thickness    (H) = 
5 cm and then H = 10 cm, followed by H = 15 cm, then with m = 4, with H = 5 cm; 10 cm and 15 cm 

Discharge filtration capacity on a filter with m = 3 and H = 5 cm in the first period (Hour) is 0.020-0.066 
l/s; in the second period discharge decreased by 0.014-0.050 l/s; and in the third period amounted to 0.011-
0.033 l/s. More are given in Table 1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Filter Discharge (m = 5 and m = 6, with H = 5 cm, 10 cm, and 15 cm) 
 

Table 1. Filter characteristics of the filtration discharge. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
In general, the filtration discharge decreased in the second and third period. In the filter with m = 3, filter 

thickness effect on a decrease in discharge. The thicker the filter, the smaller the discharge. For filter with m = 
4, m = 5, and m = 6, the thickness did not affect the decline of discharge. 

The filter with m = 4, m = 5, and m = 6, with H = 10 cm and H = 15 cm, the effect of m to the discharge 
capacity of filtration is significant. The greater the value of m, the more porous filter, so that the discharge 
increases. 

Discharge capacity remains small at H = 5 cm with a great value of m (m = 5 and m = 6). In addition to 
the influence of physical characteristics of filter, the discharge capacity of filtration is also strongly influenced 
by the quality of raw water sources, such as turbidity (Figure 7 and 8). Filter characteristics H = 5 cm, H = 10 
cm, m = 5, and m = 6 could not filter turbidity (> 1 NTU). 

 
 
 
 

 

No. Filter Characteristics 
Period  I Period  II Period  III 

average (l/s) average (l/s) average (l/s) 

1 m = 3 ;  H = 5 cm 0.043 0.032 0.022 

2 m = 3 ;  H = 10 cm 0.033 0.017 0.009 

3 m = 3 ;  H = 15 cm 0.011 0.006 0.005 

4 m = 4 ;  H = 5 cm 0.006 0.003 0.003 

5 m = 4 ;  H = 10 cm 0.012 0.009 0.007 

6 m = 4 ;  H = 15 cm 0.005 0.003 0.003 

7 m = 5 ;  H = 5 cm 0.003 0.003 0.002 

8 m = 5 ;  H = 10 cm 0.014 0.008 0.006 

9 m = 5 ;  H = 15 cm 0.013 0.008 0.005 

10 m = 6 ;  H = 5 cm 0.006 0.005 0.005 

11 m = 6 ;  H = 10 cm 0.014 0.008 0.007 

12 m = 6 ;  H = 15 cm 0.024 0.017 0.010 
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Figure 7.  Turbidity Filter (m = 3 and m = 4, with H = 5 cm, 10 cm, and 15 cm) 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 8.  Turbidity Filter (m = 5 and m = 6, with H = 5 cm, 10 cm, and 15 cm) 
 
4.2 Concrete Filter Performance 

The study was conducted to determine the ability of the concrete filter in reducing turbidity (Table 2) and 
eliminate microbiological content in the water. 
 

Table 2. Concrete Filter ability to Reduce Turbidity 

 
 
No 

 
 
Filtrate Filter 

Average Turbidity
 
No 

 
Filtrate Filter 

Average Turbidity

Period 
I 

Period 
II 

Period 
III 

Period 
I 

Period 
II 

Period 
III 

(NTU) (NTU) (NTU) (NTU) (NTU) (NTU) 

1. m = 3 ; H = 5 cm 0.90 0.46 0.38 7. m = 5 ; H = 5 cm 1.41 0.76 1.42 

2. m = 3 ; H = 10 cm 3.91 1.10 0.62 8. m = 5 ; H = 10 cm 3.85 0.48 0.50 

3. m = 3 ; H = 15 cm 0.56 0.63 0.48 9. m = 5 ; H = 15 cm 1.58 0.68 0.41 

4. m = 4 ; H = 5 cm 3.63 1.01 3.79 10. m = 6 ; H = 5 cm 11.23 3.54 2.29 

5. m = 4 ; H = 10 cm 0.48 0.28 0.20 11. m = 6 ; H = 10 cm 2.34 2.62 2.18 

6. m = 4 ; H = 15 cm 0.34 0.24 0.19 12. m = 6 ; H = 15 cm 3.78 2.22 0.48 
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 Concrete filters that reduce the turbidity to below 1 NTU is the filter characteristics: m = 3, with H = 15 cm 
and m = 4, with H = 15 cm. 

The ability of the concrete filter in lowering the levels of microbiological water (Coliforms and E. Coli) is 
shown by Figure 9 and 10. 

 
 
 
 
 
 
 
 
 
 
 
                                  Input sample (IN)                                                          Output sample (OUT) 
                                          The number of colonies (E. Coli)       =   2 CFU           The number of colonies (E. Coli) = 1 CFU 
                                          The number of colonies (Coliforms) = 17 CFU            The number of colonies (Coliforms) = 7 CFU 

Figure 9.  Sample Results of Microbiology Test Kit Before (IN) and After Filtratition (OUT) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10.  Mikrobiologi Removal (m = 3, and m = 5, with H = 10 cm) 
 

Characteristics of filter that can filter out bacteria E. Coli and Coliform are: 
i.m = 3 , H = 15 cm 
ii.m = 4 , H = 10 cm 
iii.m = 4 , H = 15 cm 
iv.m = 5 , H =  5 cm 
v.m = 5 , H = 10 cm 
vi.m = 5 , H = 15 cm 

 
Characteristics of concrete filters with thickness (H) = 5 cm generally cannot eliminate the bacterial 

content, while the filter m = 5 with H = 5 cm, 10 cm and 15 cm can eliminate the content of microbiological 
water possibly because of the sedimentation of particles (cake) and a layer of transparent film that formed on 
the surface of the filter, as shown in Figure 11. 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 11.  Microbiology Removal (m = 5 and m = 6, with  H = 5 cm, 10 cm, and 15 cm) 

S5Am5 

S5Cm5 S5Dm5 S5Em5 
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Cake layer on the surface of filter m = 5 with H = 5 cm is composed of two different types of layers, 
especially on the filter S5Am5 and S5Cm5. Discharge filtration in the first period of S5Am5 = 0.006 l/s, while 
the S5Cm5 & S5Em5 = 0.001 l/s. The type of layer on the filter S5Am5 and S5Bm5 are dominant with a layer 
of thick brown (brown viscous) as the result of filtration filter m = 5 with H = 10 cm. Discharge mean filtration 
on filter (m = 5 with H = 10 cm) > 0:01 l/s. This means lining Brown Viscous increase filtration capacity. On the 
contrary, the transparent film layer clogs the bed filter (Figure 12). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12. Viscous Brown Layer on Filter (m = 5 with H = 10 cm) 

 
Surface biological mat or schmutzdecke, consist of algae, bacteria, and other microorganisms, including 

protozoa and rotifers. The main mass of schmutzdecke located on the surface of the filter, with a smaller 
amount of biomass that continue to be active in bed filter. Bacterial removal by the filter is also a function of 
population and the growth of living organisms in the schmutzdecke. Type of algae present in schmutzdecke 
has proved critical to the performance of the filter. If filamentous algae were dominant in the filter, then the 
biological mat with high tensile strength will be formed. The result is a decrease in biological mat buoyancy, 
increased filtration rate, and decreased resistance to flow. Filamentous algae (moss) has the ability to stick to 
the surface of the filter and translocate nutrients (McNair, et al., 1987). 

The phenomenon of the coating on the surface of Filter Concrete as happened in filtration Slow Sand 
Filter, known as Schmutzdecke. Moss also greatly increase the specific surface area of the filter by extending 
the capabilities of sorptive and interceptive of bed filter above the water-filter interface upward to the top of the 
moss. The specific increase on the bed surface improve particle removal efficiency. Conversely, if a small 
unicellular algae were dominant at schmutzdecke, however, the resistance of the filter schmutzdecke 
increased, resulting in rapid clogging of the bed filters and rapid rate decline of filtration. Therefore, the type of 
algae (filamentous or unicellular) which is in schmutzdecke affect filter performance and long filtration cycles. 
Before filtration rate decreased significantly, the surface of the filter should be cleaned or scraped. 

 
5 CONCLUSIONS 

Concrete filter with m = 4 and H = 15 cm typically satisfy the requirement for producing drinking water 
that has turbidity of level of less than 1 NTU, with CFU of zero. 
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ABSTRACT  
 
An investigation has been made to predict the location of the inception point of the air entrainment over the 
stepped spillways by assuming the different configurations steps on the spillways as a kind of roughness. The 
physical model is constructed with a broad-crested weir, step heights of 25, 50, 100 mm, and Froude numbers 
ranging from 0.795 to 8.694. The configurations of steps are flat steps and pooled steps. A new relationship 
for predicting the location of the inception point is developed, applicable for slope of 30˚ stepped spillways. 
This relationship is similar to Chanson’s, but it is optimized for flat stepped and pooled stepped with a broad-
crested weir.  
 
Keywords: Inception point; flat steps; pooled steps.  
 
 
1 INTRODUCTION   

The main purpose of the stepped spillway is energy dissipation by air inception and internal friction of the 
flow. In comparison with smooth spillways, the flow velocity is reduced and the high aeration of the flow 
changes the characteristics of the flow. Stepped spillways have gained popularity over the last two decades 
with the evolution of the roller-compacted concrete (RCC) dam-construction technique. 

Advantages of stepped spillways include ease of construction, reduction of cavitation risk potential, and 
reduction of the stilling-basin dimensions at the downstream toe due to significant energy dissipation along the 
chute. The flow leaves the stepped chute at the lower velocity and a smaller energy dissipate are required 
(Chinnarasri et al., 2004). 

Flow over a stepped spillway can be divided into three separate flow regimes, namely nappe, transition, 
and skimming flows. Nappe flow occurs for small discharges. There are three types of nappe flows which are 
nappe flow with fully developed hydraulic jump, nappe flow with partially developed hydraulic jump, and nappe 
flow without hydraulic jump. Transition flows occurs for intermediate discharges. Skimming flow occurs if the 
depth of flow is sufficiently large when compared to the step height on a relatively steep stepped spillway. 
Modern stepped spillways are designed to operate with skimming flow regime. Schematic representations of 
three regimes are shown in Figure 1. 
 

 
 

 

 

 

 

 

 

 

 

 
Figure 1.  Flow regime on stepped spillway 

 
Energy dissipation in skimming flow condition can be observed from the inception point of aeration where 

the turbulent boundary layer reaches the free surface. The inception point of air entrainment characterized by 
changes the water upstream without aeration (non-aerated flow region), then towards the aerated flow region. 

θ 
θ 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2714 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

 

 

It can be observed from appearance of white bubbles on the surface of the flow. The inception point of air 
entrainment is important for determining design parameters for training walls and stilling basins (Hunt et.al., 
2009). 

The scope of this research is to 1) examine the observed inception point location on the differences 
configurations of stepped spillway, 2) evaluate the effect step height against the inception point of the air 
entrainment, 3) evaluate the effect of additional sill on the edge of steps against the inception point of the air 
entrainment, and 4) determine the inception point empirical relationships developed from Chanson’s formula. 
  
1.1 Air Entrainment on Stepped Chutes 

Air entrainment occurs on stepped spillways for skimming flow regime, when the turbulent boundary layer 
appears at the free surface. This process is similar to that on the smooth spillways, with flow regimes 
characterized by non-aerated, gradually varied, and uniform flow. Air entrainment increases the bulk flow 
depth, and this is used as a design parameter for the training walls. Also, the presence of air within the 
boundary layer reduces the shear stress between the flow layers and hence the shear force. The resulting 
drag reduction reduces the energy dissipation above the spillway and hence its efficiency (Chanson, 1993). 
The changes in flow region on stepped spillway for skimming flow conditions can be seen in Figure 2. 

 

 
Figure 2. The inception point in skimming flow over stepped spillway 

 
In calculations of air entrainment on stepped chutes, the pseudo-bottom formed by the external edges of 

steps is taken as the chute invert profile and the parameter (h cos θ) is the surface roughness, instead of the 
usual sand grain roughness ks as in the case of smooth spillways (Khatsuria, 2005).  
 
1.2 Location of the Inception Point 

Based on the theory of boundary layer, it showed that the flow properties at the inception point in smooth 
spillways can be calculated using the formula (Wood et al., 1983): 
 

                                                                 s
0.713

h
0.0796

i kFsinθ13.6L   
 
Where Li = distance from the downstream edge of the broad-crested weir to the inception point, θ = channel 

slope, Fh = Froude number defined in terms of the roughness height: Fh = q / ට݃ሺ݊݅ݏ	ߠሻ݇௦
ଷ with q = unit 

discharge, g = acceleration due to gravity, ks = the surface roughness. 
This relationship covered a range of chute slopes, roughness, and discharges. The relationship was later 

enhanced by Chanson (1994b; 2002) for application in stepped spillways gave: 
 

                                                                   s
0.713

h
0.0796

i kFsinθ9.719L  . 

 
The difference between the relationship developed by Wood et al. (1983) and Chanson (2002) is that 
Chanson’s relationship takes into account step height within the step roughness term (ks = h cos θ and h = 
step height). Equation [2] is applicable for stepped spillways having ogee crested weirs, with 1 ≤ Fh ≤ 100, and 
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channel slope of θ ≥ 27˚. Chanson (1994b) further improved his relationship by conducting a sensitivity 
analysis such that the coefficient 13.6 in Wood et al. (1983) relationship changed to 9.719. Different 
interpretations of the inception point location may be the reason for scatter diagram observed in data 
presented by Chanson (1994b; 2002).  

Chamani (2000) found that his observation agreed well with Equation [2] and modified as: 
 

                                                                           s
0.85

ii kF29.8L  .      [3] 

 

Where Fi = inception Froude number: Fi = q / ටgሺh l⁄ ሻks
3. Like Equation [2], Chamani’s relationship (2000) is 

based on steep stepped chutes model with channel slope of 51.3˚ ≤ θ ≤ 59˚.  
Boes and Hager (2003b) used some of the same data as Chanson (1994b; 2002) and modified for stepped 

spillways with channel slope of 26˚ < θ < 75˚: 
 

                                                                       s
0.80

h
10.20

i kFsinθcosθ5.90L  .      [4] 

 
The major difference between Equation [4] and Equation [2] is the definition of inception point. Chanson 
(1994b) defined the inception point as the location where the turbulent boundary layer reaches the free 
surface whereas Boes et al. (2003b) defined the inception point as the location where the air concentration on 
the pseudo bottom of the chute is approximately 1%. 
 Hunt and Kadavy (2011) supported the theory Boes et al. (2003b) that the turbulence appears on the free 
surface where air concentration reaches 1% at the pseudo bottom of the chute for stepped spillways with 
channel slope of 14˚. The results of modification relationship Hunt et al. (2011) as: 
 

                                                                       s
0.86

h
10.08

i kFsinθsinθ10.6L  .      [5] 

 
The difference between Equation [5] and Equation [2] is the result of θ, h, and/or type of crest. Whereas Hunt 
et al. (2011) uses stepped spillway having a broad crested weir and Chanson (1994b) uses ogee weir.  
The relationships developed by Chanson (1994b), Chamani (2000), Boes et al. (2003b) were developed for 
steep chute slope (θ ≥ 27˚), the relationships by Hunt et al. (2011) were developed for flatter stepped spillway.  
 
2 EXPERIMENTAL SETUP  

The model tests were carried out in a recirculating flume located at the hydraulic laboratory of Water 
Resources Engineering Department, Brawijaya University, Indonesia. Figure 3 illustrates the schematic of 2D 
model used during testing. Water was pumped from reservoir to upstream tank and flow to the Rehbock 
measurement and water entered the stepped channel through stilling tank. The stepped spillways are made of 
acrylic having thickness of 0.01 m and side walls with height of 0.6 m. The flume is 0.5 m wide and 7.0 m 
length spillway model.  
 

 
Figure 3. Experimental setup for stepped spillway model 

 
The depth across of channel is measured by a point gauge. The velocity is measured by two methods, first 

by a pitot tube and second by calculating discharge flow on the Rehbock measurement. The inception point 
was recorded by photographically, by definition that the inception point distance (Li) is calculated from the 
downstream edge of the spillway crest to the point where white water appears on the free surface as 
illustrated in Figure 4. 
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(a)                                                               (b) 
 
 
 
 
 
 
 
 
 

Figure 4. The visual observation of inception point for stepped spillway (a) side view and (b) front view (θ = 
45˚, h= 50 mm, Q = 12.510 l/s) 

 
 In Figure 4(b), flow over on crest spillway having a smooth flow and glossy appearance. The boundary 
layer grows from the spillway chute in the non-aerated region close to the spillway crest. The water surface 
becomes undulating pattern from the inception of air entrainment transporting air between the irregular waves 
in the undulating surface. At the inception point, where the boundary layer reaches the free surface, air 
entrainment by the multitude of vortices in the turbulent commences (Frizell, 2006).    

The slope of the stepped spillway (θ) is 30˚ with number of steps 10, 20, and 40, respectively. The 
discharge varied from 3.457 – 30.669 l/s, the Froude number range (0.980< Fr < 8.694) and was measured by 
the Rehbock weir tank. Two types of step were tested in the study, that is, flat and pooled steps. The 
dimensions of the step can be defined as h/l, where h = step height and l = horizontal length.   For the case of 
pooled steps, the characteristic height (m) of end sill were 15 mm for number step (N) = 10, 7.5 mm for N = 20 
and 3.75 mm for N = 40.  Further details on the experimental configurations are illustrated in Figure 5. To 
investigate the effect of macro-roughness on stepped spillway to value of the inception point are shown in Fig. 
6. 

 

 
Figure 5.  Sketch of the tested stepped macro-roughness: conventional steps and steps with end sills 
 

 
Figure 6. Data of critical depth (yc), step height (h), unit discharge (q), surface roughness (ks), velocity 

(v), and Froude number (Fh) 
 

  l = 173.2 mm 

h= 100mm 

θ 

lw=15mm (sill) 

l=173.2mm 

h=100mm 
lw=15mm

No yc h q ks v Fh

(cm) (cm) (cm2/s) (cm) (m/s)

1 2 3 4 5 6 7

1 1.750 2.500 69.135 2.165 0.395 0.980

2 1.850 2.500 75.144 2.165 0.406 1.065

3 2.000 2.500 84.466 2.165 0.422 1.197

4 2.125 2.500 92.507 2.165 0.435 1.311

5 2.187 2.500 96.585 2.165 0.442 1.369

6 3.500 2.500 195.542 2.165 0.559 2.771

7 4.000 2.500 238.907 2.165 0.597 3.386

8 4.250 2.500 261.650 2.165 0.616 3.708

9 7.000 2.500 553.077 2.165 0.790 7.839

10 7.500 2.500 613.381 2.165 0.818 8.694

θ = 30˚ ;  N = 40 steps

No yc h q ks v Fh

(cm) (cm) (cm2/s) (cm) (m/s)

1 2 3 4 5 6 7

1 3.500 5.000 195.542 4.330 0.559 0.980

2 3.750 5.000 216.863 4.330 0.578 1.087

3 4.000 5.000 238.907 4.330 0.597 1.197

4 4.125 5.000 250.192 4.330 0.607 1.254

5 4.250 5.000 261.650 4.330 0.616 1.311

6 4.375 5.000 273.278 4.330 0.625 1.369

7 7.000 5.000 553.077 4.330 0.790 2.771

8 7.500 5.000 613.381 4.330 0.818 3.074

1 7.000 10.000 553.077 8.660 0.790 0.980

2 7.500 10.000 613.381 8.660 0.818 1.087

3 8.000 10.000 675.730 8.660 0.845 1.197

4 8.250 10.000 707.651 8.660 0.858 1.254

θ = 30˚ ;  N = 20 steps

θ = 30˚ ;  N = 10 steps

Black water 

Inception point 

White water 
White water 

Black water 
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3 RESULTS AND DISCUSSION  
The distance of inception point is done by measurement and theory analyzing from previous researcher 

as shown in Figure 7. Empirical equations of stepped spillway model from previous researchers are compared 
with Wood’s equation on smooth spillway θ = 50˚.  
 

 
Figure 7.  Summary of unit discharge (q), surface roughness (ks), Froude number (Fh), inception point (Li) 
 

Based on Figure 7, Li increases as q increases for the same tested flows. This implies that the location of 
inception point moves toward downstream with increasing discharge. Figure 7 is illustrated in the graph shown 
in Figure 6. It was found that the ratio (Li/ks) on a smooth spillway greater than (Li/ks) on stepped spillway. This 
suggests that stepped spillway provides the shortest distance to the inception point compared to a smooth 
spillway. So that dissipation energy of stepped spillway is greater than smooth spillway. 

Figure 8 also shows the difference of the empirical formula for flat stepped based on visual observations 
of some previous researchers, particularly for the large discharge.  For q = 261.650 cm2/s on the number step 
40 is obtained relative difference of calculated value between Chamani and Matos amounted to 41.46%. 
Hence, there are no objective criteria for determining the inception point. It can also be observed that steps of 
chute spillway causing the inception point moved closer on spillway crest. 
 

 
Figure 8. The comparison location of inception point on flat stepped with previous researchers 

 

q

(cm2/s)

Flat Pooled Flat Pooled Flat Pooled Flat Pooled Flat Pooled Flat Pooled Flat Pooled Flat Pooled

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

1 69.135 2.165 2.490 0.980 0.795 13.775 14.167 19.626 13.800 12.997 12.507 8.878 10.210 20.680 19.858 25.372 25.372

2 75.144 2.165 2.490 1.065 0.864 14.333 18.400 20.828 14.645 13.951 13.425 9.438 10.854 22.216 21.334 27.121 27.121

3 84.466 2.165 2.490 1.197 0.971 18.700 23.700 22.639 15.918 15.409 14.828 10.284 11.827 24.567 23.591 29.781 29.781

4 92.507 2.165 2.490 1.311 1.063 23.450 23.700 24.155 16.985 16.648 16.020 10.994 12.643 26.565 25.510 32.029 32.029

5 96.585 2.165 2.490 1.369 1.110 24.233 28.600 24.910 17.515 17.269 16.618 11.348 13.050 27.569 26.474 33.153 33.153

6 195.542 2.165 2.490 2.771 2.247 33.500 34.100 41.189 28.962 31.452 30.267 19.044 21.900 50.568 48.559 58.289 58.289

7 238.907 2.165 2.490 3.386 2.746 44.300 44.000 47.513 33.408 37.290 35.884 22.060 25.369 60.073 57.687 68.419 68.419

8 261.650 2.165 2.490 3.708 3.007 44.400 44.233 50.695 35.646 40.287 38.768 23.582 27.120 64.960 62.380 73.582 73.582

9 553.077 2.165 2.490 7.839 6.356 94.500 106.000 86.445 60.782 76.115 73.245 40.849 46.976 123.652 118.740 133.913 133.913

10 613.381 2.165 2.490 8.694 7.049 108.250 106.500 93.064 65.437 83.113 79.980 44.073 50.684 135.161 129.793 145.472 145.472

1 195.542 4.330 4.980 0.980 0.795 17.725 29.075 39.252 27.600 19.361 18.631 17.756 20.419 41.359 39.716 50.744 50.744

2 216.863 4.330 4.980 1.087 0.881 18.300 37.750 42.258 29.713 21.142 20.344 19.157 22.031 45.209 43.413 55.124 55.124

3 238.907 4.330 4.980 1.197 0.971 28.780 38.750 45.278 31.836 22.955 22.089 20.568 23.653 49.134 47.182 59.562 59.562

4 250.192 4.330 4.980 1.254 1.017 29.350 38.750 46.793 32.902 23.873 22.973 21.277 24.468 51.124 49.093 61.803 61.803

5 261.650 4.330 4.980 1.311 1.063 37.500 47.625 48.311 33.969 24.799 23.864 21.988 25.286 53.131 51.020 64.057 64.057

6 273.278 4.330 4.980 1.369 1.110 38.750 37.500 49.832 35.039 25.733 24.763 22.701 26.106 55.155 52.964 66.324 66.324

7 553.077 4.330 4.980 2.771 2.247 52.750 77.000 82.379 57.923 46.854 45.087 38.087 43.800 101.135 97.118 116.578 116.578

8 613.381 4.330 4.980 3.074 2.492 68.750 87.000 88.687 62.359 51.162 49.233 41.093 47.257 110.549 106.158 126.641 126.641

1 553.077 8.660 9.959 0.980 0.795 43.750 55.520 78.504 55.199 28.842 27.755 35.512 40.839 82.719 79.433 101.487 101.487

2 613.381 8.660 9.959 1.087 0.881 53.750 56.980 84.516 59.426 31.494 30.307 38.315 44.062 90.418 86.827 110.247 110.247

3 675.730 8.660 9.959 1.197 0.971 56.250 58.700 90.556 63.673 34.195 32.906 41.136 47.307 98.268 94.365 119.125 119.125

4 707.651 8.660 9.959 1.254 1.017 56.750 70.700 93.586 65.803 35.563 34.223 42.554 48.937 102.247 98.186 123.606 123.606
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The result of data analysis for pooled steps with N = 40 illustrated in Figure 9. The empirical formula of 
Alghazali (2014) has a large deviation with the measurement model is approximately 61.76%. While the 
smallest deviation of the formula Boes et al. (2000b) is 20.41%.  

 

 
Figure 9. The comparison of the ratio (Li/ks) as a function of the Froude number (Fh) on pooled stepped 

 
Deviations between this physical model and empirical formula of Alghazali (2014) could be due to slope 

angle (θ) of stepped spillway, the discharge per unit width (q) and the difference of number step (N). The 
difference of number step influence on height of step (h) and it would affect surface roughness (ks) of stepped 
spillway.  

The comparison of inception point between flat steps and pooled steps are illustrated in Figure 10.  
 

 
Figure 10. The comparison location of inception point between flat steps and pooled steps 

 
Figure 10 shows the pooled stepped have a ratio (Li/ks) almost coincide with data of the flat stepped spillway.  
Although, the designs with configurations pooled steps did not provide any advantageous performances in 
terms of inception point. The instability of flow on pooled steps were in-stationary/ three dimensional pattern 
and associated with some strong splashing have influence on measurement of distance inception point.   

The data in Figure 7 were further examined to determine if a new relationship could be developed to 
more accurately predict Li when θ = 30˚ and 0.980≤Fh≤8.694 on flat steps, 0.795≤Fh≤7.049 on pooled steps. 
The modification empirical equations for the location of air inception point for flat steps and pooled steps for 
the slope angles 30° in Figure 11. 
 Equation [2] was modified such that: (1) the exponent to sin (θ) was held constant at 0.0796; (2) the 
exponent 0.713 of Fh was replaced by 0.98 on flat steps and 0.88 on pooled steps; (3) the value of constant 
9.719 changed for consistency with Equation [2] be 6.144 on flat steps and 8.056 on pooled steps. The 
differences between Equation [2] and [6] could be a result of slope of channel (θ), step height (h), number step 
(N), and the type of crest.  
 If the result of the Equation [6] is compared to [5], there is a very small deviation, which is only about 0.01 
at a constant value and 0.16 on the value of the Froude number (Fh). This is because of the similarity of crest 
type (broad-crested). The differences between Hunt et al. (2011) and this research are slope of channel (θ), 
step height (h) and number step (N). The new relationship for flat stepped have closest value with Hunt’s 
formula (2011), so it could be used to further analysis on the same boundary of stepped spillway. 
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. 
Figure 11.  Suggested empirical equations (Li/ks) for angle of slope θ = 30˚ 

 
The modification result for all of number step on stepped spillway is given: 

 

                                                   s
0.98

h
0.0796

i kFsinθ6.114L  , for flat steps θ = 30˚       [6] 

 
and, 

 

                                                  s
0.88

h
0.0796

i kFsinθ056.8L  , for pooled steps θ = 30˚ [7] 

  
  
 Equation [7] has a constant value is higher than the Equations [6]. This shows that the value of length 
inception point (Li) on pooled steps has a tendency smaller than the flat stepped type. It means the location of 
inception point (Li/ks) getting closer to crest of stepped spillway. But, the use of step with sill or pooled steps 
needs to be further evaluated to apply in the practically. 
 
4 CONCLUSIONS   

It can be concluded that for the same model test, the location of air inception point moves downstream as 
the discharge (q) increases. For the same discharge, the location of air inception point is closer to the crest for 
larger step heights (h). The location of air inception point is closer to the crest in pooled stepped compared 
with flat stepped. Research showed that Chanson’s relationship, Equation [2] effectively forecast Li for θ = 30˚, 
Fh < 10, and different configuration of stepped spillway. This model study was constructed with a broad-
crested weir, step heights of 25, 50, 100 mm, and Froude numbers ranging from 0.795 to 8.694. Equation [6] 
and [7], for predicting the location of air inception point on stepped spillway with have the boundary models 
like as this research. The air inception point in the limits of this study especially on flat stepped showed that 
Hunt's relationship results (2011) were the closest to the experimental results. For pooled stepped shown the 
value of length inception point (Li) has a tendency smaller than the flat stepped type. It means the location of 
inception point (Li/ks) getting closer to crest of stepped spillway. But, the use of step with sill or pooled steps 
needs to be further evaluated to apply in the practically. 
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ABSTRACT 
 
Biodiversity of rivers are often exposed to multiple threats, making river systems vulnerable ecosystems, while 
rapid increase of population, agricultural and industrial developments exert severe pressure on policy makers 
to overlook the environmental requirements of river systems. To address this challenge, it is imperative to 
include the Environmental Flow Assessment (EFA) as an integral part of river basin management. 
Unfortunately, less attention has been paid to EFA in arid and semi-arid regions where river environmental 
problems tend to exacerbate as a result of prevailing water shortages. Zayandeh Rood River located in the 
arid and semi-arid region of central Iran has been selected as the case study here. Hydrological (Tennant and 
Flow Duration Curve-FDC) and Hydraulic rating method (Wetted perimeter method) have been employed 
here. The results show that while the Tennant method and the FDC method report the same values at 13.9 
M3/s as the need of environmental flow, the results based on the plotted curve in the wetted perimeter method 
reveal the amount of EF around 22. Given the important impact of the environmental flow allocations on the 
IWRM model of the river basin, it is imperative to estimate EF as accurately as possible for inaccuracies and 
uncertainties may impose huge risks both to the environmental conditions and the water resources allocation 
decisions. 
 
Keywords: Integrated water resources management (IWRM); environmental flow assessment (EFA); Zayandeh Rood 

River; hydrological method; hydraulic rating method. 
 
 
1 INTRODUCTION 

 Rivers and their biodiversity are always more subjected to many risks than the other ecosystems. Some 
water resources development plans, such as dam construction, which may result in many unfavorable 
consequences like changing the natural rivers regime, reducing water availability and producing polluted water 
downstream make the river ecosystem problems more severe (Tharme, 2003). Therefore, recognizing 
hydrological changes of rivers and respecting to their environmental needs has led to the development of a 
research branch termed as "Environmental Flow Assessment" (Arthington and Zulacki 1998). In simple terms, 
this assessment can reveal how much water must flow in the river, in order to maintain the characteristics of 
the river basin ecosystems. Water resource development projects, population growth, and development in 
agriculture and industry sectors, can cause changes in the normal pattern of river flow regime, and reduce 
water availability in the downstream, increased water pollution and ecosystem degradation (Arthington, et al 
2004). It can be said that, maintenance and durability of the river ecosystems and its biodiversity, are the main 
goals of allocating water to the environment. 

 There is a basic difference between the terms "environmental flow assessment" and "environmental flow 
requirements". Identifying hydrological changes of rivers and their impacts on the environment has caused the 
establishment of environmental flow assessment, in which the quality and quantity of water needed for 
sustainable water resources of ecosystems are estimated. The hydrological flow regime, which is appropriate 
in all ecological terms, can be considered as "environmental flow assessment" (EFA). "Environmental flow 
requirement" (EFR) is related to the future condition and policy related to the ecosystem. Furthermore, the 
average of total annual environmental flow volume is expressed as EFR. Considering environmental flow for 
rivers as the intrinsic element, can lead to providing more water flow for streams and floodplains. This higher 
share of water allocation can help the health of rivers. Furthermore, maintaining plants health, prevention of 
river bank erosion, making human life healthier, improvement of water quality, reduction of erosion costs, 
attracting tourism and natural refinement of rivers are the other advantages of considering environmental flow 
for rivers. 

 Many methods have been developed for determination of environmental flow in rivers. These methods 
have their specific capabilities according to data required and complexity of use. About 207 methods in 44 
countries of the world have been developed for EFA. All these methods are classified in the form of four 
distinct methods namely; hydrologic, hydraulic rating, habitat simulation and holistic methods (Tharme, 2003). 
Hydrological methods are based on hydrological characteristics. They are one of the simplest and most widely 
used methods in the world. These methods are known as lookup for desktop table methods that rely on 
recorded data of previous years. In these methods, environmental flow is considered as a percentage of 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2722 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

  

 

average annual discharge of river or a flow likely to exceed the specified flow duration curve in time scale of 
monthly, annually or seasonally (Richter, 1996). The most well-known approaches of hydrological methods 
are: Tennant method, Texas method, flow duration curve method, RVA method and desktop reserve method. 

 Hydraulic rating method was first introduced in the USA and has been strengthened along with habitat 
simulation methods or/and with holistic methods. Hydraulic methods estimate the environmental flow through 
considering morphological characteristics of rivers. These methods can be classified into hydrological and 
habitat simulation methods in terms of accuracy and difficulty, use of time series of data and information of 
critical cross-sections. In this method, EFA is derived through charts of hydraulic parameters-discharge. 
Generally, by finding the point in which the slope of the curve changes abruptly gives an indication of the EFR. 
This reduction occurs when the flow rate is reduced. Therefore, a threshold for flows can be identified based 
on hydraulic parameters (Arthington, et al 2004). The most popular method of this category is the wetted 
perimeter method (Jowett, 1997). 

 Habitat simulation methods, are one of the most popular and complex methods for EFA. In these 
methods, besides the hydrological and hydraulic parameters, biological parameters according to the critical 
species are influencing.  Habitat simulation methods set environmental targets by establishing a connection 
between discharge and habitat characteristics such as water depth, velocity and even complex hydraulic 
parameters such as shear stress (Tharme, 2003). In these methods, habitat conditions are directly related to 
the needs of dominant species lives. In these methods, the curve representing the habitat sustainability index 
is used in order to, evaluate required environmental flow. This curve shows the probability that a particular 
flow is equaled to or exceeded from.  

 In this paper, Zayandeh Rood River located in central part of Iran with an arid and semi-arid climate is 
selected as the case study. Lack of integrated water resources management in this area has led to negligence 
of environmental flow requirements. Progressive droughts in Zayandeh Rood River basin and consequent 
water shortages in all types of demands have created many problems for the stakeholders. To face this 
challenge, this research aims to estimate EF of Zayandeh Rood River and incorporate this vital demand within 
the integrated supply-demand model of the basin to facilitate scenario generation and decision-making. 
 
2 METHODOLOGY 
 
2.1 Tennant method 

In this study, the environmental flow was estimated by determining a certain percentage of the average 
annual natural flow in the river. Tennant concluded from 58 cross sections of 11 rivers in the western regions 
of the United States of America (Tennant, 1976) that at least 10% of the average annual flow (AAF) for 
surviving fish habitat in short time, 30% of AAF for maintaining fair condition of survival and 60% of AAF for 
excellent conditions of fish habitat are needed. These values have been widely used, without considering the 
physical or environmental features of rivers. Simplicity and using the average annual hydrograph are the main 
factors of making Tennant method popular. Table 1 shows different suggested percentages of AAF for the 
river conditions. 

 
Table1. Suggested percent of AAF in rivers based on Tennant method (Tennant, 1976). 

River 
Conditions 

Suggested percent of AAF in rivers 
Autumn-WinterSpring- Summer 

Very excellent 40 60 
Excellent 30 50 

Good 20 40 
Adequate 10 30 

Weak 10 10 
Severe damage 0-10 0-10 

 
Table 1 was suggested based on very detailed data gathered from certain sections of habitats such as 

water width, depth, velocity, temperature, bed and side channels grain size, estuaries, islands, vegetation, 
birds, invertebrates, fish, etc. Tennant has compiled these relatively complex data and then he converted 
them to a simple method that requires less data. In using the Tennant method, there are three main 
assumptions: 

i. This method is a basic method. Therefore, it cannot address flow changes especially seasonal 
fluctuations. 

ii. It is suitable for large water areas where seasonal fluctuations are less. 
iii. Channel geometry is not included in the calculations. 

 
2.2 Flow duration curve method (FDC) 

In this method, the average daily flow curves sorted from maximum to minimum, are used as a function of 
probability that a particular flow (Q (i) time series,  where i=1 represents the largest average daily flow during 
a year) is equaled to or exceeded from. In FDC analysis, data are analyzed in normal conditions. 
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2.3 Wetted perimeter method 

In this method, while the flow changes are considered within simulation hydraulic sections, habitat 
features are not included explicitly in the process of environmental flow calculation. The basic concept in this 
method is based on the fact that the more wetted perimeter is available, more fish habitats will be provided. 
Therefore, the relationship between discharge and wetted perimeter is required to determine the 
environmental flow. To do this, cross sections having less depth and more velocity (referred to as riffles in 
geomorphology), are the critical ones. Steps of EF calculation for wetted perimeter method are listed as 
follow: 

i. Determining the relationship between wetted perimeter and discharge of flow. 
ii. Detecting failure point (slight change in discharge, will reduce wetted perimeter more severely). 
iii. In some cases, the obtained curve may become irregular resulting in multi-point curvatures. In this 

situation, the critical discharge is considered equivalent to the lowest point of failure. 
iv. By determining the failure point, the minimum required environmental flow for sections can be 

deducted. 
In this method, there are reasonable uncertainties. The most important one is the location of failure point 

of the curve. The appropriate procedure for selection is dependent on the relationship between the wetted 
perimeter and the flow rate. This relationship is a function of geometry of cross sections and how depth can 
fluctuate versus variation of flow rate. Geometric shape of cross sections, are usually fluctuating from triangles 
to rectangles. Manning equation (Eq. [1]) can describe the relationship between wetted perimeter and 
discharge in triangular (Eq. [2]) and rectangular (Eq.[3]) cross sections (Gippel, 1998) as follows: 

 

Q	 ൌ
ଵ

୬
ܴܣ

మ
యܵ

భ
మ                                              [1] 

 ൌ                                                        [2]ݍܿ

 ൌ ݍ݈݊ܽ  1                                              [3] 

 
In these equations, q=Q/Qmax, A is cross sectional area in m2, R is the hydraulic radius (m), S is the 

slope, p=P/Pmax, a and b are coefficients of regression line in the associated curve.  
 
3 CASE STUDY 

The Zayandeh Rood River in Gavkhooni catchment in central part of Iran was selected as the case study 
here. The length of the Zayandeh Rood River is 405 km. There are 15 hydrological stations along the length of 
the river. The first one is on the regulatory dam and the last one is Varzaneh station which is the nearest one 
to the Gavkhooni wetland. The average slope of Zayandeh Rood River bed is 0.2 %. Western and southern 
parts of Gavkhooni catchment are covered by mountainous areas and western parts are also located in 
eastern slopes of central Zagros Mountain. The northern and eastern parts of the catchment are located in 
hills and plains of central plateau of Iran. Figure 1 shows the layout of the Gavkhooni catchment. The annual 
average rainfall in Gavkhooni varies between 1400 mm in western part of the catchment to 100 mm in the 
Gavkhooni wetland. The basin's evaporation fluctuates between 1700 mm to 3100 mm per year. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. General layout of Gavkhooni catchment 
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For hydrological calculation of Zayandeh Rood River, the data of Zayandeh Rood regulatory dam station 
was used. The monthly average flow of this station during 1969-2006 was used. In this station, the annual 
average flow for these 48 years is around 46/4 M3/s. Figure 2 shows the monthly and cumulative discharge of 
regulatory dam station. According to figure 2, in January, February and March, the average flow is less than 
10% of the total flow of the river. In such cases, any over withdrawal of water from river may cause various 
problems. Therefore, considering the Q90 as the judgment criteria is problematic. In figure 3, longitudinal 
profile of Zayandeh Rood River is shown. 

 

 
Figure 2. Monthly and cumulative discharge of regulatory dam station. 

 

 
Figure 3. Longitudinal profile of Zayandeh Rood River and some stations. 

 
4 RESULTS 
 
4.1 Hydrologic method 

The results of the Tennant method for hydrologic data of the Zayandeh Rood River during 1969-2006 are 
shown in Table 2. According to this table, the average annual flow of spring-summer and autumn-winter were 
calculated around 2.81 and 6.64 M3/s respectively. Table 3 presents the comparison of Tennant results with 
observed discharges in Varzaneh station, which is the last station of Zayandeh Rood River, and the nearest 
station to the Gavkhooni wetland. According to this table, in the months of June, July, August and September, 
the river faced severe conditions. These results indicated that the environmental flow was not provided along 
the river. Generally, 30% and 60% of the annual average flow (AAF) were considered as the fair and the ideal 
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conditions for survival of aquatic organisms. These amounts were equivalent to 13.9 M3/s and 27.8 M3/s, 
respectively. 

 
Table 2. Results of Tennant method. 

 
Table3. Classification of observed discharge in Varzaneh station based on Tennant method. 

Month Observed discharge River condition 
January 7.18 Good 
February 5.31 Adequate 

March 6.33 Good 
April 10.89 Weak 
May 13.28 Weak 
June 4.54 Severe damage 
July 2.28 Severe damage 

August 1.71 Severe damage 
September 1.99 Severe damage 

October 3.1 Adequate 
November 5.58 Good 
December 7.18 Good 

Mean 5.84 - 
 

In the FDC method, the hydrologic data of 1969-2006 was also used. The daily discharge sorted from 
maximum to minimum and probability of flow that has been exceeded from specified amount of flow, were 
assessed. Table 4 summaries these results. As the typical-average ecological condition was chosen as the 
class of river management, Q90 had been considered as the minimum acceptable environmental flow of the 
river (according to Table 4). Q90 is the amount of flow that the discharge of the river in 90% of the times is 
higher than this flow. 

According to the FDC plotted in Figure 4, Q90 was about 13.67 M3/s as the environmental flow of 
Zayandeh Rood River. The results of EF for the other management classes are condensed in Table 4. 

 

 
Figure 4. Flow duration curve of Zayandeh Rood River. 

 
 
 
 

Management class 
Suggested percent of AAF in 

rivers 
 

Discharge calculated based 
on Tennant method 

 

Autumn-Winter Spring- Summer Autumn-Winter Spring- Summer 
Very excellent 40 60 11.24 38.76 

Excellent 30 50 8.43 32.3 
Good 20 40 5.62 25.84 

Adequate 10 30 2.81 19.38 
Weak 10 10 2.81 6.46 

Severe damage 0-10 0-10 2.81-0 6.46-0 
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Table 4. Class of management according to ecological conditions. 
Management 

Class 
Ecological Conditions Index 

Calculated discharge from 
flow duration curve (M3/s) 

Normal 
Natural condition and slight changes in river's 

habitat 
Q50 

 
35.85 

Favorable 
Changes are minor and conditions are largely 

undisturbed 
Q75 

 
19.62 

Typical- Average 
Some sensitive species are damaged, alien 

species have been partially damaged 
Q90 

 
13.67 

Critical 
The only resistant strains remain and alien 

species have been imposed into ecosystem 
N/A 

 
- 

 
4.2 Hydraulic method 

In this research, the index of measuring environmental flow was used as the wetted perimeter method. 
The failure point of curve is the point that a little change in wetted perimeter causes sudden drop in discharge. 
The sudden drop of discharge can cause significant degradation in quality of habitat for fish and other 
organisms. To analyze the hydraulic parameters of Zayandeh Rood River in different sections, the HEC-RAS 
1-D modeling software was used. Varzaneh station was chosen as the representative cross section at the 
downstream of Zayandeh Rood River. Figure 5 shows the cross section of Zayandeh Rood River in Varzaneh 
station. Figure 6 shows the wetted perimeter-discharge curve of Varzaneh station. Table 5 represents the 
results of HEC-RAS along with variation of different ratio of wetted perimeter to the discharges in Varzaneh 
station. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Cross section of Zayandeh Rood River in Varzaneh station. 
 

 
Figure 6. Wetted perimeter-discharge curve of Varzaneh station. 
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Table5. Results of HEC-RAS and variation of wetted perimeter versus discharge. 

Q/QMAX P/PMAX P H A Q 
0.15 0.38 1.75 0.6 5.94 11.7 
0.23 0.47 2.13 0.74 8.21 17.62 
0.28 0.51 2.32 0.81 9.56 21.47 
0.49 0.67 3.05 1.06 14.83 37.12 
0.52 0.68 3.11 1.09 15.5 39.46 
0.54 0.69 3.16 1.11 16.01 41.2 
0.67 0.76 3.5 1.22 18.88 50.7 
0.77 0.81 3.72 1.31 21.07 58.5 
0.85 0.86 3.94 1.37 23 65.12 
0.86 0.87 3.95 1.38 23.05 65.24 
0.94 0.94 4.31 1.45 25.28 71.8 
1.0 1 4.58 1.5 26.86 76.22 

 
Failure point of the curve was calculated based on the maximum curvature of the curve and the slope 

method. 14 M3/s and 22 M3/s were respectively the results of these two methods as the indicator of Zayandeh 
Rood River environmental flow. As seen, the rate of environmental flow in slope method was twice the amount 
of the maximum curvature method. These results were completely different with those of Gippel et al (1998) 
which claimed that the maximum curvature method usually provides higher amount of environmental flow than 
slope method. On the contrary, the result of maximum curvature method was very close to the results of 
environmental flow obtained from hydrologic methods. Therefore, a figure of 14 M3/s may be regarded as the 
appropriate estimation for the environmental flow of Zayandeh Rood River. 
 
5 CONCLUSIONS 

 Many rivers in arid and semi-arid areas of Iran are rapidly running dry. Consequently, ecosystems of 
these water resources are faced with serious environmental risks. Lack of flow in Zayandeh Rood River as the 
most important river of central plateau of Iran is a major cause of concern. This research is carried out to 
assess the Environmental Flow (EF) of Zayandeh Rood River realistically and practically for inclusion in 
integrated assessments. The Tennant method and the Flow Duration Curve (FDC) method are used here for 
analyzing EF as the hydrological methods, while slope method and maximum curvature method are used to 
calculate EF based on hydraulic methods. The results show various figures for the minimum EF. It is 
concluded that the hydrological methods are more consistent with the result of maximum curvature method in 
Varzaneh station than those obtained from the slope curve. The slope curve method may not be useful for arid 
and semi-arid regions suggesting the greatest EF values. 
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ABSTRACT 
  
This study employs a computational fluid dynamics approach to investigate the impact of microbial sources on 
water quality in Swansea Bay, UK. Two models have been set up using TELEMAC-2D and TELEMAC-3D, 
covering the period from October – November 2012. The results indicate the importance of using a high 
horizontal grid resolution in proximity to submerged outfalls to accurately capture the shape of the effluent 
plume. The 3D model was able to accurately capture variations in Escherichia coli concentration throughout 
the day whereas the 2D model was incapable. 
 
Keywords: Faecal indicator organisms (FIOs); numerical modelling; designated sampling point (DSP); water quality, 
TELEMAC. 
 
 
1 INTRODUCTION   

The revised Bathing Water Directive (rBWD) (2006/7/EC) requires the monitoring of two Faecal Indicator 
Organisms (FIOs); intestinal enterococci (IE) and Escherichia coli (E.coli), to determine compliance of a 
bathing water with the specified standard. These organisms are present in the gut of warm blooded animals 
and are a flag for faecal contamination, which can be attributed to bathers contracting gastroenteritis (Kay et. 
al., 1994; Cabelli et. al., 1982). In the event of reduced or unsatisfactory water quality, source apportionment 
is necessary to identify key inputs with significant detrimental impact. Identification allows local authorities to 
focus resources on the reduction of source loading at specific locations enabling cost-effective improvements 
in water quality.   

Swansea Bay is a popular tourist location and bathing site in the Severn Estuary, South Wales, UK, (see 
Figure 1). Sources of faecal matter include combined sewer overflow spills, long sea outfalls, excrement from 
the local seabird population and diffuse pollution from agricultural sources upstream of the main estuaries.  

In order to monitor compliance with the European Directive, water quality samples are taken intermittently 
throughout the bathing season. To ensure comparability between samples, readings are taken at a single 
location, the designated sampling point (DSP), which is assumed representative of the whole bay. However, 
to account for the large tidal range experienced in the Severn Estuary, sampling is in fact carried out along a 
1.5km transect perpendicular from the DSP on the beach front, see Figure 2(a); samples are taken in knee 
deep water, the distance from the beach front dependent on the phase of the tide.   

Not only do samples taken at a high or low tide show different levels of FIOs but samples taken during 
the flood or ebb tide also show notable variation. This is partly due to the dilution effect caused by the release 
of effluent during high water. Previous sampling studies have also shown a diurnal pattern in IE concentration, 
with elevated concentrations during the morning and evening (Smart Coasts, 2013). Given the similar decay 
characteristics of IE and E.coli, the latter can also be considered to demonstrate a similar temporal variation.  

The flow within the bay is predominantly driven by a large recirculation eddy caused by a headland to the 
west of the region, Mumbles Head. As a result of this complex flow regime, the large tidal range and varied 
sampling location, it is difficult to determine which faecal sources have the most significant impact on the bay 
throughout the day. 

It is clear that a single DSP with a location dependent on the time of sampling, as is currently practiced, 
may not provide readings representative of the whole bathing water. This argument is strengthened when 
considering the degree to which the DSP is subject to local effects, whereby small inputs have a detrimental 
effect on water quality in the vicinity of the DSP while having little to no impact elsewhere in the bay.  

This paper forms part of an ongoing body of research to study the suitability of the DSP as a 
representative location. For simplicity, this paper focuses on the impact of E.coli though findings are 
transferrable to studies focusing on IE. TELEMAC-2D and TELEMAC-3D, developed by Électricité de France 
(Hervouet, 2007), are widely used in water quality studies (Bedri et. al., 2011; Kopmann and Markofsky, 2000) 
and have been used here to carry out depth-averaged and three dimensional hydrodynamic simulations 
respectively. 
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2 METHODOLOGY 
 
2.1 Computational setup 

 This study uses both TELEMAC-2D and TELEMAC-3D to solve the shallow water equations. The 
principal advantage of the TELEMAC suite for this study is its use of an unstructured mesh. This has the 
ability to adapt to irregular boundaries and allows a variable grid resolution throughout the domain. The 2D 
grid is shown in Figure 1; cell size varies from 1000m throughout the domain to 25m in Swansea Bay. An 
open boundary with a tidal forcing is imposed along the westward edge of the domain where the Severn 
Estuary / Bristol Channel meets the Celtic Sea. Following the analysis of the results from this model, two 
further 2D grids were developed with a resolution of 50m and 5m in Swansea Bay, see Section 3.2.  
 

 
Figure 1. Unstructured computational mesh of the Severn Estuary with interpolated bathymetry (m above / 
below Mean Sea Level (MSL)) and position of Swansea Bay within the Severn Estuary. Black dots indicate 
the location of Hinkley Point tide gauge and ADCP survey point L4 used for hydrodynamic validation, see 
Section 3.1. 
 

 The 3D model uses 5 sigma layers in the vertical axis, with a lower grid resolution of 50m within the bay 
to reduce the total computational load; 13331 nodes and 264237 elements in each horizontal layer, 66655 
nodes and 1321185 elements in total. While the 2D grid includes the main estuary flowing into the bay, this 
was excluded from the 3D model to reduce unnecessary vertical refinement within the river reach (see Figure 
2).  
 
2.2 FIO modelling 

 In total, the bay is subject to 85 inputs; 42 sources of surface water, 42 sources of sewage effluent and 1 
industrial effluent discharge. Collected as part of the Smart Coasts Sustainable Communities project (Smart 
Coasts, 2013), data is available from 21/10/2012 to 19/11/2012 detailing E.coli inputs into the bay in 15 minute 
intervals. This covers the primary surface water and sewage discharges into the bay; data was unavailable for 
combined sewer overflows (CSOs) discharges. Sources discharging into the three main estuaries of the bay; 
Tawe, Neath and Afan, were lumped at their most downstream location for simplification, reducing the number 
of inputs to 15; see Figure 2(b).   
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Bacterial decay is known to be a function of temperature, light intensity, salinity, sediment interactions 

and predation and is not constant throughout the day (Bedri et. al., 2016; Perkins et. al., 2016; de Brauwere 
et. al., 2014; Schnauder et. al., 2007; Kay et. al., 2005). This study uses a simplified approach whereby the 
decay rate is considered a first order reaction, considering the time taken for a 90% reduction in 
concentration; T90 (Guillaud et. al., 1997). A constant decay rate with a T90 value of 30h was used in both 2D 
and 3D cases. This was selected as a conservative value to aid initial set up and calibration and does not 
necessarily reflect the decay processes observed within Swansea Bay. This will be the focus of future 
research stemming from this study.  

 
3 RESULTS 
 
3.1 Hydrodynamic validation 

 Figures 3 and 5 show good agreement between simulated and observed water levels at Hinkley Point 
(see Figure 1) for both 2D and 3D simulations. Figures 3 and 4 show good agreement between simulated 
velocities and water levels and those recorded during an ADCP survey of Swansea Bay in July – August 
2012. Validation was also carried out at additional locations in the Severn Estuary and Swansea Bay but has 
been excluded from this paper for brevity.  

 
Figure 3. Time series of water levels predicted by TELEMAC-2D and measured data at British Oceanographic 

Data Centre (BODC) Hinkley Point tide gauge (top) and ADCP survey site L4 (bottom), (see Figure 1). 

Figure 2 (a) Location of the DSP and DSP transect within Swansea Bay (b) Lumped E.coli inputs 
implemented within the 2D model, including Swansea Long Sea Outfall (LSO). The red lines indicate 

the 3D and 2D domain boundaries, respectively 

DSP Transect 

DSP  

2km 2km 

Swansea LSO 

(a) (b) 
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Figure 4. Time series of velocity components predicted by TELEMAC-2D and measured ADCP data at survey 

site L4 (see Figure 1). 

 
Figure 5. Time series of water levels predicted by TELEMAC-3D and measured data at British Oceanographic 

Data Centre (BODC) Hinkley Point tide gauge (see Figure 1). 
 
3.2 FIO analysis 

Data of E.coli concentrations throughout the day is available from a measurement survey carried out on 
15/11/2012 for the Smart Coasts (2013) project. Figures 6 and 7 show the 2D simulated and measured 
concentration of E.coli at Site 1, located within 400m of Swansea Sewage Treatment Works Long Sea Outfall 
(LSO), see Figures 2(b) and 9. 

Due to computational limitations, the 2D model was not run for an extended duration to coincide with the 
measurement survey and the two time series are not directly comparable. However, two observations can be 
made. Firstly, the model does not predict E.coli concentrations comparable with those observed by an order of 
magnitude. Secondly, while the model appears capable of capturing the peak in E.coli concentration, this is a 
diurnal occurrence suggesting a tidal influence whereas a singular event is captured in the measured data. 
Both could be attributed to the temporal difference in the data sets, however, further investigation is required 
to determine the extent to which this is the case. 

Comparison between simulated and measured E.coli concentrations at the DSP are not shown due to 
differences of three orders of magnitude between the two data sets, indicating that the 2D model is incapable 
predicting water quality at this location. Further investigation into this is to be made in future research.  
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3.2.1High Resolution 2D Modelling of Swansea Long Sea Outfall 
 To better understand the advection of E.coli plumes within the bay and the potentially inaccurate results 
previously discussed, two new 2D domains were set up. In each case, the grid was refined to 50m and 5m, 
respectively in the region surrounding Site 1 and Swansea LSO. Focusing on deep water ignores any 
localised nearshore effects that may occur at the DSP due to repeated wetting / drying and the proximity to 
multiple beach outlets. The two grids (50m and 5m) contain 86407 nodes and 170917 elements, 331407 
nodes and 660927 elements, respectively. Results from each simulation are shown in Figure 8. River 
discharges are not considered to have an impact on water quality at Site 1 and have been excluded in order to 
isolate the impact of grid resolution on advection of the plume from Swansea LSO. 

A significant variation in the simulated E.coli concentration can be seen in response to changes in the 
grid resolution. While the results obtained from (a) give an indication of the temporal variation, they do not 
predict all peaks, of which the relative magnitude is more pronounced in (b) and (c) compared to the lower 
concentration observed throughout the majority of each day (see Figure 8). This can be attributed to numerical 
diffusion whereby a fixed concentration of E.coli released into a computational cell will be instantaneously 
reduced based on the volume of the cell, dampening the response. Parallels can be drawn between this 
concept and that which occurs when using finite element methods as in TELEMAC-2D.  

In addition, during the differencing step carried out to calculate the dispersion of E.coli between adjacent 
cells, a lower grid resolution results in the distribution of E.coli over a larger area. This can be seen in Figure 9 
in the shape of the plume released from Swansea LSO in each case. At the time step shown the simulated 
E.coli concentrations at Site 1 for the 50m, 25m and 5m resolution grids are 15 cfu/100ml, 26 cfu/100ml and 
46 cfu/100ml, respectively. The effluent plume is more defined when using a higher grid resolution, predicting 
a higher E.coli concentration at a given time as the plume passes a fixed observation point.  

Focusing on the results from (c) at Site 1, there is a strong correlation between the time of high tide and 
the peaks in E.coli concentration (above 50 cfu/100ml), see Figure 10. The absence of such a correlation at 
midday on 24th October (day 298) can be attributed to a reduced discharge from Swansea LSO; 0.03 m3/s, 
compared to an average of 0.4 m3/s over the entire time series, resulting in a significant reduction in 
concentration.  

Figure 6 E.coli concentration at Site 1 predicted by
the 2D model, from 21/10/2012 (day 295)  

Figure 7 Measured E.coli concentration at Site 1 
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Figure 8. Plot of modelled E.coli concentration at Site 1 for 2D grids of; (a) 50m, (b) 25m and (c) 5m 

resolution around Site 1 and Swansea LSO. 
 

 

 
Figure 9. Effluent plume released from Swansea LSO observed at high tide +1 hour, for 2D grids of; (a) 50m 

(b) 25m (c) 5m resolution. Black dot = Site 1. 
 

 

 
Figure 10. Tidal phase and modelled E.coli concentration at Site 1 using model (c). 
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3.2.2 3D Modelling  

Vertically averaged E.coli concentrations predicted by TELEMAC-3D are shown in Figures 11 and 12. 
Considering Figure 11, although the model does not predict the spike in E.coli concentration measured on 
15/11/2012, it predicts concentrations of a similar magnitude to those recorded throughout the remainder of 
the day. This suggests an important source or transport process is missing from the model. For example, a 
tidally dominated effluent plume as seen in Figures 8, 9 and 10.  

Inspection of the model input series shows that from 28/10/2012 (day 302) onwards the magnitude of 
flow and E.coli load inputs to the bay increase to persistently higher levels in both sewage releases and 
surface water discharges, the outcome of which is reflected in Figure 11. Given the time of year, this is typical 
of storm events in the UK which are known to increase bacterial levels in receiving water bodies (Bedri et. al., 
2016; deBrauwere et. al., 2014; Schnauder et. al. 2007). 

While this highlights the importance of running the 2D model for a longer duration as a progression of this 
research, it is of note that there are remarkable differences in the modelled response prior to this point, 
specifically in relation to model (b), Figure 6. In contrast to the defined peaks predicted by the 2D model, those 
predicted by the 3D model are more frequent and less defined. As the simulation progresses, it is those which 
coincide with the ebb tide that become more pronounced suggesting influence from another source than 
Swansea LSO and potential flow stratification which is not captured by the 2D model.  

 

 
Figure 11. Vertically averaged E.coli concentration predicted by TELEMAC-3D at Site 1. 

 
Figure 12 shows the vertically averaged E.coli concentration along the DSP transect; the observation 

location at the shoreline moving with the tidal cycle. Simulated levels of E.coli are of an order of magnitude 
with and show good correlation to the measured data indicating the 3D model is capable of accurately 
predicting the E.coli concentration at the DSP.  

 
Figure 12. 2D Averaged results from the 3D model of E.coli concentration along the DSP transect. 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2735



  
          

  

 

4 CONCLUSIONS 
Two hydrodynamic models were set up to investigate the impact of bacterial sources on water quality 

within Swansea Bay, UK. Simulations were carried out using TELEMAC-2D and TELEMAC-3D respectively to 
predict the concentration of E.coli within the bay, treating the decay rate as constant. Further simulations are 
necessary to confirm the extent to which the 2D model is capable of predicting water quality within the bay, 
however, results indicate that it cannot capture the influence of all sources. Results from the 3D model are 
encouraging and indicate the ability of the model to accurately predict E.coli concentrations at the nearshore 
DSP. Offshore results indicate that further refinement of the model is required.  

In addition, the 2D model was refined in the region surrounding Swansea Sewage Treatment Works Long 
Sea Outfall to study the impact of grid resolution on the advection and diffusion of the effluent plume. It has 
been shown that simulated E.coli concentrations are strongly correlated with grid resolution. Higher resolution 
models are able to capture the transport of the plume throughout the tidal cycle better, resulting in higher peak 
concentrations when the plume passes an observation point.   
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ABSTRACT 
  
Due to the complexity in cross section, flow in a compound channel is completely different from that in a 
simple channel. The presence of vegetation over floodplains increases the level of complexity. In this paper, 
the effects of the floodplain vegetation density as well as relative flow depth on the longitudinal dispersion 
coefficient in an asymmetric compound channel are studied. A 10% solution of Potassium Permanganate is 
used as a tracer. Using image processing technique, variations of the tracer concentration at the three 
sections downstream of the release point are measured. The standard moment method has been used for 
calculation of the longitudinal dispersion coefficient in each section. The results showed that the 
dimensionless form of the longitudinal dispersion coefficient increases and decreases with relative flow depth 
as well as vegetation density, in the main channel and over the floodplain, respectively   
  
Keywords: River; pollution transport; water quality; vegetation; flow relative depth. 
  
 
1 INTRODUCTION    
 Rivers are among the natural resources affect the life in adjacent areas. When a contaminant is released 
into the river, it will be vertically and laterally well-mixed. Then, longitudinal dispersion becomes the principal 
mechanism responsible for spreading the contaminant cloud and for reducing high concentrations. 
Longitudinal dispersion is an important process in pollution transport in natural or manmade waterways. In its 
most general form, the one-dimensional transport of solutes can be described using the advection–dispersion 
equation (ADE) as: 
 
 ∂C

∂t
+U

∂C

∂x
=K

∂2C

∂x2  
     [1] 
 

 
where C is the contaminant concentration is the mean flow velocity, K is the longitudinal dispersion coefficient 
and x and t represent space and time respectively. 
 An accurate prediction of the longitudinal dispersion coefficient (K) is necessary to control the levels of 
pollution in sections of rivers kilometers long. Hence, it is of great interest to ecologists, river managers, and 
environmental engineers. Many factors such as the flow conditions, channel geometry and obstructions, and 
effluent discharge affect the value of K. The longitudinal dispersion is principally associated to the velocity-
shear generated by vertical or horizontal velocity gradients in the flow. These shear flows are influenced by 
turbulent mixing as well as molecular motion. Several researchers have studied the dispersion process. 
Currently, it is possible to estimate the longitudinal dispersion coefficient with available empirical formulas, 
analytical formulations or conducting costly field tracer tests. However, some studies have shown that the 
empirical formulas can predict the longitudinal dispersion coefficient within an order of magnitude.  
 Natural rivers mostly have a compound cross section consisting of a narrow main channel bordered by 
one or two floodplains. The difference in flow velocity between the main channel and the floodplain produces 
strong lateral shear layers (Shiono and Knight, 1991). Hence, the flow structure in compound channels is 
much more complicated compared to simple channels. So, precise measurements of velocity components and 
contaminant transport in compound channels in field conditions are very challenging. Therefore, many studies 
are still placed on the well-focused laboratory measurements. A schematic view of an asymmetric compound 
channel (i.e. a compound channel with one floodplain placed adjacent the main channel) is shown in Figure 1. 
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Figure 1. Schematic view of an asymmetric compound channel showing transverse velocity distribution and 

transitional vortices at the interface between main channel and floodplain. 
 
 The strong interaction at the interface between the high velocity main channel flow and the slower 
floodplain flow, transfer momentum from the main channel to the floodplains (Shiono and Knight, 1991). The 
interaction has a considerable effect on the flow structure, channel conveyance and pollutant transport. 
However, few of the previous studies have considered the effect of complexity of the cross section on the 
longitudinal dispersion coefficient. Some researchers have developed numerical and analytical models to 
predict the contaminant transport in compound channels (for example: Prinos, 1992; Djordjevic, 1993; Shiono 
et al., 2003; Shiono and Feng, 2003). However, due to the complex flow structure and strong secondary 
currents, the investigations needs to be improved by more studies. 
 Floodplains are usually covered with various types of vegetation. In recent years, river engineers prefer 
to implement innovative scenarios to combine methods to prevent the surroundings from inundating and 
stimulating ecological roles simultaneously. These goals can be achieved by preserving natural riverbank and 
floodplain vegetation (Järvelä, 2002), which are called bioengineering techniques. Floodplain vegetation have 
an effective contribution on the flow hydraulics and pollutant transport (Hamidifar et al., 2013; 2015). Usually, 
vegetation reduces the mean flow velocity and bed shear stress (Nepf, 1999; Bennett et al., 2002; Hopkinson 
and Nepf, 1999). Some studies have showed that the presence of vegetation on the floodplain increases the 
turbulence level at the interface of the main channel and the vegetated floodplain (McBridge et al., 2007; Yang 
et al., 2007). 
 Also, vegetation affects flow structure depending its type, density, flexibility, submergence, frontal area, 
etc. (Stone and Shen, 2002; Järvelä, 2002; Wilson et al., 2006). Vegetation density have a major impact on 
flow velocity by increasing or decreasing the frontal area (Petryk and Bosmajian, 1975). As velocity 
distribution is the key parameter in longitudinal dispersion of pollutants in waterways, the effects of presence 
of vegetation on pollutant transport must be well understood. In this paper, the effects of flow depth and 
vegetation density on the longitudinal dispersion coefficient are investigated experimentally. 
   
2 MATERIALS AND METHODS 
 The experimental setup is completely described in Hamidifar et al. (2015) with the main characteristics of 
the experimental setup are briefly recalled here. The present experiments have been carried out using a 
rectangular flume 18 m long, 0.9 m wide and 0.6 m high. The flume cross section composed of a main 
channel 0.45 m wide, 0.14 m high and a flat floodplain o.45 m wide forming an asymmetric compound 
channel. A calibrated rectangular sharp crested weir was used to measure the discharge. 
 

 
Figure 2. Schematic view of the experimental setup. 
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 A sideways-looking Nortek Vectrino+ Acoustic Doppler Velocimeter (ADV) with a sample frequency rate 
of 200 Hz and sampling duration of 120 s was used to measure three-dimensional instantaneous velocities. A 
schematic sketch of the experimental setup is shown in Figure 2. A 10 g/L solution of Potassium 
permanganate was used as a tracer. The tracer was injected suddenly using a half-tube filled with the dye 
solution and released uniformly across the flume width. The injection section was taken sufficiently far 
downstream of the start of the flume such that the flow was fully developed which is determined by the 
measured velocity profiles. The spreading of the tracer cloud was recorded at three locations 4.00, 6.44 and 
8.88 m downstream of the injection point using three digital video capturing cameras. Then, the captured 
videos were used to extract image sequences. 
 Image processing as a modern technique is used by many researchers in pollutant transport studies 
(Sullivan, 1996; Nepf et al., 1997; Nepf, 1999). In this technique, the Beer–Lambert Law is used to relate the 
pixel intensity to the dye concentration. The Beer–Lambert Law can be written as: 
 
 log(I0/I)=ϵbC     [2] 
 
where I0 and I are the initial and final pixel intensity, respectively, ε is the, b the path length over which the 
light is attenuated and C the contaminant concentration. The standard moment method has been used for 
calculation of the longitudinal dispersion coefficient in three sections. A total of 12 experiments were 
conducted with three different flow relative depths (Dr), defined as the ratio of flow depth over the floodplain to 
that in the main channel and three vegetation (φ), defined as the percentage of the bed are covered with 
vegetation in plan view. 

  
3 RESULTS AND DISCUSSION 
 Using the Buckingham theory, the longitudinal dispersion coefficient (K) is nondimensionalized with 
(U*H), where U* and H are the bed shear velocity and flow depth respectively. Variations of the K/U*H in the 
main channel are shown in Figure 3 for different relative flow depths and vegetation density. It is seen in 
Figure 3 that for a given flow relative depth, the dimensionless longitudinal dispersion coefficient increases 
with vegetation density (φ). Also, the dimensionless longitudinal dispersion coefficient increases generally with 
flow relative depth. 

 

 
Figure 3. Variations of K /U*H in the main channel against Dr and φ. 

 
Figure 4 shows the variations of the K/U*H over the floodplain. Unlike the trend of variations of K/U*H in 

the main channel, the nondimensional longitudinal dispersion coefficient over the floodplain decreases with 
both flow relative depth and vegetation density. The decreasing trend of K/U*H can be attributed to the fact 
that as the vegetation density increases, the flow is more diverted from the floodplain toward the main 
channel. This leads to an increase in the flow velocity in the main channel while the flow velocity over the 
floodplain decreases. Also, the velocity distribution over the floodplain becomes more uniform across the 
floodplain width. Consequently, the shear flow as an important factor for enhancement of the longitudinal 
dispersion decreases. It can be seen in Figure 4 that the maximum value of the vegetation density in the 
present study (φ=3.14%) gives the minimum value of the K/U*H.  
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Figure 4. Variations of K /U*H over the floodplain against Dr and φ. 

 
 The decreasing trend of K/U*H with flow relative depth may seem inconsistent with the previous studies. 
Generally, it is reported in the literature that the longitudinal dispersion coefficient increases with flow depth 
(Fischer et al., 1979,). It should be noted that the trend of variations of K may be completely different to that of 
K/U*H. Considering the nondimensional longitudinal dispersion coefficient, it can be seen that the as the flow 
depth increases, K/U*H decreases. However, due to the greater values of K in the main channel, the 
contribution of flow depth in the variations of K/U*H is not very considerable compared to the K value. Hence, 
as observed in Figure 3, the nondimensional longitudinal dispersion coefficient increases with flow relative 
depth in the main channel while it decreases over the floodplain. 
 
4 CONCLUSIONS 
 Estimating the longitudinal dispersion coefficient is of great interest to environmental river engineers 
involved in river water pollution control. Water quality is severely influenced by the presence of vegetation. 
Vegetation density have a great influence on the fate and transport of contaminants in rivers. In this paper, the 
effects of flow relative depth as well as vegetation density on the longitudinal dispersion coefficient in an 
asymmetric compound channel were investigated experimentally. The results showed that the nondimensional 
longitudinal dispersion coefficient in the main channel increases with both the flow relative depth and 
vegetation density. On the other hand, due to the presence of vegetation over the floodplain, the flow alters 
toward the main channel and hence a fairly tranquil flow with a relatively uniform velocity distribution develops 
on the floodplain. The uniform velocity distribution results in a reduction of nondimensional longitudinal 
dispersion coefficient with vegetation density.  
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ABSTRACT 
 
Several recent advances have been made on the development of numerical simulations for the flow dynamics 
on the hyporheic zone of rivers, generally for the interaction of a channel flow over a permeable bed, where 
the mixing of surface and subsurface water is evident. This work has taken into account a quick revision of the 
different conceptual and numerical applications of these advances, identifying their different assumptions and 
simplifications, such as unidimensional models of velocity fluctuation and coupled models of turbulent and 
laminar flow regimes. Special interest is shown in how the interface between the turbulent surface flow and 
the laminar flow in the porous media is managed, and the impacts of the imposed boundary conditions on the 
velocity and pressure fields. Consequently, a two-dimensional numerical model has been proposed and 
implemented in the CFD package OpenFOAM® adopting the existence of pressure and velocity fluctuations 
coming from the turbulent surface flow of an idealized river, assuming a whole uninterrupted computational 
domain containing both surface and porous flows, and characterizing the porous river bed using an apparent 
viscosity as a continuous space that represents the tortuosity of the flow inside the porous matrix. The case of 
study is a flow over a trapezoidal obstacle in order to visualize and quantify the dissipation of the velocity 
when entering into the porous bed, as well as to characterize the flow path within the hyporheic zone. Finally, 
a discussion is made on the evident impact of the different initial and boundary conditions evaluated, and on 
the nature of the transitional damping zone of the velocity and pressure fluctuations between the surface and 
porous spaces. 

 
Keywords: Hyporheic zone; numerical simulation; apparent viscosity; surface water – groundwater interaction. 
 
1 INTRODUCTION 
 Hyporheic flows are important for the environmental stability of fluvial aquatic ecosystems and an 
essential factor for the equilibrium in a river corridor. The mixing of surface water and groundwater in this zone 
provides the exchanges of nutrients and gases, basic inputs for the life development (Boano et al., 2014; 
Cardenas, 2015). This approach can be understood as a solute transport problem, but in order to characterize 
these solutes exchanges between the surface and the ground flows, from a numerical simulation point of view, 
the hydrodynamics must be first defined.  
 These exchanges due to the hyporheic flows are present at a very wide scale and defining an exact limit 
to their importance might be quite complex (Bencala, 2000). However, the present model is focused at the 
small scales for hyporheic exchanges, where hydrodynamic drivers are the main causes of flow between the 
surface and permeable beds, particularly turbulence of the free surface flow (Boano et al., 2014). At this scale 
of interest, turbulence is the main driver for the exchange between the surface flow and the permeable bed.  
 For the hyporheic zone hydrodynamic problem, a conciliation between two different flow regimes has to 
be made: the free surface flow whose velocity fields is clearly distorted by the turbulence effects, and a porous 
region usually assumed as a region of laminar flow. However, turbulence near a permeable wall is dominated 
by vortical structures, which are the culprits for the momentum exchanges between the channel and the 
permeable bed (Breugem et al., 2006). 
 Some approaches to simulate this hydrodynamic behavior have been developed, in this work they have 
been subdivided in two main categories: 
 
1.1 Unidimensional Models of Velocity Attenuation: 
 Higashino and Stefan (2008) proposed a model for the damping of a theorized vertical velocity pulse 
trough a porous medium, as it is schematized in the Figure 1. For their model, it was assumed that the 
pressure distribution in the domain corresponded to a hydrostatic condition, thus the model would require the 
solution of the Burgers equation instead of the Navier-Stokes momentum conservation equation. Evidently, in 
a unidimensional model the solution for the mass conservation term becomes trivial, so in all the approaches 
of this category, incompressibility of the flow and mass conservation are left aside. Higashino solved the 
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Burgers equation by adding to the diffusion term, the concept of apparent viscosity, whose deduction and 
analysis is delved into later.  
 The top limit of the domain in the models of this category correspond to the immediate free surface – 
porous bed interface. The boundary condition at this limit is a theorized velocity pulse, represented by a 
sinusoidal pulse (Higashino and Stefan, 2008; Penaloza-Giraldo,et al., 2015) or by field gathered data like an 
ADV vertical velocity signal (Preziosi-Ribero et al., 2016). Peñaloza-Giraldo (2015) solved a similar problem 
for the dissipation of a velocity pulse through a viscous interface, solving the Burgers equation by introducing 
a high-order SMPM numeral scheme. 
 

 
Figure 1. Study domain for the Unidimensional Velocity Attenuation Models 

 
1.2 Coupled Multidomain Models 
 This category gathers the approaches to the problem where both surface and sub-superficial regimes are 
taken into account. A bidimensional approach of the problem was presented by Cardenas and Wilson (2007), 
in which the porous bed was assumed as a completely laminar regime. A no-slip condition was imposed on 
the interface between the surface water and the bed, hence, only the pressure field calculated on the surface 
would determine the flow under that limit. It is to be noticed that in this approach, the information can only 
travel from the surface domain to the porous domain, but not in the other direction, so an important 
assumption in this model is the independence of the surface flow regarding the flows underneath.  
 Discacciati et al. (2002) presented an analysis made for the coupling of the Navier-Stokes equations 
used in solving a surface flow hydrodynamics and the Darcy’s law which describes the laminar flow expected 
inside a porous region. The no-slip condition between the two subdomains was rejected because both the 
velocity and pressure fields at the surface and inside the permeable bed interact simultaneously with each 
other. Hence, both the velocity and pressure fields at the bottom of the surface subdomain must be equal to 
the velocity and pressure fields at the top of the porous domain. But the existence of an attenuation zone was 
neglected because at the very top of the porous domain, it was assumed the validity of the Darcy’s law, 
meaning that a laminar flow is assumed for the whole porous medium.  
 Lara et al. (2010) presented a three dimensional model to calculate the interaction of waves and porous 
coastal interaction. Even though it was not the same described problem of a channel flow over a porous bed, 
it solved the same set of Navier Stokes equations that describe surface flow. In this model, the authors solved 
the hydrodynamics inside the porous subdomain by a Volume Averaged Reynolds Averaged Navier Stokes 
equations (VARANS), which characterize the porous media by its porosity and a Forchheimer coefficients. 
This model was corroborated with experimental measurements, showing that their numerical approach was a 
good approximation for homogeneous porosity problems.  
 Breugem et al. (2006) have studied the influence of the permeability of the bed beneath a surface flow by 
simulating a flume via DNS in order to capture the dynamics of turbulence. The flow through the permeable 
bed was resolved using a Volume Average Navier Stokes (VANS) set of equations where the porosity and the 
particle size defined the porous subdomain. It was found that the velocity profile inside the permeable bed 
would decrease exponentially due to the diffusion of momentum and a removal of it. Another DNS simulation 
of turbulence was developed by Rosti et al. (2015) using the same approach of VANS for the porous media 
and a pseudo-spectral numeric scheme.  
 Finally, Silva et al. (2016) presented an approach similar to the model proposed in this paper, in which 
they solved the RANS equations for both the surface and permeable-bed domains, penalizing the flow in the 
porous bed by adding a momentum source term defined by means of the Forchheimer equation that takes into 
account the porosity and the particle size simulated. 
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2 MODEL OF COUPLED SURFACE AND POROUS SPACES 
 In general terms, the proposed model by the authors is the solution of the Reynolds Averaged Navier 
Stokes equations in an uninterrupted domain that contains both superficial and porous regions. The continuity 
of the solution of the velocity and pressure fields is guaranteed at the interface between the two regions, but 
the flow development on the porous region is restricted by a higher diffusivity term, similar to the Higashino’s 
approach. Figure 2 shows these assumptions for the proposed model: ݑ is the velocity and ܲ is the pressure, 
the subindexs ݏ, ݈ and  represent the superficial region, the interface and the porous domain respectively. ߥ 
is the viscosity of the water and ߥ is an apparent viscosity with which the porous medium will be represented.  
 

 
Figure 2. Study domain and main assumptions for the Proposed Model 

 
2.1 Governing Equations 
 The starting point for this development is the Navier-Stokes equations for momentum and mass 
conservation for an incompressible flow. In Equations 1 and 2, ࢛ correspond to the velocity vector, ߩ to the 
fluid’s density, ܲ to pressure and ݃ to the gravitational acceleration. 
 
࢛߲ 

ݐ߲
 ሺ࢛ ∙ ࢛ሻ െ ࢛ଶߥ ൌ െ

1
ߩ
ܲ  ݃ [1] 

 
  ∙ ࢛ ൌ 0 [2] 
   
 For a surface flow, the diffusion term, ߥ corresponds to the kinematic viscosity of the fluid, in this case it is 
assumed constant with ߥ ൌ ߥ ൌ 10ି	݉ଶ/ݏ as value. But for the region in the domain where the porous 
region can be founded, this diffusion takes a greater value, simulating the tortuosity of the flow, hence 
restricting the velocity field. Therefore, at the porous subdomain ߥ will be equal to the apparent viscosity	ߥ.  
 
2.2 Apparent Viscosity 
  is a diffusive term that emulates the effects of the tortuosity of the porous medium, representing theߥ 
difficulty for the water to flow through an obstructed medium as a porous matrix. The relationship between this 
fictitious parameter and the characteristics of the porous medium is given by considering as true two different 
laminar flow models. One is to assume the porous media as a capillary tube model and the other is the 
approach of the hydraulic radius models, from which the Kozeny-Carman equation is deduced (Bear, 1970). 
Combining this two approaches, the expression used at the unidimensional approaches for calculating the 
apparent viscosity is found, as seen in Equation 3. It is important to note that this expression can lead to 
values of apparent viscosity lower than the molecular viscosity of the water, which is the lowest limit for this 
diffusion term. 
 
 

ߥ ൌ 5.625 ߥ 
݀
݀௦݁

൨
ଶ

 [3] 
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 In Equation 3, ݁ represents the voids ratio, ݀ the pore length and ݀௦ the solid particle size. This equation 
is written in furtherance to show that the apparent viscosity can be calculated from two ratios measured from a 
porous medium: the voids ratio, known as the relation between the volume of pores (voids) and the volume of 
solids, and the pore size-particle size ratio. For the volumetric ratio, a smaller porosity will result in a higher 
apparent viscosity, but to a bigger pore size, the flow will be slower in the porous media. Although 
counterintuitive, this is consistent regarding the capillary tube model taken into account. Notwithstanding the 
aforementioned relation, this equation shows a parabolic relation	ܲ݁ݎ	ݐ݄݃݊݁ܮଶ ∝  ., exhibited in the Figure 3ߥ/1	
 

 
Figure 3. Relationship between the voids-ratio, pore-particle size ratio and the apparent viscosity 

 
 For a sand and gravel mixture, the porosity can vary between 20 – 30% (0.25 – 0.43 void ratio) (Fetter, 
2001). For a polydisperse sand, this value tends to fall between 30 – 35%, although this value might increase 
for larger size particles with untouching faces (Nimmo, 2004) as the case for a high-mountain river. 
Particularly for a sediment bed on a river, this sediment porosity can be calculated from semi empirical 
formulations as a function of the mean diameter of the sediment mixture (Wu and Wang, 2006). 

 
3 STUDY CASE 

 
3.1 Geometry 
 The simulation executed was the case of a bidimensional 6.10݉ length tilted channel with a trapezoidal 
obstacle at ܺ	 ൌ 	1.10݉ of the same material of the permeable bed. A depth of 0.80݉ of porous media were 
adopted and the computational domain was extended vertically over 0.55݉ for the free surface flow. A steady 
main flow was set by giving a 0.1	݉/ݏ horizontal velocity at the inlet of the domain. A constant 0.01% slope 
was set for the flume. Figure 4 shows the two computational domains set for the problem, blue representing 
the free surface flow and gray the permeable region. A more refined meshing was set near the trapezoidal 
obstacle. The grids in Figures 4(a) and 4(b) differ in the position of the boundary conditions given to the 
porous media, in order to evidence their influence in the resultant flow path inside the bed.  
 
3.2 Boundary and Initial Conditions 
 In terms of the velocity, it was set to a permanent horizontal velocity of 0.1m/s at the inlet and a zero 
gradient condition was set at the free surface flow outlet. No-slip conditions were set for the lower limit of the 
computational domain and the side limits of the porous region. For the computational domain shown in Figure 
4(a), it has also been analyzed, the effect of a Newmann type boundary condition (BC) set at the right side of  
the porous domain, identified as BC_3, allowing the outlet to be the entire right face of the domain. Finally, a 
hydrostatic condition was set for the initial pressure field. For closure, the RANS equations were used to 
describe the effects of the turbulence in the entire computational domain, having a k-epsilon turbulence model 
proposed for this purpose. Table 1 shows the three different boundary conditions sets analyzed in this work. 
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(a) 
 

 

 
(b)  

  
Figure 4. Computational Domains 

 
 

Table 1. Boundary Condition Cases 

BC CASE 
COMPUTATIONAL 

DOMAIN 
BOUNDARY CONDITION  

AT BC_3 

A Figure 4(a) ࢛ ൌ 0 
B Figure 4(a) ࢛ ൌ 0 
C Figure 4(b) ࢛ ൌ 0 

 
4 RESULTS 
 Figure 5 shows the streamlines and flow directions evidenced for the different cases of boundary 
conditions and for two values of apparent viscosities. Figures 5(a), 5(c) and 5(e) are the result of the 
simulation for an apparent viscosity of 10ିଶ	݉ଶ/ݏ and Figures 5(b), 5(d) and 5(f) for an apparent viscosity of 
10ିହ	݉ଶ/ݏ. As predicted, for higher values of apparent viscosity, the flow through the porous media was more 
restricted than for values close to the molecular viscosity of the water. Formation of large vortexes could be 
evidenced when the apparent viscosity was low. Consistently with the apparent viscosity definition, higher 
values of ߥ could be interpreted as lower values for porosity or void-ratio, however, accordingly with the 
definition aforementioned, the order of magnitude of apparent viscosity for which an non-turbulent flow can be 
developed were given for unrealistic values of porosity and pore-particle size ratios. 
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 Figures 5(a) and 5(b) show the BC case A where the porous region is bounded by a no-slip condition in 
all of its limits, except for interface with the surface flow. This restriction affected the paths of the subsurface 
flow, obligating them to eventually come out as surface flow, independently of the configuration of the 
trapezoidal obstacle. For Figures 5(c) and 5(d), the BC case B was set where the no-slip condition is removed 
for the right frontier, allowing an outlet for the subsurface regions as well as the free surface flow region. As 
represented, the flow paths evidenced before are now given by the channel tilt, so by this restriction no fluid 
can be found returning to the superficial domain, which might be the case for high mountain rivers in areas 
with great longitudinal slopes. Finally, Figures 5(e) and 5(f) represent the BC case C where a no-slip condition 
is set but closer to the trapezoidal obstacle. This exercise shows that the flow paths generated underneath the 
obstacle have a very different behavior than those shown in the figures before, so it is the evident of the 
influence that an imposed Dirichlet boundary condition could have in the simulation of the flow. 

  

(a) (b) 

(c) (d) 

(e) (f) 
Figure 5. Streamlines for the velocity fields in the porous region for different boundary conditions 

 
 The simulation of the flume over an impervious bed has been developed for the same geometry in order 
to show the main differences with the velocity profile that is formed in the free surface region. Figure 6 shows 
the horizontal velocity profiles on four different locations for different values of apparent viscosity and on the 
three cases evaluated. 
 For the three BC cases, the velocity profile at the point before reaching the trapezoidal obstacle 
decelerates due to its presence, with this effect being stronger for the impermeable bed case because the no-
slip condition must be satisfied on the obstacle’s surface. However, when the apparent viscosity of the 
obstacle is smaller than 10ିସ	݉ଶ/ݏ, the deceleration of the main flow is not evident anymore. On the contrary, 
at the interface between regions, a peak velocity can be evidenced as the addition of the surface flow going 
through the porous trapezoid and the preceding inertia of the flow that has already developed under the 
interface. 
 In every value of apparent viscosity and every case studied, the velocity reaches a maximum when the 
bed is impermeable, which is an effect of the continuum principle because the flow is being restricted to a 
tighter geometry, consequently it acquires a higher velocity. 
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Figure 6. Velocity profiles for the BC cases set and different ߥ values on four locations of the stream 

 
 For the BC cases A and B in Figure 6, the behavior of the velocity after the obstacle is similar for the 
impermeable bed and a high value of apparent viscosity. However, for values greater than 10ିଷ	݉ଶ/ݏ, the flow  
behaves almost as a unique flow where the impact of the porous bed presence is no longer evident. This 
gives an idea for the order of magnitude of the apparent viscosity in order to correctly simulate the existence 
of a permeable porous bed. This behavior contradicts the values obtained from Equation (3) when common 
values of voids ratio and pore size particle size ratio are used, which vary only from orders of magnitude 
between 10ିହ	݉ଶ/ݏ and 10ିସ	݉ଶ/ݏ.  
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 For the BC case C in Figure 6, the velocity profiles for the surface region differ from the ones developed 
for the aforementioned computational domain. It can be observed of a higher influence of the obstacle for a 
larger range of values of apparent viscosity, however, as it was shown for the other state of boundary 
conditions, this deflections of the velocity field are not the result of the presence of a permeable bed but are a 
consequence of the restrictions imposed beneath the obstacle. Likewise, the subsurface velocity profiles are 
deflected because of the formation of the vortical structures resultant from the narrowed boundaries in this 
region, and not an effect of the presence of the permeable interface.  
 
5 CONCLUSIONS 
 Numerical simulations of a complete domain containing both free surface flow and porous permeable 
regions have been performed by coupling these two spaces via the diffusive term in the Navier-Stokes 
equations for momentum conservation, adopting an apparent viscosity as a higher diffusion coefficient for the 
momentum transfer inside a porous region and setting different boundary conditions for those cases. A k-
epsilon turbulence model was adopted as closure for the Navier-Stokes equations, allowing the development 
of secondary flows inside the porous region in order to evaluate the appropriateness of the proposed diffusive 
term.  
 It has been shown of a brief state of the art of numerical simulations made for the problem of a free flow 
over a permeable bed and its applications for the particular small scales hyporheic flow of a river where the 
flow exchanges between surface water and groundwater are mainly driven by the turbulence of the flow 
above. In that order, a numerical model has been proposed to recollect the approaches of unidimensional 
velocity attenuation and coupled multidomain models into the bidimensional model described above, 
considering the effects of both pressure and velocity simultaneously in the free surface region and the 
permeable bed.  
 It is clear that the presence of a permeable boundary has a direct effect on the development of the flow 
above because the no-slip condition that would exist for an impermeable bed is no longer restrictive for the 
development of a continuous velocity field. However, a restriction to the flow must exist on the bed surface 
and inside the porous region in order to emulate the tortuosity of the flow. For this model, a diffusive type term 
similar to the viscosity was implemented and it was found that it has to have an order of magnitude of 
10ିଶ	݉ଶ/ݏ in order to clearly emulate the effects of a flow inside a porous media. 
 Nevertheless, this order of magnitude is contradictory with the deduction of apparent viscosity given by 
Higashino and Stefan (2008), but  it has to be taken into account that these definitions were derived from two 
different laminar models for porous media and the proposed model simulates the turbulent flow developed in 
that same media. Further work will be focused to correctly define a diffusive term from the characteristics of a 
permeable bed and evaluate if this only term is enough to correctly describe the flow inside the porous media.  
 Regarding the influence of the boundary conditions. It has been found that a special care has to be taken 
with these restrictions if a numerical simulation is expected to serve as a phenomenological model, because it 
would lead the simulation of the flow only descriptive as just a particular case. For this study case, it was 
shown that the location of the boundaries affected the flow paths inside the porous regions notably, especially 
for the case where a narrowed porous region was imposed. A deeper evaluation of a correct way to impose 
boundary conditions for this kind of numerical simulations is expected to be made in the near future, aside 
from calibrations with physical models.  
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ABSTRACT 
 
This paper proposes the use of the Burgers’ Equation to represent flow in porous channels beds to obtain 
mean velocity profiles to model Hyporheic Flow (HF). The solution was achieved by using a Spectral Multi 
Domain Penalty Method (SMPM), with a fractional step scheme including nonlinear advective and diffusive 
terms, solved using an explicit and an implicit scheme respectively. The model proposed to consider the 
stream bed as the computational domain with homogeneous and isotropic conditions set in the viscous term 
of the equation. The results of this research can be compared with Large Eddy Simulations (LES) and 
different experimental results to evaluate the viability of the use of a continuum model that represents the HF 
accurately. Moreover, the size of the Hyporheic Zone (HZ) can be estimated according to the flow profile 
obtained from the modeling process. The results obtained show that the velocity profile at the top of the 
domain decreases with depth and depends on the viscosity term and the velocity signal used as the model's 
input, as demonstrated in previous studies.  
 
Keywords: Hyporheic flow; hyporheic zone; burgers’ equation; spectral methods; turbulence modeling.  

 
 

1. INTRODUCTION 
 The Hyporheic Zone (HZ) is a key element in the river systems (Boano et al., 2014). In fact, this is the 
place where the Groundwater Surface Water Interactions (GWSWI) take place. In the region where HZ 
contaminants are deposited, nitrogen is removed and biota grows thanks to the various microorganisms and 
processes that are present. Because of these reasons, the HZ has been a subject of study in different 
sciences like Ecology, Hydrology, and Hydrogeology for the last 50 years. Nevertheless, the study of this topic 
poses a challenge to the scientists due to the complexities of heterogeneous media, turbulent processes, and 
the difficulties of obtaining experimental data to validate different models (Buss et al., 2009). 
 The main models used to represent Hyporheic Flow (HF) consist of the coupling of two separate domains 
with Boundary Conditions (BC) that transfer velocity and pressure between them (Discacciati et al., 2002). 
Generally, in the top part of these models, the Navier-Stokes (NS) equations with some simplification are 
solved, and for the porous media, Darcy's Law (DL) is used to estimate the flow (Huang et al., 2008) 
(Cardenas & Wilson, 2007). The velocity range managed in the porous media flow near the free surface flow 
produces a Reynolds number high enough to make DL inaccurate, theoretically speaking (Bear, 1975). 
Furthermore, the presence of momentum transport between media due to turbulent processes is neglected by 
the models proposed. The latter results in underestimation of flow and transport by several orders of 
magnitude due to the changes in flow properties like viscosities and diffusion coefficients (Tennekes & 
Lumley, 1972). Therefore, there is a need for a model that can include the phenomena left behind by previous 
models to characterize and quantify the HF. 
 Some recent models have included the effects of turbulence and velocity fluctuations, like the ones 
developed by Higashino & Stefan (2009) and Peñaloza-Giraldo et al, (2015). In these cases, different velocity 
signals were used as input and their damping along a porous domain was represented. Their results were 
coherent among studies, in the sense that the highest damping of the velocity signal takes part in the top of 
the porous domain, closer to the position where the free surface flow is located. In addition, the dependency of 
the velocity reduction on the viscous term shows that the smaller the resistance to flow, the deeper the 
penetration of a turbulent velocity signal into the media studied (Higashino & Stefan, 2008).  
 Our research's basic aim is to study the expansion of the results presented by Higashino & Stefan ( 2009) 
and Peñaloza-Giraldo et al, (2015) by expanding the one dimensional theoretical model, first to a one-
dimensional model fed by a continuous velocity signal gathered in a high mountain stream, and then using the 
velocity field from a large eddy simulation in a two-dimensional case. For this purpose, we propose the use of 
a Spectral Multi-Domain Penalty Method (SMPM) to solve the Burgers' equation in one and two dimensions.  
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This document presents an analysis of the results obtained for the one-dimensional simulation for various 
cases examined and the proposal of the two-dimensional model fed by a Large Eddy Simulation (LES) being 
currently developed at Northwestern University.  
 This document is set to the following structure: firstly, the governing expression for the physical 
phenomenon is presented. Then, the one-dimensional model is presented with the numerical approach used 
for the solution. After that, the results of different simulations are shown and compared, and finally the two-
dimensional model is proposed with the conditions and the expected results based on the one-dimensional 
results obtained previously.  
 
2. GOVERNING EXPRESSION AND PHYSICAL MODEL 
 
2.1 From Navier-Stokes equations to Burgers' equation 
 The incompressible NS equations [1] are used as the starting point for the numerical model. In these 
equations, ࢛ represents the velocity field, ࡼ the pressure, ࢞the spatial domain and ࢚ the time. The term ࣇ 
used in the equation is the kinematic viscosity coefficient, which is a property of the fluid. When the condition 
of hydrostatic pressure is assumed [2], the pressure term of [1] will be equivalent to the external forces applied 
in the momentum equation and generating Burgers' equation [3]. The pressure in the streamwise and 
transverse direction, for the multidimensional case, are neglected recalling that hydrostatic pressure over a 
horizontal plane is equal in all directions.  
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2.2 Apparent viscosity coefficient 
 The only resistance to flow in the Burgers' equation is the kinematic viscosity of the fluid. In our case, and 
as used by Higashino et al. (2008) and Peñaloza-Giraldo et al. (2015), water kinematic viscosity is replaced by 
an apparent viscosity that is dependent of physical properties of the river bed that is being analyzed in 
equation [4]. The apparent viscosity ࣇ is a function of the kinematic viscosity of the fluid ࣇ, the porosity of the 
riverbed ࣘ, the mean diameter of the sediment ࢊ and the mean separation between particles in the riverbed 
  .(Bear, 1975) ࢙ࢊ
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Figure 1. Apparent viscosity as a function of porosity 
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 Figure 1 shows the relationship between porosity and viscosity for different values of the relationship 
between the mean grain size and the mean separation between grains in the riverbed analyzed. For the sake 
of our model, the values of apparent viscosity are modified between different runs of the model to test its 
sensibility to the change of this parameter. Three values of viscosity were used, i.e. one hundred, one 
thousand and ten thousand times of water kinematic viscosity (.  ൈ ିࢉ/࢙).  
 As it is shown in Figure 1, the apparent viscosity value, in a range of porosity varying 0.4 to 0.8, has 
an order of magnitude that varies between O(10-3) to O(10-1) cm2/s. This value exceeds by nearly three orders 
of magnitude the kinematic viscosity of water, thus the opposition to the flow is higher with the apparent 
viscosity than with the typical kinematic viscosity of water.  
 Regarding the grain size ࢊ and the separation between them, ࢙ࢊ, it is intuitive that the separation is 
smaller than the mean diameter of the particle, hence the term ࢙ࢊ/ࢊ	 is greater than one and tends to 
considerable values in compact riverbeds. As this term grows, the viscosity will increase proportional to its 
square, pointing the importance of the cohesion of the material studied.  
 As regards to the behavior of the apparent viscosity in function of the porosity, it is clear that with low 
values of ࣘ the viscosity will grow asymptotically to the apparent viscosity axis, and when getting close to 1.0, 
the viscous effect caused by the riverbed will cancel this apparent viscosity.  
 
2.3 Velocity signals 
 The velocity signals were captured in the Gualí River, in the municipality of Honda, in Colombia. Time 
series of circa 3 minutes were gathered using an Acoustic Doppler Velocimeter (ADV) near the river bed with 
a sampling frequency of 200 Hz. Figure 2 shows a typical velocity signal gathered in the river. As expected by 
the log law of flow in channels, the magnitude of the velocity in the streamwise direction near the river bed 
approaches to zero.  
 Nevertheless, not all the signals gathered in the field were used for the modeling since some 
measurements were interrupted by large sediments carried by the river that exposed the equipment to 
physical damage. As a matter of fact, for this document only three signals were analyzed and used as input 
for the one-dimensional model.  
 

 

Figure 2. Sample of three velocity signals 

 
3. NUMERICAL MODEL 
 General explanation and mention of the numerical schemes used: The numerical scheme used for the 
modeling of HF is a Spectral Multi Domain Penalty Method (SMPM), which consists of mainly three parts. 
Firstly, the time discretization via a high order Adams-Bashforth scheme, then a linearization and explicit 
solving of the advective term and finally a fully implicit scheme to solve the diffusive part of the code. 
 This is an element based method that has proven to be ideal to solve nonlinear problems due to the 
management of information between nodes, as a result of the discretization of the domain in smaller 
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subdomains that control the transfer of information via filters in their ends. Moreover, the method has faster 
convergence than typical schemes like finite differences or finite volume method.  
 
3.1 Numerical scheme 
 The numerical scheme implemented for solving the Burgers' equation uses the skew-symmetric form for 
the nonlinear term, as shown in equation [5]. 
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The term ࡺሺ࢛ሻ is solved using a high order Adams-Bashfort explicit scheme, and the viscous term of the 
equation ࡸሺ࢛ሻ is solved using an implicit scheme with a GMRES solver due to the non-symmetric 
characteristics of the matrix. Equations [6] and [7] show the schemes solved by the numerical method.  
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The values for the coefficients ࢼ ,ࢻ and ࢽ are used in third order rigidly stable schemes (SS3), and the 
values used were reported in Karniadakis (1991) and Peyret (2002). For further reference, the reader can 
consult the papers by Hesthaven (1997; 1998; 1996) and Peñaloza-Giraldo et al. (2015). 
 
3.2 Computational domain 
 For both cases (one and two dimensional), the mesh used was unstructured, since it is assumed that the 
velocity signal decreases exponentially in the top part of the domain. Taking this into account, it is not 
necessary to have a fine mesh refinement at the bottom of the boundary, where the differences in velocity are 
expected to be minimal with respect to the difference in the top of the domain. Figures 3 and 4 show the 
computational domain used for the one and two dimensional cases respectively.  
 For the one dimensional case, the subdomains had a size that followed an exponential pattern similar to 
the Zeno paradox, i.e.: 0.5, 0.25, 0.125 and so on until the level of 0.03125 times the total vertical domain. 
This discretization allowed the capturing of most the results in the top part of the mesh, where, as it was said 
before, is where velocity damps exponentially. The bottom part of the domain is not as refined, but it has 12 
points between 0.25 and the full domain (quantities are given relative to a total domain of length 1.0). Figure 3 
shows the discretization of the domain used as an exercise for a presentation by Preziosi-Ribero (2016).  
 

 
Figure 3. One-dimensional domain schematic 
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3.3 Boundary conditions 
 Since the domains proposed do not only take account of the porous media in the riverbed without 
considering the free surface flow, the boundary conditions for the top of the proposed models are the velocity 
signals shown in section 2.3. For the one-dimensional case, only the vertical velocity is considered, and is 
imposed as a Drichlet boundary condition. For the bottom boundary condition, the one-dimensional model 
imposes a Neumann boundary condition that sets a zero change of velocity in space. This means that the 
water can flow freely following the natural conditions of groundwater flow. In the results section, the velocities 
in the subsurface are small and can be related with Darcy's flow.  
 
4 RESULTS AND DISCUSSION 
 
4.1 Instantaneous velocity evolution over depth 
 Figure 4 presents the evolution of the velocity signal over the depth of the domain for two different 
apparent viscosities (100 times water mean kinematic viscosity, i.e. .  ൈ ି/࢙ on the left, and 10 000 
times water kinematic viscosity, i.e. . 	 ൈ ି	/࢙ on the right column). The aim of this figure is to track   
 
how the peaks in the input signal are reduced while the velocity pulse travel in depth. As it is expected, the 
deeper the signal is reconstructed, the flatter it is and getting closer to the mean value. There are no 
qualitative differences between the results plotted.  
 For the rest of the document, the values of apparent viscosities used in the numerical simulations will be 
shown in multiples of the mean water kinematic viscosity (ࣇ), i.e. , 	 ൈ ି	/࢙. Hence, a value of 1000 
times water kinematic viscosity will be equivalent to . 	 ൈ ି	/࢙, and will be expressed as ࣇ. 
 

 

Figure 4. Instant velocity reduction over depth for two apparent viscosities (1.5 ൈ 10ିସ	݉ଶ/ݏ (left) and 
1.5 ൈ 10ିଶ	݉ଶ/ݏ	(right)) (100 times and 10 000 times water kinematic viscosity) 

 
4.2 Mean velocity signal damping 

The one-dimensional model results for the mean velocity profiles with different apparent viscosities are 
shown in Figure 5. The ݔ axis shows nondimensional velocity, normalized with the maximum velocity of the 
boundary condition and ݕ axis shows the depth normalized to the maximum depth to collapse the curves. 
There is a velocity reduction after the second subdomain, however, in some profiles, a shape is formed in the 
top part, suggesting that there is a local velocity minimum in the top part of the domain, then an increase of 
the velocity to a local maximum and finally a decrease that goes until the bottom of the domain.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2755



  
          

 

  

As Figure 4 shows, the two orders of magnitude (100 times) difference in the apparent viscosity 
coefficients is not visible by inspecting the results of the velocity signal. Indeed, both columns in this figure are 
similar and there are no concluding facts about their differences. Nonetheless, both viscosities achieve the 
objective of reducing the peaks of the velocity signal until a quasi-steady velocity is reached at the bottom of 
the domain. Hence, the fluctuations of the velocity are suppressed as the depth of the domain increases.  

It is also interesting to observe that the proposed model assumes that the top boundary condition affects 
the whole domain as it is imposed, i.e. there is no lag between the response in the bottom of the domain and 
the fixing of a velocity value on top of it. Thus, our results show that the instant velocity diffuses inside the 
domain rather than traveling inside of it and affecting the bottom parts with some lag. 

The behavior of the mean velocity profiles is not collapsed in Figure 5. However, the shape of the mean 
velocity profiles suggests that there is a reduction of the velocity to a minimum in the top part of the domain, 
followed by an increase and a monotonic decrease. These results can be compared with the results obtained 
from physical experiments by Pokrajac (2013), Manes et al. (2012) and several other researchers in the field 
of turbulence near porous or rough walls. 

Figure 5 shows also that the depth at which the minimum mean velocity is reached depends on the 
apparent viscosity selected for the modeling. Hence, a lower value of viscosity will allow the velocity minimum 
to be found deeper in the domain than with higher values. This result is especially visible in the profiles of 
case 3 that is shown in purple and yellow lines in Figure 5. 
 Although it was expected that the velocities in the deep part of the domain were lower for all the cases 
modeled with high viscosity, our results do not show a clear tendency for explaining the value of the velocity in 
the lower part of the domain. Indeed, we expected lower values of velocities for the cases with higher 
viscosities (green, cyan, and yellow curves), i.e. 10 000ࣇ and the cases with lower values of viscosity (blue 
and purple curves), i.e. 100ࣇ do not follow the pattern expected.  
 The profile of the mean velocity for case 3 and viscosity of 100ࣇ in Figure 5 (purple line) shows a 
minimum value near 0.3ࢠ and then an increase over the depth of the domain. This result can be catalogued 
as close to the experimental cases (the ࢞ axis scale is logarithmic), but way more pronounced than the other 
curves. The most plausible explanation for this curve is the presence of noise inside the turbulent signal. 
There is an effective damping of the velocity in the turbulent signal, but there is also damping of uncorrected 
noise that alters the results all over the domain, as suggested by Brand et al. (2016).  
 Furthermore, the velocity profiles obtained for case 1 (blue and green curves) are very close even when 
the values of the apparent viscosity are two orders of magnitude apart one from the other.  
 

 
Figure 5. Mean velocity profiles over depth 
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4.3 Velocity RMS 
 The Root Mean Square (RMS) of the velocity signal tracks the amount of turbulence that a velocity signal 
carries. According to turbulence studies (Pope, 2011, Davidson et al., 2013) the velocity can be decomposed 
in a mean component and a fluctuation. For the one-dimensional case, the RMS of the vertical velocity is 
calculated for each one of the subdomain depths. Figure 6 shows the evolution of this quantity over depth. 
The horizontal axis shows the value of the velocity RMS and the vertical axis shows the nondimensional depth 
of the domain. Again, it is expected that it diminishes with depth since the turbulence of the signal is being 
diffused by the apparent viscosity coefficient.  
 The velocity RMS is used to show how well auto-correlated are the values of a series. For the case 
analyzed, it is expected that on the top of the domain these values have a high RMS and as the depth 
increases, the RMS does too. Consequently, the shape of the curves for the three cases analyzed follow the 
expected pattern. However, the only force opposing to the flow in the model is the viscosity coefficient, 
therefore it is expected that with higher viscosity the RMS of a case with higher viscosity decreases faster 
than a case with lower viscosity.  
 Despite suggesting that this behavior is explained fully for the cases of 100ࣇ and 10 000ࣇ, it is not 
possible to argue the same with the case of 1000ࣇ. Indeed, in these cases it appears as the RMS decreases 
faster than with a higher viscosity. Nevertheless, in all the analyzed cases the value of the velocity RMS at the 
bottom of the domain is close to zero, showing that the velocity signals in those depths tend to a stable mean 
value with no noticeable fluctuations, as shown in Figure 4.  
 From Figure 6 it is also noticeable that the fluctuations of velocity reaches values between ି and 
ି	࢙/ for all the cases with all the viscosities used. The latter shows that the fluctuations are damped in  
the first fifth of the domain to negligible values that in the bottom are close to ି	࢙/. In this paper the 
concept of turbulent kinetic energy is not applicable since the turbulence phenomena is three-dimensional and  
relies on the transfer of momentum between the ࢞,  axis. Therefore, multiplying and obtaining the ࢠ ans ࢟
turbulent kinetic energy in one-dimensional case is not physically representative.  
 

 
Figure 6. RMS of velocity results over depth 

 
5 TWO-DIMENSIONAL MODEL PROPOSAL 
 
5.1 Geometric discretization and characteristics 

As regarding the two-dimensional domain, the same mesh discretization as the one used in the one-
dimensional model was not used since it is not convenient to manage two dimensions using the Zeno 
paradox. Nonetheless, the mesh discretization followed the principle of having more points in the top of the 
domain than in the bottom. To achieve this purpose, the size of each one of the top three subdomains is half 
of the size of the bottom ones. A schematic of the mesh is shown in Figure 7.  
 
5.2 Input signal and boundary conditions 

Regarding the two-dimensional model proposed, the input is not gathered from physical measurements 
since the resolution of the velocity requires to set up several ADV near a river or flume bed. Hence, the result 
of a Large Eddie Simulation (LES) near a porous bed is used as the velocity input for the model proposed. 
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The resolution of the velocity signal is limited to the resolution of the LES model, and for the case studied the 
temporal resolution is 0.2 s. 

The main limitation of the proposed two-dimensional model is the temporal resolution of the velocity 
signal used as input. Firstly, a coarse velocity signal implies the use of a coarse mesh in the Burgers' equation 
model, since the stability conditions for the numerical solution must be met. Secondly, the timescale of the 
turbulence attempted to be modeled is coarser than the processes recorded for the one-dimensional case 
analyzed.   

The streamwise and vertical velocities are taken as the input for the top boundary condition of the model. 
For the two-dimensional case, the bottom of the domain is set as a Dirichlet boundary condition, since the 
model from which the top velocities were acquired has a no slip condition in the bottom. In the case of the two-
dimensional domain, the streamwise boundary conditions are periodic, which means that the flow going out in 
the right side of the domain is the same flow entering in the left boundary. This type of conditions prevent the 
influence and recirculation of flow in unwanted directions that are not expected for the flow. Moreover, it is 
expected that there is flow recirculating over the domain several times due to the time of the simulation that is 
close to 120 seconds.  
 
5.3 Expected results and possible limitations 
 As with the one-dimensional model, our first expected result is the damping of the magnitude of the 
velocity with depth. Therefore, the fluctuations in the velocity signals used as input should be reduced in the 
same order or magnitude than the results shown for the one-dimensional case. It is also expected that the 
mean velocity profiles have a similar shape to the one suggested by our results in the one-dimensional case. 
Nevertheless, it is expected to find a difference in the magnitude of the results between ࢞ (streamwise) and ࢠ 
(vertical) directions. The two-dimensional model also has a limitation representing the turbulence phenomena. 
However, the concept of “Burgulence” or the simplification of turbulence in two dimensions can be used to 
assess and interpret the results obtained. Furthermore, the presence of two dimensions allow comparison 
between spatially averages quantities over the ࢠ axis with results in the one-dimensional model proposed in 
the previous sections.  
 

 
Figure 7. Two-dimensional domain schematic 

   
6 CONCLUSIONS 
 The Burgers’ equation represents the damping of a water velocity inside the porous media. Indeed, this 
results show that most of the velocity signal is diffused in the top part of the domain, and finally gets to a 
nearly constant value that is close to the porewater Darcy’s velocity. Hence, the proposed model can 
represent a transition between the free surface water flow and the porous media laminar flow. 
 The method used to solve the Burger’ equation shows stable results and proves to manage accurately 
the nonlinear advective term of the expression without showing aliasing or differences in spatial results. 
Moreover, this method is preferred over finite differences or finite volumes due to its precision. Furthermore, 
the use of a Neumann boundary condition proves that the velocity in the bottom of the domain has realistic 
values and there is no accumulation of it neither in space nor in time.  
 The mean velocity profiles suggest that the behavior of the velocity using the Burgers’ equation can be 
compared with experimental results like the one proposed by Pokrajac (2013). Nonetheless, it is suggested to 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2758 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

 

calibrate the parameters to understand their physical significance and relation with the physical properties of 
the stream or flume studied.  
 The vertical velocity RMS suggests that the analyzed signals approach a mean value in the top 20 % of 
the domain. Hence, the active layer where it is expected to have a small timescale is in the top centimeters of 
the domain, regardless of the total depth. Further analysis in the two-dimensional case will explain the 
relationship between the velocity signals and elucidate their differences at least n orders of magnitude.  
 The two-dimensional model proposed is a good alternative to explore ideal cases and test its functionality 
and reliability against direct numerical simulations and physical experiments in controlled environments. 
Besides, the apparent viscosity used can be calibrated when compared with experimental results to tackle HF 
problems with known coefficients.  
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ABSTRACT 
 

Hydro-morphodynamic changes can negatively impact riverine ecosystems, potentially leading to the decline 
and even extirpation of fish species. Hence, it is important to simulate the local fish habitat availability based 
on the river hydro-morphodynamic characteristics. Appropriate management strategies can then enhance the 
fish population and accordingly, condition of river ecosystems. Habitat Suitability Index (HSI) models are 
among the most widely used habitat models that define the quality of habitat for different fish species. The 
quality of habitat depends on hydraulic variables such as flow depth, velocity, and substrate. However, to 
obtain an overall estimate of the physical habitat, one should combine individual HSIs. Here we propose a 
novel method to estimate the composite habitat suitability index. To do so we use juvenile Yellow Perch, an 
important sportfish, in a meandering clay-bed creek in Ottawa, Canada as a model. Delft3D is employed to 
simulate 3D hydro-morphodynamic processes of the river. The results of this model are fed into the developed 
fish habitat model. A fish sampling survey via electrofishing was conducted in the study reach to provide the 
fish population density estimates. The developed fish habitat model was validated with the results of the fish 
sampling survey to evaluate the performance of the model. The proposed hydrodynamic-fish habitat model 
yields habitat availability predictions that matches the spatially distributed presence of juvenile Yellow Perch in 
the study reach. This suggests that, if appropriate fish habitat suitability indices are developed, a properly set-
up and calibrated Delft3D composite numerical model can be employed to predict the availability of fish 
habitat in a reach. 
 
Keywords: Hydro-morphodynamics; Fish habitat; composite habitat suitability index; Yellow Perch. 

 
 
1 INTRODUCTION 

River hydro-morphodynamic processes affect the quality of habitat for fish and other aquatic species. For 
effective river management and improved conditions of aquatic ecosystems, it is essential to know how the 
fish populations are linked to their habitats (Portt et al., 2006). However, detailed hydrodynamic assessment 
of fish habitats is challenging (Katopodis, 2003). Several fish habitat models were developed and suggested 
over the past few decades to provide insight for river management. Fish habitat models can be used to 
preserve a deteriorating species or habitat, inform restoration plans, and improve the health and condition of 
an ecosystem (Tash and Litvaitis, 2007). With advances of numerical models, it is now possible to elucidate 
some of the existing problems in habitat simulations.  

There are different fish habitat models available in the literature (see de Kerckhove et al. 2008). One of 
the most widely used methods is habitat suitability index (HSI) modelling, which quantifies the quality of 
habitat to support particular species at different life stages (Bovee, 1986; Hardy, 1998; Fukuda, 2009; Conallin 
et al., 2010). The habitat suitability index varies from 0 (the most unsuitable condition) to 1 (optimal condition) 
for a given species in a study area. HSIs can be determined based on: 1- literature review or expert 
professional judgement, 2- Richness of the fish population collected in a specific study area, 3- Measured 
data from Category 2 in addition to the other habitat combinations in a study area (e.g. Jacobs, 1974; 
Edmondson & Winberg, 1971).  Physical habitat normally depends on various parameters such as flow depth, 
velocity, substrate, etc (Leclerc et al., 1995). Results of HSI modelling lead to individual indices which need to 
be combined to obtain a composite suitability index (CSI) for the overall habitat quality. During the past few 
decades, several statistical methods were used and suggested to develop Habitat Suitability Index curves 
(e.g. Bovee,1986; Korman et al., 1994; Vismara et al., 2001; Beecher et al., 2002; Larocque et al., 2014). 
However, there are still some uncertainties in estimation of the CSI values (Noack et al., 2010). To alleviate 
the existing limitations, different methods of CSI calculation have been proposed over the past few years 
(Noack et al., 2012). Here we propose a novel method to estimate the CSI. We then compare the results
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of the proposed approach with one of the most widely used method for CSI estimation. To evaluate the 
performance of each model, we validate the models with results of the fish sampling survey. 
 
2 Study Area 

Watts Creek is a meandering clay-bed river which is located in Ottawa that flows into the Ottawa River at 
Shirley’s Bay in the Kanata region. The creek flows north and east through National Capital Commission 
greenbelt forest land. Watts Creek provides important cool-water fish habitat. However, it is subject to erosion 
and degradation which can negatively affect the available fish habitat (Dillon, 1999). The rate of erosion and 
its influence on the fish community is still not clear. Thus, it is important to understand the hydro-
morphodynamic processes in the Watts Creek watershed to optimize the potential fish habitat for the native 
fish community.  
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. (a) Overview of the Watts Creek study reach M4, including surveying points. Flow from left to right 
(b) upstream end of M4 facing downstream. Rail line is immediately adjacent to the south of the river. 

In this study, we focus on part of the reach which is adjacent to the City of Ottawa rail line (Figure 1a). 
The rail line confines the meander planform and has caused excessive erosion in the outer banks (Figure1b). 
Previous studies showed that this part of the reach has high fish richness (Maarschalk-Bliss, 2014).  
 
3 METHODS 
 
3.1 3D model setup  

In the present study, a Delft3D numerical model was employed for 3D hydrodynamic modelling of the 
study area. To set up a 3D hydrodynamic model of the reach, a detailed orthogonal curvilinear 3D grid was 
first developed covering the areas of interest. Topography and bathymetric data for the creek were collected 
by Total Station survey. The collected bathymetric data were then interpolated over the generated grid. The 
time step was designated in a way to meet the stability condition with respect to the grid cell size. Initial and 
boundary conditions required for 3D hydrodynamic modelling were estimated based on data collected with an 
acoustic Doppler current profiler (aDcp). 
 
3.2 Fish sampling survey 

In order to relate fish populations with particular habitat features in Watts Creek, fish sampling was 
conducted in the study reach. A fish population survey was carried out during summer low flow conditions and 
covered all except for the very end of the numerical study reach. The spatial distribution of fishes was 
assessed using a backpack electrofisher (Figure 2). The fish caught within individual 5 m subreaches were 
recorded independently to allow for association with discrete habitat elements spatially distributed throughout 
the reach. All fish captured within each transect were held separately until they could be measured and 
identified. Figure 3 shows different types of fish captured during fish sampling. 

a  b 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2761



          
 

 

 
Figure 2. (a) Fish sampling using backpack electrofishing (L-R: J. Foster, C.K. Elvidge, K. Birnie-Gauvin) 

(b) Backpack electrofisher (L-R: C.K. Elvidge, S.J Cooke). 

 
 

 

 

 

 

 

 

 

 

 
 

Figure 3. Different types of fish caught in the studied reach. 
 
3.3 Fish habitat model 

In this study, a fish habitat model was developed for Yellow Perch which is an important type of sportfish. 
As is shown in Figure 4, Yellow Perch habitat suitability curves used herein were based on Krieger et al. 
(1984). Table 1 shows the categories used for analysis of the substrate; spatially distributed substrate was 
incorporated in the habitat model based on field reconnaissance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Habitat suitability curves for juvenile Yellow Perch based on (a) flow depth (b) velocity (c) 
substrate (from Krieger et al., 1984). 
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Table 1. Substrate classification used in the substrate suitability curve (from Krieger et al., 1984). 

1 Plant detritus/organic material 
2 mud/soft clay 
3 silt (particle size < 0.062 mm) 
4 sand (particle size 0.062-2.000 mm) 
5 gravel (particle size 2.0-64.0 mm) 
6 cobble/rubble (particle size 64.0-250.0 mm) 
7 boulder (particle size 250.0-4000.0 mm) 
8 bedrock (solid rock) 

 
Several mathematical operators could be used to calculate CSI that are normally based on independence 

and equal weighting of all variables (Ahmadi-Nedushan et al., 2006).  Some of the most common ones are 
shown below (from Noack, 2012): 

 
                                              Product:   ∏ HSI୧

୬
୧ୀଵ     [1] 

                                Geometric mean:  ሺ∏ HSI୧ሻ		
୬
୧ୀଵ

భ
             [2] 

                                 Arithmetic mean:  ∑ ୌୗ୍

సభ

୬
            [3] 

                                            Minimum:  min	ሺܫܵܪ  ሻ              [4]ܫܵܪ…
 

In this study, we used fuzzy-based overlay available in ArcGIS. Fuzzy overlay defines the possibility of 
being the member of multiple sets. There are different ways to combine the data based on fuzzy-overlay 
analysis (Hillier, 2007). In this study, we employed Fuzzy Gamma rule using Equation 5: 
 

																				ሺ1 െ ∏ ሺ1 െ ሻܫܵܪ

ୀଵ ሻఊሺ∏ ሻܫܵܪ

ሺଵିఊሻ
ୀଵ           [5] 
 

If γ ൌ 0, the Fuzzy Gamma method is equivalent to Product method, while if γ ൌ 1  the Fuzzy Gamma 
method yields results equivalent to the Fuzzy Sum equation.  If 1  γ  0 then the Fuzzy Gamma equation 
yields results in between Fuzzy Sum and multiplication of HSIs. We optimized γ to yield the best habitat 
estimates.  We then compared the resulting CSI from the Fuzzy Gamma method with those obtained from the 
Product approach, which is one of the most common techniques to estimate CSI (Ahmadi-Nedushan et al., 
2006). To investigate which method yields a more accurate or realistic result, we validated the models with 
results of the fish sampling survey. 
 
4 RESULTS 

Table 2 and Figure 5 provide Yellow Perch abundances measured in each sampling area. Figure 6 
shows the results of the predicted habitat suitability map based on the proposed Gamma approach, whereas 
Figure 7 depicts habitat suitability map based on the standard Product method. It should be noted that the 
optimized γ in the proposed Gamma approach was obtained as γ ൌ 0.7. 

By comparing Figures 6 and 7 with Figure 5, it can be seen that both methods reveal the primary 
locations of best Yellow Perch habitat. However, the Gamma method provides the opportunity for better 
identification of locations of moderate habitat. For instance, in sections S18 and S20, the Product method was 
not capable of predicting the presence of the habitat while this is well predicted by Gamma approach. 
Moreover, the Gamma approach was shown to provide a wider range of predicted habitat quality than the 
Product approach.  

Due to the multiplication nature of the Product method, if one individual HSI is low or zero, even if all 
other variables have high HSI values, the Product method will yield low habitat quality. Thus, the productive 
composite HSI may not be a good representative of the total habitat quality. As can be seen, both methods 
could not predict the Yellow Perch availability near the upstream and downstream end of the reach which can 
be due to the effects of the boundaries.  

There can still be some uncertainties due to the inaccuracies of the numerical simulations, the effect of 
the boundary conditions, specification of the type of the bed substrate, fish habitat model predictions, and the 
results of the fish sampling survey.  Further study is needed to investigate how to alleviate the existing 
uncertainties on the available fish habitat models. 
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Table 2. Yellow Perch Abundance in Each Section Based on Fish Sampling Results. 

Sections Yellow Perch Abundance

S1 0 

S2 5 

S3 5 

S4 9 

S5 17 

S6 5 

S7 0 

S8 2 

S9 1 

S10 11 

S11 0 

S12 0 

S14 0 

S15 0 

S16 0 

S17 0 

S18 0 

S19 1 

S20 0 

S21 2 

 

 

 

 

 

 

 

 

Figure 5. Relative abundances of Yellow Perch measured during the fish sampling survey. 

 
 
 
 
 
 
 
 

 

 

 

 

Figure 6. Composite habitat suitability map of the Yellow Perch based on the Fuzzy Gamma method. 
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Figure 7. Composite habitat suitability map of the Yellow Perch based on the Product method. 
 
5 CONCLUSIONS 

Hydrodynamic-based fish habitat models are essential tools for decision makers in river management. 
This study presented a new method to link the channel hydro-morphodynamic processes to habitat utilization 
by the fish community in a clay bed urban stream. The main focus of this study was to investigate the habitat 
availability for juvenile Yellow Perch which is an important sportfish. 3D hydro-morphodynamic characteristics 
of the river were simulated using the Delft3D numerical model. The outputs of the hydro-morphodynamic 
model were fed in to the developed fish-habitat model. Fish sampling survey was carried out to provide the 
spatially distributed fish population density in the study reach which was then employed to validate the fish 
habitat model. The results confirmed that the developed fish habitat model could adequately predict the 
locations of fish presence in the study area. This suggests that, if appropriate fish habitat suitability indices are 
available, a properly set-up and calibrated Delft3D numerical model can be used to predict fish habitat 
availability in a reach. It was demonstrated that the Gamma method to obtain the composite HSI is a more 
nuanced approach than the conventional product method, and allows for better identification of moderate 
habitat. However, both 3D hydrodynamic and fish habitat models as well as the fish sampling measurements 
could exert some uncertainties on the results. Considering the existing uncertainties, further study should 
investigate how to improve the performance of this type of fish habitat model.  
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ABSTRACT  
 
Fish culturing in inland freshwater has a potential impact on water quality, especially for drinking water 
sources. In this paper, nitrogen dynamics were investigated under the condition of culturing bighead carp and 
common carp with added fish food (Phosphorus dynamics will be discussed elsewhere because its behavior is 
different from nitrogen). Nearly fifty days of observation indicated that the reservoir water was typically 
“nitrogen-rich” water, and nitrate -nitrogen (NO3

--N) was the main nitrogenous form and accounted for 70 
percent of measured total nitrogen (TN). TN, dissolved total nitrogen (DTN) and NO3

--N concentrations in the 
enclosures with the addition of fish food were significantly lower than those in the control enclosure without 
fish food and the reservoir water. However, presence of fish food greatly increased ammonia-nitrogen (NH4

+-
N) and particulate total nitrogen (PTN) concentrations (p<0.05) when compared to the reservoir water. 
Culturing bighead carp and common carp showed insignificant contributions to TN, NH4

+-N and NO3
--N 

concentrations. Harvesting fish can remove 3.22%, 29.21% and 20.66% of nitrogen in enclosures with 
culturing bighead carp, common carp and mixed bighead carp and common carp, respectively. Though TN 
concentrations in the fish culturing enclosures were somewhat lower than those in the surrounding reservoir 
water, contributions from long-term nutrient release of uneaten food, senescent algae, fish feces and polluted 
sediment to the algae growth and nutrient dynamics should be taken into fully consideration, which may be 
helpful to the reservoir management and safety of the water supply. 
 
Keywords: Fish food; bighead carp; common carp; nitrogen flux; enclosure experiment. 
 
 
1 INTRODUCTION   

 With the dramatically increasing demands of fishery products, cage aquaculture has become one of the 
most important and commonly used intensive fishery strategies in the lakes, reservoirs, rivers and coastal 
zones since the 1990s in China (Guo et al., 2003). In recent years, more attention has been paid to marine 
cage aquaculture (Guo et al., 2009). For instance, concern has been elevated about the environment impacts 
of marine aquaculture (Buschmann et al., 2006; Lee et al., 2003; Karakassis et al., 2000). These impacts 
include the modification of benthic communities, increased nutrient loads in coastal waters and the associated 
problem of harmful algal blooms (Buschmann et al., 2006). However, recently little research has focused on 
the effect of cage aquaculture in inland water bodies. Due to their important functions and low current 
velocities of inland freshwater like lakes and reservoirs, it is necessary to understand the effect of aquaculture 
activities in these environments (Johnson et al., 2001). 

 Wastes, mainly uneaten food, and feces and urine, can be released directly into receiving water during 
fish cage culture process (Sugiura et al., 2006; Piedrahita, 2003), and may deteriorate the receiving water 
quality and hinder the water uses. Previous research demonstrated that nutrients released from fish culture 
sites had affected an area 3-9 times the size of the aquaculture zone (Anderson et al., 2002). If nutrient 
accumulation exceeds the culturing water self-purification capability, it may result in environmental problems 
such as water quality deterioration, algae bloom, and reduction in fish productivity (Guo et al., 2009; 
Hargreaves, 1998). 

 Fish culturing may influence the nitrogen flux in a reservoir at a detectable level. Much of the research on 
nitrogen cycling in shallow aquatic ecosystems has been conducted in estuarine or lacustrine environments 
(Felsing et al., 2006; Hawarth et al., 1988). Compared to terrestrial animals that mostly use carbohydrates and 
lipids, fish use proteins for energy production to a large extent (Hepher, 1988). It is concluded that fish protein 
requirement is about 2-3 times higher than that of mammals, and ammonium secretion is one of the end 
products of protein metabolism (Walsh et al., 1995). Results from different fishery culture systems 
demonstrated that only 25% of N added as feed or other nutrient input was utilized by the target organism 
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(Hargreaves, 1998). In general, the accumulation of nitrogenous compounds (e.g., NH4
+-N and NO2

--N (nitrite-
nitrogen)) may be toxic to fish (Wu et al., 2012; Kaggwa et al., 2010; Chen et al., 2006; Neori et al., 2004). In 
the previous paper (Huang et al., 2016), the function of Panjiakou Reservoir and its basic information has 
been introduced. It is the key hydraulic project that diverts water from the Luanhe River to Tianjin City and 
Tangshan City for supplying drinking water. Since the 1990s, stimulated by the economic profit, fish cage 
culturing has gradually developed to become the first industry and major economic income to the surrounding 
population. Published literature (Wang et al., 2008; Domagalski et al., 2007) reported that the culturing area 
has accounted for 1.7% of the total water surface. According to the water monitoring results, Wang and Liu 
(2008) found that the total nitrogen (TN) and chemical oxygen demand (COD) concentrations were 19.3% and 
4.8% higher in the common carp culturing water than that in the control reservoir water (Wang et al., 2008). In 
addition, silver carp and common carp growth resulted in a 17.6% and 20.9% decline in the dissolved oxygen 
(DO) concentrations when compared to the reservoir water.  

 In order to manage the Panjiakou Reservoir at a level to guarantee the safety of the drinking water 
supply, the Haihe River Conservancy Commission, the river basin management agency for the reservoir 
funded the present research to determine the impact of fish cage culturing on nutrients especially nitrogen 
dynamics in the Panjiakou Reservoir. In this study, two kinds of fish (bighead carp and common carp) were 
cultured in the five different enclosures installed in the Panjiakou Reservoir. The objectives of the research 
were: 

i. To test the variations in concentrations of the different culturing designs; 
ii. To assess the relationships of various chemical and ecological factors during the culturing period; 
iii. To determine the contribution of fish culturing to the nitrogen removal. 

 
2 MATERIALS AND METHODS 
 
2.1 Experimental sites  

 The Panjiakou Reservoir (118°15´E, 40°25´N) is located in Qianxi County, Tangshan City, northern Hebei 
Province, China with a useable water surface area of approximately 40 km2 and water storage of 2.93× 109 m3 
and with three major tributaries, being the Luanhe River, Liuhe River and Baohe River (SPSS, 2003). The 
Panjiakou Reservoir’s primary task and management objective is irrigation, flood control and fishery, and 
drinking water supply to the Tianjin City. In the past two decades, however, stimulated by the economic profit, 
fish cage-culturing has gradually developed and became the first industry and major income to the 
surrounding villages. It was reported (Cao et al., 2007; SPSS, 2003) that fish cage-culturing in the Panjiakou 
Reservoir began in the late 1980s and has spread all over the reservoir with nearly 17,000-25,000 cages 
(official number), of which 7,000-10,000 are bait-eating fish including common carp (Cyprinus carpio), crucian 
carp (Carassius auratus) and grass carp (Ctenopharyngodon idellus). The other 10,000-15,000 cages contain 
planktivorous silver carp (Hypophthalmichthys molitrix) and bighead carp (Aristichthis nobilis).  

 It was found by Wang and Liu (Cao et al., 2007) that the total nitrogen (TN), total phosphorus (TP) and 
chemical oxygen demand (COD) concentrations were 19.3%, 238% and 4.8% higher and dissolved oxygen 
(DO) was 20.9% lower in the common carp culturing water than that in the control reservoir water, and fish 
food addition greatly elevated the nutrients concentration and promoted algae growth. Detailed information 
can be found elsewhere (Huang et al., 2016). 
 
2.2 Experimental set-up and operation  

 Five analogous waterproof and polythene enclosures A, B, C, D and E, as shown in Fig.1, were installed 
and the dimensions of the enclosures A, B and E were 2.9m in length, 2.9m in width and 1.5m in depth. 
 

 
Figure1. Experimental enclosures in the representative intensive fish culturing water area. 
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 In the present study, enclosures A, B, C and D were designed to examine the contribution of: fish food, 

culturing bighead carp with fish food, culturing common carp with fish food, and mixed culturing both bighead 
carp and common carp with fish food to the algae growth dynamics, while enclosure E served as the 
experimental control without fish or fish food. This experimental setup did not consider replicates of 
enclosures (Harvey et al., 2011; Fraser et al., 2004; Zou et al., 2002; Smith, 1983) mainly due to paramount 
work of chemical analysis. All the experimental fishes were obtained from adjacent fishery farms with the 
similar weight of 250±20 g (mean ±S.D) for bighead carp and 63±9 g for common carp, respectively. Soybean 
meal bought from the local fish farm was used as the fish diet. The organic matter, total nitrogen and total 
phosphorus content of the soybean meal were 88.20%, 4.67% and 0.81%, respectively.  

 After two days of acclimation and water quality stabilization, bighead carp and common carp were 
stocked into the enclosures. Fish food was added three times a day with the dosages of 16.7 g to the 
enclosures A and B, and 20.0 g to the enclosures C and D, the selected dosages and feeding frequency were 
comparable to those used for the adjacent fishery farm. The fish food nutrient analysis indicated that OM, TN 
and TP accounted for 85±2%, 4.76±0.58% and 0.87±0.04% of the total mass, respectively. During the 
experimental running period, all the fish survived. Detailed information can be found elsewhere (Huang et al., 
2016). 
 
2.3 Water sampling and analysis 

 Water samples for both enclosures and reservoir were collected at an interval of 2 days from 18th August 
2009 to 6th October, 2009. Compared to enclosures, reservoir water samples determine the background 
values for algae biomass and water quality variables. All samples were analyzed on the same day. They were 
analyzed for the following parameters: COD, ammonia-nitrogen (NH4

+-N), nitrate-nitrogen (NO3
--N), dissolved 

total nitrogen (DTN), particulate total nitrogen(PTN), total nitrogen (TN), electric conductivity (EC), total 
dissolved solids (TDS), chlorophyll-a (Chl-a), dissolved oxygen (DO), water temperature (T) and pH. Water 
quality parameters including COD, NH4

+-N, NO3
--N, TN, SRP, DTP and TP were determined according to 

standard methods (Huang et al., 2016) if not stated otherwise. PTN was the difference between TN and DTN. 
A YSI 6600 V2-2 Multi-Parameter Water Quality Sonde was used for DO, EC, TDS, Chl-a, T and pH analysis, 
respectively. Each variable test had parallel samples. 

 Water samples were also analyzed to investigate the variation in dominant algae fractions and species. A 
JKY/FluoroProbe-BBE and high power microscope (XSP-36) were used to measure the biomass of total 
algae, Cyanophyta (blue-green algae), Chlorophyta (green algae), Bacillariophyta (diatom) and Cryptomonas 
expressed in 104cells/L water. 

 At the end of the experiment, both bighead carp and common carp were netted and weighed. 
Experimental fish were rinsed and then wiped with gauze to remove mucus. Scale and fish skin were removed 
and the fish meat was dried to a constant weight at 50°C. Dried fish meat was subsequently powdered, wet 
digested, and analyzed for TN content according to a method provided by Cao et al (2007). This method 
transforms nitrogen in fish meat into (NH4)2SO4 through digestion with H2SO4 followed by distillation of NH3 in 
an alkaline medium. The ammonia was collected in sulphuric acid (0.05N) which is back titrated with standard 
sodium hydroxide solution. The results were expressed as mg of N per g of fish tissue (wet weight). 
 
2.4 Statistical analysis  

 All statistical tests were performed using the Statistical Package for the Social Sciences (SPSS) software 
package (SPSS, 2003). Significances were defined as p<0.05, if not stated otherwise. A one-way analyses of 
variance (ANOVA) and the Tukey’s significant difference multiple range tests were carried out to assess the 
differences between means of the algae densities (Fraser et al., 2004), nutrient concentrations and other 
water quality variables in different enclosures and the surrounding reservoir water. In addition, data obtained 
from enclosures A, B, C and D were fitted with two-way ANOVA to examine the influences of bighead carp 
and common carp and their interactions with each other on the nitrogen dynamics. For all ANOVA, the tested 
variables were normally distributed. 
 
3 RESULTS  
 
3.1 Water quality parameters analysis  

 From August 18th to October 6th in 2009, the water temperature of the reservoir and enclosure water 
declined (Huang et al., 2016). For the entire experimental period, nutrient concentrations of COD, NH4

+-N, 
NO3

--N, DTN, and TN for the tested enclosures and the surrounding reservoir water are summarized in Table 
1. There were no significant differences in these nutrient mean concentrations between the enclosure E and 
the reservoir water. The COD and NH4

+-N mean concentrations were significantly higher while NO3
--N, DTN 

and TN mean concentrations were significantly lower in fish food presented enclosures A, B, C, and D than 
those in control enclosure E and the reservoir water (Table 1). As a whole, the COD and NH4+-N mean 
concentrations in enclosure A, B, C and D were 2.5-4.0 times higher than enclosure E and reservoir water, 
while NO3

--N, DTN and TN mean concentrations in enclosure E and reservoir water were 1.2-3.9 times higher 
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than those in enclosures A, B, C and D. Among all the fish food present enclosures, the bighead carp feeding 
enclosure had the significantly lowest mean TN, NO3

--N concentrations of 3.02mg/l and 0.77mg/l, respectively 
(p<0.05, Table 1). 

 
Table 1. Mean concentrations ± SD for water quality parameters and biomass of algae in reservoir  

water and closures. 
Variables Reservoir 

water 
Culturing water

Enclosure A Enclosure B Enclosure C Enclosure D Enclosure E
COD (mg/l) 3.49±0.33a 14.09±7.73b 11.80±5.38b 12.67±7.55b 11.50±5.15b 3.72±0.32a 

NH4
+-N (mg/l) 0.11±0.04a 0.30±0.13b 0.30±0.13b 0.27±0.12b 0.28±0.16b 0.08±0.05a 

NO3
--N (mg/l) 3.00±0.53b 0.91±0.77a 0.77±0.50a 1.10±0.62a 0.98±0.42a 3.09±0.55b 

DTN (mg/l) 4.07±0.23b 2.20±1.00a 1.90±0.92a 2.11±1.16a 1.88±1.21a 4.16±0.20b 
PTN（mg/L） 0.4±0.1a  1.8±0.2c 1.0±0.1b 1.27±0.1b 1.2±0.1b 0.4±0.1a 

TN (mg/l) 4.47±0.28d 4.05±0.53c 3.02±0.99a 3.51±0.90b 3.21±1.10a,b 4.57±0.20d 
T (°C) 23.55±2.34 22.86±2.49 22.93±2.49 23.01±2.45 22.95±2.51 23.28±2.34 

DO (mg/l) 8.93±0.65b 6.94±4.93a,b 6.22±3.95a 7.85±2.71a,b 6.29±4.40a 11.80±1.68c 
TDS (mg/l) 351.96±3.41c 335.96±10.39b 333.76±11.28b 336.00±3.44b 336.08±7.67b 327.96±11.87a 

EC (µs) 542.04±5.14c 516.80±16.06b 513.40±17.45b 516.92±5.31b 517.08±11.68b 504.56±18.29a 
pH (-) 8.42±0.15b 8.27±0.48a,b 8.18±0.46a 8.22±0.33a,b 8.15±0.46a 8.79±0.20c 

Chl-a (µg/l) 5.36±1.69a 27.78±13.65b 52.96±25.32c 89.99±81.21d 58.76±35.69c 3.27±1.45a 
Algae 2.60E+6a 1.17E+8c 2.40E+7a,b 4.07E+7b 4.37E+7b 3.39E+6a  

Values with a different superscript letters indicate significant difference at p ≤0.05 based on Turkey’s HSD; experimental enclosures A 
(fish food without fish) and B (fish food with bighead carp) and C (fish food with common carp) and D (fish food with bighead carp and 
common carp) and E (without fish food and fish). 
 

 Except for the above mentioned nutrient variables, changes in values of the other measured parameters 
T, DO, EC, TDS, pH and Chl-a concentration are also given in Table 1. The mean water temperature 
recordings for the reservoir water were insignificantly higher than that in the tested enclosures. Regardless of 
culturing fish or not, the presence of fish food significantly reduced the pH and DO concentrations in 
enclosures A, B, C, and D when compared to enclosure E. EC and TDS values were significantly lower in 
enclosure E than those in the enclosures A, B, C, D. However, fish species had little effect on EC and TDS 
concentrations among the enclosures A, B, C and D. Total algae biomass and Chl-a were employed to 
evaluate the phytoplankton biomass. Chl-a concentrations and algae biomass were significantly lower in the 
reservoir water and enclosure E than those in other enclosures with fish food. Chl-a values in enclosures B, C 
and D were 2-3 times higher than those in the enclosure A, and the highest mean Chl-a concentrations 
appeared in enclosure C with the value of 89.99 µg/l (Table 1). Nevertheless, total algae biomass 
concentrations in enclosure A were 2-5 times higher than those in enclosures B, C and D (Du et al., 2014). 
 
3.2 Nitronen dynamics 

Fig.2 and Fig.3 show variations in NH4
+-N, NO3

--N, PTN (difference between TN and DTN), DTN and TN 
concentrations for the tested enclosures and the surrounding reservoir water. The different fractions of 
nitrogen for enclosure E and reservoir water showed a similar pattern during the entire testing period. In 
general, NH4

+-N, PTN, DTN and TN concentrations in enclosure E and the reservoir water fluctuated with a 
slightly declining trend (Fig.2 and Fig.3). However, the NO3

--N concentrations in enclosure E and the reservoir 
water are irregular and no clear tendency can be detected. For fish food present enclosures A, B, C and D, 
after the decline during the first sampling week, NH4

+-N concentrations irregularly fluctuated for nearly one 
month, and then showed an increasing trend in general. Except for 24th August, NO3

--N concentrations 
gradually decreased and were almost depleted at the end of the experiment. Compared to the initial 
conditions, TN concentrations in fish feeding enclosures B, C, and D generally declined with the extension of 
the experimental period (Fig.2). However, TN concentrations in enclosure A initially decreased to the lowest 
value of 3.3 mg/l on 5th September and then gradually increased to a stable value of nearly 4.8 mg/l at the 
end of the test. DTN and PTN concentrations varied in two different patterns in fish food present enclosures. 
DTN concentrations almost linearly decreased before 13th September and then remained at a relatively stable 
level, while PTN gradually increased during the whole experimental period in a fluctuating status. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2770 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

  
 
 

 

 

Results from a further two-way ANOVA indicated that fish feeding had no significant effect on culturing 
water NH4

+-N and NO3
--N concentrations (p>0.05, Table 3). However, bighead carp led to significant statistical 

differences in TN concentrations at p<0.001, while the presence of common carp was not important (Table 3). 
Furthermore, the interaction between bighead carp and the common carp on TN concentrations was 
significant at p=0.046 (Table 3). 
 
3.3  Fish biomass production and nitrogen removal 

For enclosures B, C and D, fish were netted and weighed to trace the variations in biomass. After nearly 
fifty days of feeding, 109.96 g, 131.69 g and 131.69 g of TN were inputted from added fish food (percentage of 
nitrogen in fish food is 4.76±0.58%) in Enclosures B, C and D, respectively and 165 g and 83 g increases in 
bighead carp biomass were obtained for enclosures B and D, respectively (Table 4). For common carp, fish 
food addition led to 1632 g and 1079 g fish biomass increase for enclosures C and D, respectively. However, 
fish feeding did not result in a significant change in total nitrogen content in per gram fish meat for both 
bighead carp and common carp (Cao et al., 2007; Zou et al., 2002). As shown in Table 4, fish netting 
contributed 3.54g, 38.47g and 27.21g mean TN removal to enclosures B, C and D, respectively. 

Figure 3. Variations in (a): Particulate total nitrogen, 
 (b): Dissolved total nitrogen concentrations during the 
experimental period for reservoir water and enclosures. 
 

Figure 2. Variations in (a): Ammonia-nitrogen, (b): 
Nitrate-nitrogen, and (c): Total nitrogen concentrations 
during the experimental period for reservoir water and 
enclosures. 
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Table 2. Correlation matrix for COD, NH4
+-N, NO3

--N, DTN, TN, water temperature, DO, TDS, EC, pH and 
Chl-a for the representative enclosure D. The corresponding p values are shown in parentheses.  

 COD NH4
+-N NO3

--N DTN PTN TN T DO TDS EC pH Chl-a Algae
COD 1.000 (0.029) (<0.001) (<0.001) (0.126) (<0.001) (<0.001) (0.052) (0.001) (0.001) (0.053) (<0.001) (<0.001) 
NH4

+-N 0.436 1.000 (0.015) (0.165) (0.447) (0.011) (0.003) (<0.001) (0.003) (0.003) (<0.001) (0.606) (0.064) 
NO3

--N -0.922 -0.480 1.000 (<0.001) (0.037) (<0.001) (<0.001) (0.008) (<0.001) (<0.001) (0.014) (<0.001) (<0.001) 

DTN -0.845 -0.300 0.867 1.000 (0.011) (<0.001) (<0.001) (0.144) (0.018) (0.018) (0.183) (0.001) (<0.001) 

PTN 0.328 0.167 -0.436 -0.519 1.000 (0.448) (0.120) (0.343) (0.317) (0.325) (0.622) (0.133) (0.065) 

TN -0.849 -0.502 0.868 0.816 -0.167 1.000 (<0.001) (0.028) (0.007) (0.007) (0.034) (0.003) (<0.001) 

T -0.937 -0.574 0.948 0.812 -0.342 0.848 1.000 (0.004) (<0.001) (<0.001) (0.005) (0.002) (<0.001) 

DO -0.401 -0.717 0.530 0.322 -0.212 0.447 0.568 1.000 (<0.001) (<0.001) (<0.001) (0.507) (0.351) 

TDS 0.643 0.585 -0.685 -0.512 0.230 -0.544 -0.738 -0.738 1.000 (<0.001) (<0.001) (0.339) (0.009) 

EC 0.642 0.584 -0.678 -0.510 0.226 -0.545 -0.732 -0.732 0.999 1.000 (0.001) (0.351) (0.009) 

pH -0.399 -0.727 0.495 0.295 -0.111 0.434 0.556 0.978 -0.672 -0.665 1.000 (0.452) (0.295) 

Chl-a 0.686 0.111 -0.669 -0.679 0.330 -0.575 -0.609 0.142 0.209 0.204 0.161 1.000 (0.009) 

Algae 0.908 0.376 -0.839 -0.759 0.391 -0.719 -0.863 -0.199 0.533 0.534 -0.233 0.803 1.000 

 
Table 3. Results of two-way analyses of variance examining the role of bighead carp and common carp on the 
culturing water ammonia- nitrogen (NH4

+-N), nitrite- nitrogen (NO3
--N) and total nitrogen (TN) concentrations. 

Variable Factor F-ratio p
NH4

+-N Bighead carp 0.072 0.788 
Common carp 1.118 0.293 

Bighead carp and common carp 0.018 0.893 
NO3

--N Bighead carp 0.301 0.585 
Common carp 0.762 0.385 

Bighead carp and common carp 0.001 0.970 
TN Bighead carp 13.707 <.001 

Common carp 0.951 0.332 
Bighead carp and common carp 4.095 0.046 

 
Table 4. Mean ±SD for total nitrogen (TN) content and total nitrogen removal by fish harvesting  

in October 2009. 
Enclosures   Input of 

Nitrogen from 
added fish 

food (g) 

Fish species     Weight 
increment   

(g)              

TN content           
(mg N/g meat)        

TN removal            
(mg N)                

B          107.1±13.1 Bighead carp    165             21.46±0.83 3.54±0.71 
C          128.5±15.7 Common carp    1632            23.57±0.76 38.47±1.29 
D          128.5±15.7 Bighead carp    83              21.46±0.83 1.78±0.23 

25.43±1.10  Common carp    1079              23.57±0.76 
The weight increment and TN removal for each enclosure was the sum of the meat weight and nitrogen removal, respectively. 
 
4 DISCUSSION 

 There are various sources of nitrogen for Panjiakou Reservoir (Domagalski et al., 2007). The highest 
total nitrogen concentration was approximately 4.70 mg/l. However, the phosphorus concentration in the water 
was very low and less than 0.10mg/l (Wang et al., 2008). Thus, the molar ratio of nitrogen and phosphorus in 
the Panjiakou Reservoir reached 91, and greatly exceeded the optimum nitrogen and phosphorus atom ratio 
16 for algae growth, suggesting that phosphorus limits the growth of algae (Smith, 1983).   

 Availability of NO3--N and NH4+-N commonly limits autotrophic and heterotrophic productivity in many 
aquatic environments, including reservoir and lake (Harvey et al., 2011), and both of them are the important 
nitrogen sources for algae. In the present study, NO3

--N is the main constituent of the DTN and TN (Table 1) 
and its concentration in water decreased with the increase of the total algae biomass. Success of non-N-fixing 
algae was correlated with the depletion in NO3

--N (Jacoby et al., 2000). Furthermore, ability of some algae to 
dominate could even reduce the NO3

--N concentrations to less than 0.02 mg/l (Blomqvist et al., 1994), which 
is close to our observations (Fig.2). Our study occurred during the seasonal transition from late summer to 
early autumn, and the water temperature was negatively correlated with the total algae biomass. This can be 
partly used to explain why blue-green algae are more prone to blooms in warm spring and hot summer rather 
than cold winter (Hargreaves et al., 1998; McQueen et al., 1987).   

 Fish food is the most important nutrient source, which caused COD increases in the enclosure A, B, C 
and D (Fig.3). Organic and inorganic nutrient manipulation is commonly employed to enhance fish yields 
which are dependent on the development of autotrophic food webs. This, as a result, resulted in increasing 
availability of nitrogen to the algae. However, nitrogen discharged from fish culturing may degrade the 
receiving water quality. Fish food inputs organic matter into culturing water, where bacteria consuming organic 
matter convert organic nitrogen into NH4

+-N (Butturini et al., 2000). Increases in NH4
+-N and decreases in 

NO3
--N concentrations observed in our study can be found elsewhere, e.g., Ziemann et al. 1992 measured an 
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increase of NH4

+-N and a decrease of NO3
--N in the effluent from marine fish and shrimp ponds compared to 

nearby receiving streams (Ziemann et al., 1992). In the fish culturing environments, increases in NH4
+-N and 

decreases in NO3
--N usually can be explained as the combined results of the nitrogen biogeochemical 

process such as ammonia mineralization, volatilization and adsorption, NH4
+-N and NO3

--N uptake by 
phytoplankton and nitrification – denitrification (Hargreaves, 1998).  

 Nevertheless, TN concentrations in all the fish food present enclosures were lower than those observed 
in the control enclosure E and the surrounding reservoir water (Fig.2 and Table 1). This phenomenon may be 
possibly caused by the following. The first one is that the fish food dosage cannot satisfy the nutrient 
requirement for the phytoplankton growth; therefore, nitrogen contained in the culturing water was partly 
consumed. The second is that the nitrogen added in the form of soybean meal can supply the benthic algal 
growth. The third one is that the nitrogen would settle down to water bottom as senescent algae or unused 
food. Research demonstrated that as much as 50% of the algae standing crop (about 10 g algae dry weight 
m-2d-1) may settle to the sediment surface each day (Piedecausa et al., 2009; Schroeder et al., 1991). 
Another simulation model predicted that 48% to 66% of added N would settle to the pond bottom in the form of 
phytoplankton in semi-intensive shrimp ponds (Lorenzen et al., 1997). Alternatively, oxygen consumed by 
mineralization of fish food and respiration of fish and other organisms created anoxic conditions in which 
denitrifying bacteria metabolizing organic carbon transform NH4

+-N and NO3
--N, NO2

--N into N2, considered 
another path for nitrogen loss in the water (Harvey et al., 2011; Baker et al., 1999). Moreover, there was part 
of nitrogen assimilated and utilized by fish. 

 TN: TP (total phosphorus) may be used as a useful tool to clarify these results. After analyzing 17 lakes 
or reservoirs located worldwide, Smith concluded that cyanobacteria tended to dominate in lakes or reservoirs 
where the TN: TP mass ratio was less than 29 (Zou et al., 2002). This conclusion has led to the so-called “TN: 
TP” rule which states that increasing the mass ratios above 29 will reduce the proportion of cyanobacteria as 
a fraction of the total algal biomass. In this study, TN: TP for fish presented enclosures and the surrounding 
reservoir water were 7.8 and 113.0, respectively. It is found that fish food addition greatly reduced the TN: TP 
ratio to the level of less than 29 and stimulated cyanobacteria outburst, which indirectly resulted in an 
abundance of nitrogen utilization and TN concentration decrease. Similar conclusions have also been 
published elsewhere, i.e. “N:P rule” is more applicable to systems when N or P loadings are very small and N, 
P inputs may be under the assimilative capacity of the phytoplankton (Paerl et al., 2001).  

 The continuous supply of nutrients including fish food and other inorganic compounds can effectively 
stimulate the algae growth (Figueredo et al., 2009; Tang et al., 2006), therefore algae biomass was 
significantly correlated with all the nitrogen fractions (Table 2). The positive correlation between COD and 
NH4+-N suggests that organic matter generation and nitrogen release occurred together in the fish culturing 
practices. With the continuous supply of fish food and increase in algae biomass, decomposition of the 
organic matter contained in the fish food, and respiration of aquatic organisms consumed abundant oxygen 
and produced organic or inorganic acid (Zang et al., 2011; Hargreaves et al., 1998), thus facilitating the 
decline in pH and DO values. This can partly explain the negative correlations between NH4

+-N and pH, DO 
values (Table 2). Moreover, the algae can utilize NO3

--N to support their growth, and the lower NO3
--N 

concentrations are usually accompanied with high algae biomass or Chl-a values (Suzuki et al., 1997). This 
contributed the most to the negative correlation between NO3--N and Chl-a in the present study (Table 2).    

 Finally, nitrogen removal by fish netting was evaluated. Though TN content before culturing was not 
measured, values reported by Zou et al and Cao et al can be used for reference because of the similar fish 
biomass and stock environments (Cao et al., 2007; Zou et al., 2002) (natural Chinese ponds or reservoirs 
without fish food application). During the entire experimental period, calculated amounts of 109.96g, 131.69 g 
and 131.69 g TN were added to the enclosures B, C and D in the form of soybean meal. According to Table 4, 
fish netting resulted in 3.54 g, 38.47 g and 27.21 g TN removal in enclosures B, C and D, corresponding to 
3.22%, 29.21% and 20.66% reduction of the added TN. These findings are comparable with others who 
reported only 11%-36% of nitrogen added as feed can recovered by the target organism (Hargreaves, 1998). 
Considering the nitrogen geochemical process, denitrification and ammonia volatilization are the two important 
approaches for nitrogen reduction. The rate of denitrification depends on temperatures, concentrations of 
nitrate, organic carbon, oxygen and denitrifying bacteria (Acosta et al., 1994). Due to low concentrations of 
nitrate, nitrogen removal by denitrification was ignored in these fish culturing enclosures (Kaggwa et al., 
2010). Ammonia volatilization is strongly affected by pH, ammonia concentrations, temperatures, evaporation 
rate and wind speed. With pH rising, volatilization is enhanced, while it is not important at pH＜7.5. It was 
reported that about 30% and 8% of the added N were lost by volatilization in an intensive shrimp pond and 
semi-intensive pond, respectively (Piedecausa et al., 2009). The mean pH in fish culturing enclosures here 
was about 8.2, thus the ammonia volatilization happened easily. Under the multiple influence of above 
nitrogen geochemical processes, TN concentrations in enclosures A, B, C and D were somewhat lower than 
those in the control enclosure and reservoir water. 
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5 CONCLUSIONS 
 Nitrogen dynamics were investigated under the condition of culturing bighead carp and common carp 

with added fish food. Panjiakou Reservoir water is a typical “nitrogen rich” water in nearly fifty days, and NO3
--

N is the major constituent of the TN. Our study found that the addition of fish food and culturing fish with fish 
food increased the NH4

+-N and COD concentrations, while reducing NO3
--N and TN concentrations during the 

short tested period. Panjiakou Reservoir has poor circulation and exchange times of months and years rather 
than days. Nitrogen control is of particular concern for the safety of the drinking water supply. Nitrogen mass 
balance calculation indicated that common carp can recover nearly 50% of the added TN in the form of 
soybean meal, about 4 times higher than that for bighead carp. It is implicated that bighead carp is more 
effective for the control of algae blooms, while common carp is more useful in the reduction of the total 
nutrient loadings. Finally, for the sustainable drinking water supply consideration, fish culturing style (e.g. fish 
species and stock density) and the contribution of cage culturing and environmental boundary conditions such 
as seasonal alternation, sedimentation, wind and disturbance to the water quality should be studied in detail. 
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ABSTRACT  
 
Faecal bacteria exist in surface waters as either free cells or cells attached to suspended sediment particles, 
and the attachment has a great impact on the fate and transport of faecal bacteria. In modeling efforts, the 
attachment is commonly mathematically described by a linear partition model, i.e., the concentration of 
attached bacteria per unit mass of suspended sediments linearly increased with the free floating bacteria 
concentration. However, the attachment in fact has not yet been well understood. The impact of many factors 
like the particle size among others is still not clear. In this study, controlled laboratory attachment experiments 
were conducted to investigate the impact of particle size on the attachment of Faecal coliforms (FC) to 
suspended sediments in surface waters. In the experiments, the suspended sediment samples (particle 
diameter ranging from 5 μm to 62 μm) were separated into four subsamples with different ranges of particle 
size, and the experimental results of the four subsamples were compared. It was found that the attachment 
can be well described by the linear model and the partition coefficients ranging from 0.1376 g/L to 0.9387 g/L 
had a greater value with finer particles. With some assumptions, the attached FC concentration per unit 
surface area of the suspended particles was calculated. And it was found that the attached FC concentration 
per unit surface area also linearly increased with the free floating FC concentration whilst did not vary with the 
particle size. This finding can help to refine water quality models to more accurately simulate and predict the 
fate and transport of faecal bacteria in surface waters.   
 
Keywords: Faecal coliforms; attachment; settleable suspended sediments; particle size; surface water. 

 
 

1 INTRODUCTION 
 The pathogen contamination has been a major public health concern all over the world and the presence 
of pathogen correlates well with the faecal contamination in surface waters (Leclerc et al., 2001). Faecal 
contamination is usually indicated by faecal indicator bacteria. Faecal coliforms (FC) used to be the most 
commonly used indicator bacteria worldwide, and they are still the principle indicator bacteria in many 
countries, e.g., China. 

Indicator bacteria in surface waters move freely with flow or interdependently with suspended sediments 
by attaching to them (Gannon et al., 1983), and the attachment will influence the bacterial transport and fate 
processes significantly. Settling of attached bacteria will accelerate the bacterial transfer into the bottom 
sediments and therefore purify the contaminated surface water due to their higher settling velocity (Jeng et al., 
2007). Meanwhile, the settled bacteria in the bottom sediments may experience a favorable physical, chemical 
and biological environment and survive much longer than in the overlying water. Thus, the bottom sediments 
harbor a very high population of faecal bacteria and pose a potential risk for water quality of the overlying 
water (Jeng et al., 2007).  

Water quality management and remediation usually depend on the accuracy of the numerical models to 
capture transport and fate processes of bacteria (Soupir et al., 2010). Therefore, quantitative representation of 
the partition between the free-floating and attached bacteria is extremely important for a better modeling 
performance. The attached fraction, defined as the ratio of attached indicator bacteria concentration to total 
concentration, was found to be highly variable (Jiang et al., 2015). More recently, the linear model as in 
Equation [1] was employed by some researchers to improve the predictive capabilities of microbial water 
quality modeling (Bai and Lung, 2005). 
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where P = the mass specific concentration of the attached bacteria (cfu/g), S = the sediment concentration, 
(g/L), Cs = the sediment associated bacteria concentration (cfu/L), Cw = the free-floating bacteria concentration 
(cfu/L), and k = the partition coefficient (L/g). The linear model was originally proposed to describe the 
attachment of faecal bacteria to soil particles in groundwater (Gantzer et al., 2001) and was experimentally 
validated that it was also suitable for describing the attachment of indicator bacteria to suspended sediments 
in surface waters. According to Equation [1], the attached fraction increases with the sediment concentration. 

Particle size was also reported by many researchers to be an important factor responsible for the highly 
variable attached fractions. Though the findings of different researchers were often contradictory, several 
researchers found that feacal bacteria prefer to associate with particles finer than 30 μm in diameter. Auer and 
Niehaus (1993) reported that the extremely fine particles in the size range 0.45 ~ 10 μm had the largest 
adsorption amount and the attached proportion of faecal coliforms to this faction reached to 90.5%. Jeng 
(2007) observed that about 70 ~ 80% of attached faecal bacteria were associated with suspend sediments 
ranging from 10 μm to 30 μm. However, some other researchers reported that higher attached fraction to 
larger particles or no correlations between that attached fraction and particle size. The investigations 
conducted by Schillinger and Gannon (1985) showed that most of the indicator organisms was associated 
with suspended particles larger than 30 μm and 52 μm. Meanwhile, Borst and Selvakumar (2003) observed 
no correlation between the faecal coliforms or faecal streptococcus concentrations and mean particle size. 

In this study, controlled laboratory experiments were conducted to further understand the characteristics 
of the attachment of FC to suspended sediments in surface waters. The emphasis of this study is to examine 
the impact of particle size on the attachment. 

 
2 MATERIALS AND METHODS  

In the study, bacteria-sediment-water mixtures were prepared and then unattached/attached bacteria 
were separated and enumerated. The results were analyzed to illustrate the attachment of FC to sediments. 
Each experiment was conducted in triplicate. A brief introduction of the materials and methods is given in this 
section, and a more detailed description and validation of the methods can be found in Jiang et al. (2015). 
 
2.1 Sediments of different particle size 
 The sediments were taken from a river in Beijing, China and soaked in distilled water for several days 
followed by air drying before experiments. The sediments that passed a 0.0625 mm sieve were used in the 
experiments. The organic matter, caution exchange capacity, Zeta Potential, specific gravity, BET specific 
surface area and average pore size of the cohesive sediments were 2.5%, 8.61×10-3 cmol/g, -44.27 mV, 
2.650, 4700 dm2/g, and 9.615 nm, respectively. The mineral composition of the suspended sediments 
determined by X-ray diffraction was quartz, feldspar, chlorite and illite. Four sediment fractions of different 
particle sizes of 62 ~ 31 μm, 31 ~ 16 μm, 16 ~ 8 μm and 8 ~ 5 μm were obtained by repeated sedimentation 
based on the Stoke’s law. 
 
2.2 Bacteria and bacteria-sediment-water mixture 

The FC bacteria in the experiments were isolated from local waste water and preserved at 4 °C in a 
refrigerator for later use. Before the experiments, the bacteria were activated at 44.5 ◦C for 7 h. Then, 1 mL of 
the FC culture was transferred to two 1000 mL Erlenmeyer flasks, each containing 200 mL of beef extract 
peptone. The flasks were incubated at 44.5 ◦C and shaken at 150 rpm for 24 h. Then, the bacteria were 
harvested by centrifugation at 12000 r/min for 15 min and washed twice with sterile distilled water. The 
harvested bacteria were mixed with 500 mL sterile distilled water and the initial concentrations were 
examined. In the experiments, 0.15 g sediments with particle sizes of 62 ~ 31 μm, 31 ~ 16 μm, 16 ~ 8 μm or 8 
~ 5 μm were added to 100 mL FC suspension in another 300 mL Erlenmeyer flask to obtain bacteria-
sediment-water mixture with different particle sizes, P1, P2, P3 or P4. Then, the flask was stirred at 300 rpm 
on a rotary shaker at 25 °C for 1 h. The initial FC concentration in the flask was controlled in the range of 101 ~ 
106 cfu/L. This range corresponded to the common faecal bacteria concentration in surface waters. 
 
2.3 Separation of unattached/attached bacteria 

The filtration technique used by many researchers (Gannon et al., 1983; Schillinger and Gannon, 1985; 
Auer and Neuhaus, 1993) was employed to separate the free-floating and attached bacteria. Ideally, the 
selected filter membrane should allow free-floating FC to pass and retain almost all the sediment particles. As 
shown in Table 1, the mass percentage of particles < 5 μm was only about 0.75% and negligible. In fact, 
particles finer than 5 μm are unsettleable under natural water conditions and have a negligible impact on the 
bacteria exchange between sediments and water column (Schillinger and Gannon, 1985). So, a pore size of 5 
μm was selected, and the FC pass the 5 μm pore were regarded as the free-floating group. In each 
experiment, 100 mL of the mixture was poured through a filter in a vacuum filtration apparatus. The filtrate 
was collected to analyze the free-floating FC bacteria number using the MF technique and the filter was 
removed from the filtration apparatus to further analyze the number of attached bacteria. 
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2.4 Bacteria enumeration 

In this study, we used the membrane filtration (MF) technique (SEPA, 2007) to enumerate the bacteria. 
The experiments were conducted at 25  0.5°C and at pH of 7  0.5. In some of the experiments, it was 
checked that the sum of the free-floating bacteria number and the attached bacteria number was equal to the 
initial bacteria number in the suspension before sediments being added (data not shown). These results 
indicated that the impacts of die-off/regrowth were negligible during the experiments. 
 
3 RESULTS AND DISCUSSION 
 
3.1 Attachment of FC to sediment particles 

The measured concentration of attached bacteria (P) per unit mass for different sediment particle sizes 
(D) was plotted against the free-floating bacteria concentration (Cw) in Figure 1. It can be seen that for each 
particle size, P linearly increased with Cw. All the dots according to each sediment concentration and particle 
size were fitted using a straight line and the values of the coefficient of determination (R2) were 0.9755, 
0.9867, 0.9888 and 0.9926 for P1, P2, P3 and P4, respectively. The good fitness of the liner partition model 
illustrated the validity of the linear partition model in describing the attachment of FC to suspended sediments.  
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Figure 1.  Relationship between attached FC concentration per unit mass and free-floating FC 

concentration for different particle size. 
 
 The partition coefficient (k) was calculated for each particle size and they significantly increased with the 
decrease of particle size (D) with values of 0.1376 L/g, 0.2611 L/g, 0.4797 L/g and 0.9387 L/g for P1, P2, P3 
and P4, respectively. The k value for P4 was 5.58, 3.02 and 2.10 times larger than that for P1, P2 and P3, 
respectively, which indicated that the finer particles exhibited much larger adsorption capacity than the coarse 
ones.  
 
3.2 Attached FC concentration per unit surface area 

To further investigate the impact of particle size on attachment, we calculated the attached FC number 
per unit surface area, p.  
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where p = the attached FC number per unit surface area (cfu/dm2), ns = the number of attached FC (cfu), Aa = 
total surface area of sediments available for FC attachment (dm2), and As = specific surface area of sediments 
(dm2/g). 

The pores on the sediment surface will increase the specific surface area by orders of magnitude and the 
BET specific surface area includes the surface area of the pores. The averaged pore size of the suspended 
sediments in the experiments was 9.615 nm, and it was much smaller than the cell size of faecal bacteria. 
This meant that faecal bacteria have little chance to enter the pores on the surface of the suspended 
sediments. Thus, instead of using the BET specific surface area, we determined the specific surface area 
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available for FC attachment by classifying the particles into 14 fractions as in Table 1 and assuming all the 
particles were spherical and of the same density of 2.65 g/cm3. The assumptions and detailed calculation 
procedures can be found in Oliver et al. (2005).  
  

Table 1. Parameters for calculating specific surface area of sediments available for attachment.  
Particle size D/μm Median diameter Dm/μm Mass percentage fi/% 

62~52 57 12.919 

52~42 47 7.809 

42~32 37 4.273 

32~28 30 6.855 

28~24 26 5.981 

24~20 22 5.789 

20~16 18 6.377 

16~14 15 4.791 

14~12 13 5.317 

12~10 11 6.434 

10~8 9 8.459 

8~7 7.5 6.993 

7~6 6.5 8.311 

6~5 5.5 9.696 
 

The concentration of attached bacteria per unit surface area (p) versus free-floating bacteria 
concentration (Cw) was plotted in Figure 2. In Figure 2, the experimental results of Jiang et al. (2015) were 
also included. The experiments were conducted under same conditions except that in Jiang et al. (2015), the 
sediments were not subdivided into four subsamples with different particle sizes, instead, they used four 
different sediment concentrations ranging from 0.5 g/L to 2.0 g/L. And, the results got from the four sediment 
concentrations were denoted by S1, S2, S3 and S4. The significant linear increasing relationship between p 
and Cw has been observed from this figure, and the ratio of p to Cw does not vary with particle size. 
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Figure 2.  Relationship between attached FC concentration per unit surface area and free-floating FC 

concentration. 
 
Manipulating Equations [1] and [2] gives that: 
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Since the LHS of Equation [3] does not change, the equation means that the partition coefficient increase 
linearly with the specific surface area. 
 
4 CONCLUSIONS 

 Accurate representations of sediment-bacteria associations in surface waters are lacking in modeling 
performance. The experimental results indicated that the linear partition model can be used to characterize FC 
attachment to suspended sediments and the fitted partition coefficients significantly increased with the 
decrease of particle size. Further investigation showed that the attached FC concentration per unit surface 
area also linearly increased with the free floating FC concentration whilst did not vary with the particle size, 
this means that the partition coefficient in the linear model is proportional to the specific surface area of the 
sediment particles. 

It is worth noting that the pores of the suspended sediments are usually smaller than the cell size of 
faecal bacteria. This meant that faecal bacteria have little chance to enter the pores on the surface of the 
suspended sediments. Thus, instead of the BET specific surface area being used, the specific surface area 
available for FC attachment was calculated based on the assumption of shape, size and density of the 
particles. 
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ABSTRACT  
 
This study assessed microhabitat conditions of an endangered freshwater fish, Lefua echigonia, using field 
observed ecohydraulic data and a machine learning-based habitat model. We made a series of monthly field 
surveys in a spring-fed, small urban stream in Japan: one for understanding longitudinal distributions of the 
fish and the other for understanding species interactions among fish fauna in the target river. Random forests 
(RF) was applied as a tool to analyze the relationship between physical habitat conditions and the 
presence/absence of L. echigonia. As a result, 12 freshwater fish species were observed in the river, of which 
longitudinal distributions of these species were relatively stable across the year. This may be partially due to 
its nature of spring water having stable temperature regime (around 18 °C) within a year except summer when 
water temperature rises up to 25 °C. RF-based habitat model showed high performance for modelling 
longitudinal distribution of L. echigonia, with two kinds of ecological information, namely variable importance 
and response curves. Variable importance suggested the importance of hydraulic parameters of flow velocity 
and water depth, and the presence/absence of aquatic vegetation. Response curves illustrated the important 
instream habitat conditions such as shallow water with low flow velocity, and larger proportion of vegetation 
and medium- to large-sized gravels. The habitat information can be used to identify potential habitats for L. 
echigonia. Future works should consider seasonal dynamics of habitat conditions and their suitability to 
various life-stages of L. echigonia such as spawning and interactions with other competitive aquatic species. 

 
Keywords: Conservation;  endangered freshwater fish; habitat model; microhabitat; urban stream. 

 
1 INTRODUCTION 
 

 Small streams including urban rivers and agricultural canals can provide important instream habitats for 
freshwater ecosystems such as fish, invertebrates and aquatic vegetation. However, infrastructure 
development for cities and agriculture for better quality of life and higher productivity has degraded such 
habitats by highly modified and regulated control and management activities, which, in return, has impacts on 
human life through degraded ecosystem services. Environmental management based on a better 
understanding of the ecology of existing ecosystems and impact of human activities is needed for our 
sustainable living with nature. In order to achieve this, both qualitative and quantitative information can play a 
role in a decision-making process. In this study, the authors investigated microhabitats of an endangered 
freshwater fish, Lefua echigonia, based on monthly field surveys in Yagawa river and habitat modelling with a 
predictive machine learning method, namely Random Forests (RF; Breiman, 2001). We discuss the specificity 
of microhabitat conditions of the fish species in the target system in comparison with previous research in 
other areas.  
 
2 METHODS 
 

 Our target fish, L. echigonia is a small freshwater fish dwelling in spring-fed streams and channels where 
human impacts of urbanization and agricultural intensification can be the major threat for their habitat 
degradation. We made two kinds of field surveys in Yagawa River (totaled 1.5 km long) in Tokyo, Japan for 
assessing microhabitat conditions of the fish. The first survey aims to understand longitudinal distribution of 
the fish along the stream, in which fish sampling with physical habitat measurement (i.e., water depth, flow 
velocity, substrates, percent vegetation coverage, etc.) was conducted to cover the entire river from the 
downstream end to the upstream end. The second survey was designed to investigate seasonal changes of 
fish fauna at 15 different survey stations (Figure 1), for which a 10-m-long reach was set and sampling effort 
was kept the same across the stations. The surveys were both conducted every month from June 2015 to 
May 2016. Body length and weight of sampled L. echigonia were recorded and released to where they were 
captured. Physical habitat conditions measured were water depth (cm), flow velocity (mm/s), substrate 
coverage (%; large-sized gravels, medium-sized gravels, small-sized gravels and sand/clay), percent 
vegetation coverage (%), and others. We used the package “randomForest” (Liaw and Wiener, 2002) as a RF 
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tool of microhabitat modelling for its predictive performance and the ability to extract ecological information 
such as variable importance and response curves. 

 

 
Figure 1.  Locations of fish fauna survey. 

  
3 RESULTS 

 
 As a result, the distribution of L. echigonia in the first survey changed with time because of its life stage 

from juvenile to adult. For instance, juvenile L. echigonia can be found throughout the river from April to June 
when spawning takes place. The distribution range shrank with time and becomes stable in around October 
and November partly because of habitat selection with growth. In the second survey, 12 fish species were 
observed of which four species of L. echigonia, Nipponocypris temminckii, Rhynchocypris logowskii 
steindachneri, and Rhynchocypris oxycephalus jouyi, in the order of dominance, were captured (Table 1). 
While L. echigonia and R. o. jouyi were found in similar stations such as ST1 and ST3, N. temminckii and R. l. 
steindachneri were mostly captured in ST6 and ST7 which can be characterized as relatively deep and open 
water in the target reach. Specifically, N. temminckii was not found between ST1 and ST4. It is seen from 
Figure 2 that the population density of L. echigonia was negatively correlated with N. temminckii and R. l. 
steindachneri while N. temminckii and R. l. steindachneri co-occurred in their main habitat in the river. These 
results indicate habitat differentiation within the small urban river.  
 

Table 1. Dominant fish species in Yagawa River. 
Scientific name Common name

a Lefua echigonia Japanese eight-barbel loach 
b Nipponocypris temminckii Dark chub 
c Rhynchocypris logowskii steindachneri Amur Minnow 
d Rhynchocypris oxycephalus jouyi Chinese minnow 
e Misgurnus anguillicaudatus Weather loach 
f Oryzias latipes Japanese medaka 
g Gnathopogon elongatus Field gudgeon 

 
 RF-based habitat models could successfully represent the presence/absence of the fish. The variable 

importance indicated that velocity was the most important for modelling longitudinal distributions of L. 
echigonia, followed by water depth and the presence/absence of vegetation (Figure 3). While the other habitat 
parameters except velocity, depth and P/A of vegetation showed limited importance, openness above 
sampling point, indicating canopy coverage above water, was found to have almost no importance in this 
habitat modelling. Response curves (Figure 4) show how L. echigonia responds to a given habitat condition. 
For instance, L. echigonia occurred in a relatively slow flowing and shallow water bodies (Figure 4A–4B), in 
which a slight increase in habitat potential in a fast flowing range can also be observed. The fish showed a 
tendency to stay in an area with relatively larger percent coverage of vegetation and large- and medium-sized 
gravels (Figure 4D–4F). 
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Figure 2. Scatter diagrams of fish population density of fish species captured in Yagawa river: a: Lefua 
echigonia, b: Nipponocypris temminckii, c: Rhynchocypris logowskii steindachneri, d: Rhynchocypris 
oxycephalus jouyi, e: Misgurnus anguillicaudatus, f: Oryzias latipes, g: Gnathopogon elongates. 
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Figure 3.  Variable importance computed by random forests: d: water depth, v: flow velocity, bed: dominant 
substrate, veg: presence/absence of vegetation, b: stream width, cs: channel structure, op: openness, vc: 
percent vegetation coverage, L: percentage of large-sized gravels, M: percentage of medium-sized gravels,  
S: percentage of small-sized gravels, san: percentage of sand/clay, wt: water temperature, wq: electrical 
conductivity. 
 

 
Figure 4. Response curves computed by random forests: A: flow velocity, B: water depth, C: stream width,   
D: percent vegetation coverage, E: percentage of large-sized gravels, F: percentage of medium-sized gravels, 
G: percentage of small-sized gravels, H: percentage of sand/clay, I: water temperature, J: electrical 
conductivity, K: openness, L: channel structure, M: presence/absence of vegetation, N: dominant substrate. 
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4 DISCUSSION 
 Habitat models have been widely applied for habitat prediction and for better understanding of species’ 

ecology (Fukuda et al., 2013; Fukuda and De Baets, 2016). Higher habitat potential in a slow flowing water 
can be explained by the sampling positions of Lefua echigonia, which were in many cases behind obstacles 
such as large rocks, wood debris, fallen leaves and instream structures. In these areas, flow velocity is low 
even though mean cross-sectional flow velocity is high. Conventional flow monitoring methods can fail to 
capture this kind of specific flow conditions and may lead to a wrong conclusion regarding habitat requirement 
for this species. For a better understanding of the ecology of this species, further studies in a laboratory flume 
may be needed to understand swimming ability that can be a good indicator for habitat suitability for velocity. 

 Higher habitat potential for shallow water and wider stream widths may also reflect features of the main 
L. echigonia habitats where the largest population can be found. This area is a protected area with abundant 
spring water which provides stable habitat conditions throughout the year. Shallower water may be preferred 
because other species can be present in a deeper area where species competitions for resources and space 
may be high. Vegetation coverage may be important to alleviate such a competition.  

 Monthly survey on fish fauna suggested potential inter-species competition between L. echigonia and N. 
temminckii. For instance, these species co-occurred in the same reach (e.g., ST7), in which N. temminckii 
may compete in resource uses or directly predate L. echigonia. The co-occurrence was possible because of 
habitat differentiation between deep and fast flowing water for N. temminckii and shallow and slow flowing 
water with aquatic vegetation for L. echigonia. As such, habitat heterogeneity in a reach may allow for 
coexistence of different species even under competition.  
 
5 CONCLUSIONS 

 We investigated L. echigonia microhabitat based on a series of field survey and RF-based habitat 
modelling as a tool to identify key habitat information of the species. L. echigonia was captured mainly in ST1–
ST3 where large-sized gravels and aquatic vegetation can be observed. The fish dominated in ST13 and 
ST14 where large-sized gravels and litters formed step-pool structures in the stream. Velocities in the slow 
flowing regions such as pool and behind obstacles must be measured in order to quantify habitat requirement 
for the L. echigonia. The habitat differentiation may be ascribed to differences in habitat requirement as well 
as the results of inter-species competition. Further studies are needed to investigate more specific habitat 
conditions in relation to swimming ability of L. echigonia and the ways of habitat restoration considering 
biophysical environment in the river. 
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ABSTRACT  
 
Microplastics (MPs) are a major concern in the ocean environment worldwide. Microplastics influence not only 
the water environment, but also the ecosystem because, due to their small size, microplastics can easily end 
up in the mouth of aquatic organisms. There has been many researches on, and many surveys of, MPs in the 
ocean, but there has been few researches on MPs in rivers around the world. As the first step in research on 
MPs in rivers, in the present study, we considered the fundamental methodology of an MPs survey. Then, we 
investigated the distribution of MPs in 21 locations on 18 Japanese rivers. We found that the particle count 
density of MPs in the rivers was one order of magnitude lower than that in the sea near Japan. The 
methodological problem of contamination of our survey results due to plastics in the materials is also 
discussed. 
 
Keywords: Microplastics; riverine litter; marine debris; plastic pollution; particle count density. 
 
 
1 INTRODUCTION  

It has recently become clear that there are a lot of small pieces of plastic less than 5 mm in diameter, 
called microplastics (hereinafter called MPs), in the marine environment. Several of their influences on the 
marine environment and ecosystem are known (Thompson et al., 2004).  

MPs can be divided into primary MPs and secondary MPs, depending on how the MPs are generated. 
Primary MPs are fine during production for example resin pellets, scrub and synthetic fibers detached by 
washing (Browne et al., 2011). Secondary MPs are produced by fragmentation of large plastic debris that has 
deteriorated with exposure to ultraviolet rays and changes in temperature (Andrady, 2011). It is quite difficult 
to collect MPs because MPs are very fine. MPs remain in the natural environment for a long time since they 
decompose with difficulty.  

Consequently, several risks to coastal environment have been identified. For example, MPs adsorb and 
concentrate persistent organic pollutants at low concentrations in the ocean and may become a transportation 
medium for contaminants to non-contaminated marine areas (Mato et al., 2001). When aquatic organisms 
become contaminated with MPs, not only can this damage the inside of their bodies physically, but 
contaminants can also migrate from the MPs to their body tissues (Tanaka et al., 2013). 

There has been a lot of research on the above topics for MPs in oceans and along coastlines. For oceans, 
it has been reported that MPs have accumulated in the convergence zone of each of the large subtropical 
gyres (Law et al., 2010, Eriksen et al., 2014, Cózar et al., 2014). The particle count density in the North Pacific 
Ocean is particularly high, at 105,000 pieces/km2. Additionally, the average density in six ocean areas, 
including the North and South Pacific Ocean, the North and South Atlantic, the Indian Ocean and the 
Mediterranean, is 63,000 pieces/km2 (Eriksen et al., 2014). Meanwhile, the particle count density in the East 
Asian Sea is 1,720,000 pieces/km2 (Isobe et al., 2015). This value is 16 times greater than that for the North 
Pacific and 27 times greater than the average value for these six oceans. For that reason, it has been pointed 
out that the East Asian Sea around Japan is a hot spot for MPs.  

In the oceans, the current status of MP pollution is becoming clear due to a lot of research. However, the 
current status in rivers is not clear and survey methods are not unified because there has been few 
researches and then survey methods are not established (Eerkes-Medrano et al., 2015). The rivers are known 
to be the main source of marine plastic debris (Jambeck et al., 2015), and many MPs have flowed into the sea 
through the rivers. Riverine litter has repeatedly been cast from river banks and has flowed out to sea from 
there (Funamoto et al., 2016), and plastic debris has deteriorated and been fragmented by ultraviolet rays and 
changes in temperature. 

In this study, we present the fundamental methodology for surveying MPs in rivers and report the results 
of our survey of many Japanese rivers. 
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2 FIELD SURVEY AND ANALYSIS METHOD 
 
2.1 Procedure for the field survey in rivers 

Since there are few surveys on MPs in rivers, at first we considered the alignment of the fundamental 
methodology of a MPs survey with that of general surveys of water quality in rivers. For oceans, a MPs survey 
is conducted on a ship, but for rivers, collection of MPs samples was done on a bridge above the river, as for 
surveys of water quality. The survey procedure for MPs from a bridge was as follows. 

i. A plankton net is dropped to collect MPs from the bridge into the river near the streamline. 
ii. The net is fixed near the water surface for a predetermined time. 
iii. The net is pulled up from the river to the bridge. 
iv. The net is immersed in a bucket filled with river water to wash inside of the net. 
v. Samples collected at the net are moved to sampling bottles. 

To collect MPs, we used a plankton net 30 cm in diameter, 75 cm in length, and with a mesh size of 0.1 
mm. The flow meter was attached at the aperture of the net to measure the water volume passing through the 
net. In addition, we attached a rope to the plankton net to drop it down and pull it up. When the velocity of flow 
was less than 0.3 m/s, the accuracy of flow meter measurement dropped. So an electromagnetic current 
meter or a radio current meter was also used. At each survey location, the above measurement steps were 
carried out in three sets of 10 minutes and one set of 30 minutes, as shown in Table 1. The measuring times, 
use of flow meter and bucket type were different, depending on each survey day. This is the result of 
reviewing the survey method as shown later.  

 
 Table 1. Outline of field survey and tools. 

Date River Location Measuring time 
Flow 
meter 

Tool 
Bucket 

Aug. 4, 2015 
Edogawa Noda 

10 minutes 
× 

3 times 

Not used 

Plastic 

Nakagawa Yoshikoshi 
Ohori Komagi 

Aug. 31, 2015 
Mogami 

Shonai Ohashi 
Sept. 1, 2015 Kurotaki 

Sept. 17, 2015 Asahi Kohoku 
Oct. 13, 2015 Edogawa Noda 
Oct. 22, 2015 Miyara Kawahara 

Nov. 18, 2015 

Edogawa Noda 

Used 

Nakagawa Yoshikoshi 
Yoro Kasumi 

Obitsu Nakagawa 
Koito Rokusan 

Nov. 19, 2015 Kurokawa Kurumagaeri 
Dec. 4, 2015 Nakagawa Yoshikoshi 

Dec. 8, 2015 
Tama Maruko 

Tsurumi 
Shin Yokohama 

Ohashi 

Dec. 22, 2015 
Arakawa Nishiarai 
Sumida Shirahige 

May 13, 2016 Edogawa Noda 

Jul. 7, 2016 
Naka 

Nakagawa 
Hodokyo 

30 minutes 
× 

1 time 

Kuji Tomioka 
Tone Sakae 

Jul. 27, 2016 

Nakagawa Shinkai 

Aluminum Arakawa Jisui 

Sagami 
Sagami 
Ohashi 

 
2.2  Survey sites 

Table 1 shows the details of the field survey, including the field sites. The survey sites comprised rivers in 
14 class A river systems and 4 class B river systems. These rivers have urban areas in their basin areas, 
except for the Kurokawa and Miyara Rivers. Due to outflowing MPs that have accumulated on the river bank, 
a large number of MPs may be transported during floods. However, the task of surveying during floods is quite 
difficult due to damage to the net by large debris (e.g., driftwood) and clogging of the net by large amounts of  
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suspended sediments. Therefore, in this study, the field survey on MPs was carried out when water levels 
were low.  

 
Table 2. Material and specific gravity of the main plastics. 

Material Specific gravity 

Polyethylene (PE) 0.910–0.965 

Polypropylene (PP) 0.900–0.910 

Polystyrene (PS) 1.04–1.09 

Polymethyl methacrylate (PMMA) 1.17–1.20 

Nylon 1.01–1.14 

Polyurethane (PU) 1.10–1.50 

Polyethylene terephthalate (PET) 1.34–1.39 

Polyvinyl chloride (PVC) 1.35–1.45 

 
 

 
Figure 1. Relationship with rotation speed and flow velocity 

 
2.3   Method of analysis for MPs 
 
2.3.1 Extraction of MPs from collected samples 

Samples collected at each survey station were washed the inside of the net with the river water. In light of 
the fact that most MPs have a low specific gravity, the following method was used to extract MPs from the 
sample. The sample was added to saturated saline solution (whose specific gravity is about 1.2), and then 
MPs floating on the surface were scooped out by a net and transferred to a petri dish. The materials that were 
extracted by using saturated saline were PE, PP, PS, PMMA and nylon, as shown in Table 2. Various 
additives are used to impart various functions to plastic, and then the specific gravity changes due to the 
additives. Therefore, although PET with a specific gravity larger than 1.2 usually sinks in saline solution, it was 
found in this study. 

 
2.3.2 Measurement of size 

In order to measure the size of the MPs, the square frames starting at 5 mm square and decreasing by 
0.5 mm were marked on filter paper. Then, the size of the frame and the MP candidates were compared and 
sizes were measured. From 2016 onwards, photos were taken using a microscope and a digital camera for 
microscope work, and the size of the MPs candidates was measured from these photos. 

 
2.3.3 Material identification 

We obtained the infrared absorption spectrum of the collected MPs candidates using Fourier Transform 
Infrared Spectroscopy (hereinafter called FTIR) and determined the materials of the MPs candidates. 
Substances absorb infrared light in specific wave number bands depending on their chemical structure. It is 
possible to identify the material of the plastic by examining the wave number band in which the peak of the 
infrared absorption spectrum occurs. It is efficient to identify the plastic using FTIR before measuring the size 
of an MP. However, in this study, the size of all MP candidates was measured before identification of the MP 
because MPs are frequently crushed when FTIR is used for MP. 
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2.3.4 Evaluation of MP particle count density 
We examined the relationship between velocity of flow and rotation speed of the flow meter (that is, 

number of rotations/unit time) to convert number of rotations into the water volume passing through the net 
per unit time. Figure 1 shows the correlation between the velocity v m/s measured during the MPs survey and 
rotation speed ω rps. The data in Fig. 1 was taken from the measured values in the Edogawa, Yoro, Obitsu, 
Koito, Kurokawa, and Tsurumi Rivers. This correlation could be approximated by the following equation’s 95% 
confidence intervals (R2 = 0.75, n =13, p = 0.0001). 
 

   77.0ln11.0  v  [1] 

 
Using this equation, the rotation speed of the flow meter was converted into velocity of flow at the 

aperture of the net. Then, the water volume passing through the net was calculated by multiplying the velocity 
with the area of the aperture of the net. Before introduction of the flow meter, the water volume passing 
through the net was calculated using the velocity measured by an electromagnetic current meter or a radio 
current meter. Then, the number of MPs identified by using FTIR was divided by the water volume passing 
through the net. In this way, MPs particle count density was calculated. Note that the flow velocity was 
measured not just at the aperture of the net. It means that the above relationship should be changed with 
precise measurement of velocity at the aperture in near future.  
 
3     MEASUREMENT PROBLEMS OF THE FIELD SURVEY METHOD 

In the initial stage of the survey, we did not consider the material of the survey tools and surrounding 
environment at the survey sites. However, since the main target of the survey is plastic, contamination of the 
sample MPs by MPs added by the field survey methods were a concern. Therefore, we reviewed the survey 
method and tools and summarized the factors in contamination of the sample in Table 3. 

 
Table 3. Factors in MP contamination due to survey tools and methods. 

Class Contaminating factor 
Contaminating 

material 
Influence 
on data 

Improvement plan 

Tools 

Plastic bucket 

Damage during survey 
Peeling of material 

PE, PP Present Use of aluminum bucket 

Washing bottle 
PE 

Negligible 
influence1 

Visual check of damage 

Sampling bottle 
Negligible 
influence1 

Use of stainless bottle 

Vinyl tape 
Contact of rope with bridge

Peeling of material 
PVC Absent No target 

Rain boots Peeling of material PVC Absent No target 

Rubber gloves 
Peeling of material during 

wash of the net 
PU Absent 

Check of spectral 
characteristics 

Rope Contact of rope with bridge PET Absent Use of natural fiber rope 
Life jacket Peeling of fiber PET Absent Visual check of damage 

Plankton net 
Damage during survey 

Peeling of material 
Nylon 

Negligible 
influence1 

Check of spectral 
characteristics 

Procedure 

1. Drop of the net 
from bridge 

Shavings of bridge girder, 
handrail and rope 

Falling of bridge accretion 

Mainly PET 
(due to rope) 

Absent2 
No friction of rope on bridge 
girder and handrail, 
Use of natural fiber rope 

2. Fixation of the net 
near water surface 

― ― Absent ― 

3. Raising of the net 
from the river 

Shavings of bridge girder, 
handrail and rope 

Falling of bridge accretion 

Mainly PET 
(due to rope) 

Absent2 
No friction of rope on bridge 
girder and handrail, 
Use of natural fiber rope 

4. Net washing to 
collect the samples 

Adhesion of debris  
collected on road 

Containing of MP in river 
water for washing the net 

Mainly PET 
(due to rope) 

Absent3 
Not putting net directly on 
road, filtering river water, 
and wash of net 

5. Transfer of 
samples to bottles 

 
i. After checking visually that there was no damage, the water stirred in the wash bottle and the 

sampling bottle was analyzed; however, MPs were not detected. 
ii. The fragments of paint peeled off the handrail have a specific gravity of 1.2 or more and sink when 

extracting MPs, so these are not covered in this paper. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2789



          
  

 

 

iii. As a result of the analysis of road sediment at six locations, one MP (PS) was detected only in one 
place, but that is the place where soil is collected, so there is no problem if investigation is carried out 
while avoiding such a place. 

 
4   RESULTS OF SURVEY 

 

 
Figure 2. Map of MPs particle count density. 

(A blank map is created by the Geospatial Information Authority of Japan.) 
 

 
Figure 3. MPs size distribution. 

 

 
Figure 4. Relationship between basin area and MPs particle count density. 
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4.1 Spatial distribution of MPs particle count density 
  Figure 2 shows the spatial distribution of the MPs particle count density obtained by the field survey. The 
result of 21 investigation points on 18 Japanese rivers is shown. The results indicated that in the rivers, the 
maximum MPs particle count density was 2.5 pieces/m3, the minimum was 0.0064 pieces/m3, the average 
was 0.22 pieces/m3, and the median was 0.11 pieces/m3. The particle count density of MPs in the rivers was 
one order of magnitude lower than that in the sea near Japan (0.03–491 pieces/m3, the average was 3.74 
pieces/m3, Isobe et al., 2015). Since the ocean is accumulation zone of MPs, the MPs particle count density in 
the ocean may be higher than that of the rivers due to the flow of MPs from land into the ocean through the 
rivers over several decades.  

The maximum particle count density was observed in the Ohori River. The catchment of the Ohori River 
has an urbanization rate of 80%, and it is a main river flowing into Lake Tega, where eutrophication is well-
known in Japan. Therefore, the watershed characteristics, such as land use and the population in the river 
environment, and pollution by MPs may be related. In addition, MPs were found in all rivers investigated in this 
study. As mentioned above, the possibility of contamination of the measurement equipment cannot be 
completely denied. Therefore, we must be careful to deal with investigation points where the number of MPs is 
5 or less. 

Figure 3 shows the distribution of MPs sizes. Maximum lengths of less than 2 mm account for 70% of the 
total MPs. Maximum lengths of less than 1 mm, on their own, already account for more than 50% of MPs. 
Plastics seem to have repeated miniaturization since small MPs are the majority. 

 
4.2 Relationship between watershed characteristics and MPs particle count density 
  In order to consider the relationship between watershed characteristics and MPs particle count density 
mentioned above, the graph of the correlation between basin characteristics for the nearest water level 
observation from each survey point and MPs particle count density is shown in Figure 4. From the result, there 
is no clear relationship between watershed characteristics and MPs particle count density. However, detailed 
studies which are based on not only watershed area but also on other watershed characteristics must be 
conducted in future. 
 

 
Figure 5. MPs materials in each river 

 
4.3 MPs materials 
  Figure 5 shows a summary of MPs materials across all surveyed rivers. Since the MPs were separated 
by saline solution, plastics that have specific gravity of 1.2 or less are the main subjects of this study and 
these materials are PE, PP, PS, PMMA, nylon and so on. Among them, PE and PP have been identified and 
account for 70% of the total.  

There is the possibility of overestimation of PE and PP due to plastic contamination caused by use of 
plastic buckets, but in the Sagami and Nakagawa Rivers, where an aluminum bucket was used, PE and PP 
account for 80% of the total of the materials in each river. Therefore, there is a high possibility that PE and PP 
have also been correctly identified in the other survey rivers. In addition, the composition of materials in each 
survey river is different. PE and PP were only in the Tone, Ohori, Sumida, Tama, Yore, Obitsu, Kuji, Asahi and 
Kurokawa Rivers. In contrast, PS, PMMA and others were in the Mogami, Miyara, Naka, Sagami, Arakawa, 
surumi, Koito, Edogawa and Nakagawa Rivers. 
 
5   CONCLUSION 

We organized a survey of MPs in 18 Japanese rivers and found that the particle count density of MPs in 
the rivers, 0.0064–2.5 pieces/m3, was an order of magnitude lower than that in the sea near Japan, 0.03–491 
pieces/m3, the average was 3.74 pieces/m3 (Isobe et al., 2015). Furthermore, the majority of the MPs found 
were less than 2 mm in size. In future, we will compare detailed watershed characteristics, such as land use, 
population, sewerage maintenance rate and the pollution status of MPs. 

In our field survey, the contamination of our results due to the use of plastic tools and contact with plastic 
during the survey procedure was one of our concern. Substitutable plastic tools will be substituted and non-
substitutable tools will be checked for damage before and after investigation and characteristic of infrared 
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absorption spectrum acquired using FTIR. During the survey procedure, it is necessary not to have tools in 
contact with the bridge and/or the road.  
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ABSTRACT  
 
Vertical profile of the primary Reynolds stress within a submerged vegetation canopy reflects complex 
mechanics of flow-vegetation interactions. Over the last few decades, extensive studies focusing on both 
qualitative and quantitative descriptions of the Reynolds stress within aquatic canopies have been carried out. 
Although these studies have advanced our knowledge of mechanics of flow-vegetation interactions, further 
research in this area is still required. In particular, there is a need for development of new simple physically-
based relationships describing the Reynolds stress profiles within submerged vegetation canopies. This paper 
addresses this issue and proposes a physically justified formulation for the Reynolds stress profile within the 
canopy region. According to this formulation, the vegetation layer is subdivided into the upper and lower 
canopy regions with distinctly different momentum transport and drag-forming mechanisms. The key 
parameters of the proposed relationship are the penetration depth (i.e., the distance from the bed to a point 
where the downward turbulent flux becomes negligible) and the ratio of drag forces acting in the upper and 
lower canopy regions. The relationship was tested using extensive laboratory experiments that show that the 
relationship parameters are affected by both bulk flow conditions and vegetation characteristics. 

 
Keywords: Vegetated flow; reynolds stress; drag; open-channel flow. 

 
 

1 INTRODUCTION  
 Many phenomena in open-channel flows such as flow resistance, transport of pollutants, deposition and 
erosion of sediments are directly influenced by the primary Reynolds stress. Although for flows over smooth 
and sedimentary rough beds, extensive data on Reynolds stress are already available, the information for 
vegetated flows remains limited, especially for the region within vegetation canopies. The available data 
suggest that the Reynolds stress in vegetated flows peaks around the top of the canopy and then it rapidly 
decays downward (Nepf and Vivoni, 2000; Poggi et al., 2004). The sharp decrease in the Reynolds stress 
within the canopy region is mainly caused by the drag due to vegetation elements. Researchers found that the 
vertical distribution of the Reynolds stress within the canopy is affected by vegetation parameters (e.g., plant 
morphology, density, and flexibility) and flow characteristics (e.g., relative submergence) (Nepf and Vivoni, 
2000; Poggi et al., 2004b; Nezu and Sanjou, 2008). Researchers proposed two simple models, also known as 
the first-order closure models,  Poggi et al. (2009) developed a model based on a mixing length concept) and 
complex models Lopez and Garcia (2001) employed k   and k   models to analyze turbulence structure 
of open-channel flow with submerged vegetation) to predict vertical profiles of the Reynolds stress for flows 
with submerged vegetation.  
 Although past studies have provided some insights into the Reynolds stress distribution for aquatic flows, 
further research is still required. In particular, development of simple physically-based relationships describing 
the Reynolds stress profiles within the canopy region is needed. The goal of this paper, therefore, is to 
develop a physically justified relationship of the Reynolds stress distribution within a submerged vegetation 
canopy. In the following section, a relationship describing the vertical profile of the Reynolds stress within the 
canopy is first derived. This is followed by a description of experimental data and methods. Then, the 
proposed formulation was tested using extensive laboratory experiments and the effects of flow and 
vegetation characteristics on the driving parameters were identified. 
 
2 RELASHIONSHIP FOR THE REYNOLDS STRESS DISTRIBUTION WITHIN THE VEGETATION 

CANOPY 
 In general, the vertical distribution of the Reynolds stress in open-channel flows with vegetated beds can 
be complex, especially in the near bed region where the time-averaged flow is spatially heterogeneous. 
Hence, the use of the time-(ensemble-) averaged hydrodynamic equations for this region is not practicable 
due to high spatial variability of flow velocities and turbulence characteristics. In order to resolve this issue, 
researchers use the double-averaged (in both time and space domains) Navier-Stokes (DANS) equations that 
explicitly contain important additional terms such as form-induced stresses and viscous and form drag terms 
for the flow region within the canopy (Nikora et al., 2007; Nepf, 2012). Considering steady, uniform, and two-
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dimensional (2D) open-channel flow within the vegetation canopy and neglecting effects of vegetation 
porosity, the DANS momentum equation for the longitudinal velocity component can be presented as: 
 
 1

0
e Dx

d
gS F

dz




    

[1] 

 

where g  and   are gravity acceleration and water density, respectively; e
S  and 

b
S  are the energy gradient 

and the bed slope, respectively; z  is the vertical coordinate (with origin at a channel bed); Dx Vx Px
F F F  , Vx

F  

and Px
F  are the total drag, the viscous and form (pressure) drag forces per unit fluid mass, respectively; and 

  is the total fluid stress ( i.e., the total vertical momentum flux / ' ' /u w uw u z         , where the 

first term on the right-hand side of /   is the spatially-averaged Reynolds stress, the second term is the 

form-induced (also known as dispersive) stress, and the third term is the double-averaged viscous stress).  
 Effects of vegetation porosity in [1] are neglected, as for most aquatic canopies the porosity only weakly 
depends on z  (e.g., Righetti, 2008) and, furthermore, it is close to 1.0 (Nikora et al., 2008; Nepf, 2012). It is 
worth noting, that in high-Reynolds number open-channel flows with submerged high-density vegetation, the 

main contributor to the total vertical momentum flux /   is ' 'u w  (Poggi et al., 2004a). Poggi et al. 

(2004a) found that for dense canopies contribution of uw    to /   be less than 5%. Furthermore, above 

the viscous sub-layer /u z    is negligible compared to ' 'u w . 

 The total drag force Dx
F  in [1] is commonly parameterized using a relationship:  

 
 2

0.5
Dx D

F C a u  
[2] 

 

where 
D

C  is the drag coefficient; a  is vegetation density, i.e., the total frontal vegetation area 
fv

A  per unit fluid 

volume 
f

V , /
fv f

a A V  (Nikora et al., 2004), and u  is the local double-averaged velocity. 

 Equation [2] shows that for homogeneous vegetation with height-independent density a  (i.e., a  const), 

the drag force Dx
F  may change with the vertical coordinate z  only if 

D
C  and/or u  change with z . 

Considering the findings of the experimental studies of vertical profiles of DC  and u  (Dunn et al., 1996; 

Nepf and Vivoni, 2000), we can subdivide the vegetation canopy into two regions: the lower canopy (LC) and 
the upper canopy (UC) (Figure 1).  
 

 
Figure 1. Conceptual representation of the vertical profiles of the Reynolds stress, drag coefficient, and total 

drag force within the vegetation canopy. 
 
 Within the LC region, the flow is mainly controlled by the balance of the gravity and total drag forces, while 
the total vertical momentum flux is negligible (Figure 1), i.e., / 0   . In this canopy region, the flow velocity 

and drag coefficient profiles are approximately constant. Thus, from Eq. [1] it follows that within the LC region 

the total drag force is approximately constant, i.e., 
Dx LC b

F F gS  . In the upper part of the canopy, the total  
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vertical momentum flux /   significantly contributes to the momentum balance, as schematically shown in 

Figure 1. Within this region, the mean velocity increases with increase in z , resulting in decreasing 
D

C  

following a relationship 
D

C u


�  where the submerged flexible vegetation 2   (Dunn et al., 1996; Nepf 

and Vivoni, 2000). Hence, within the UC region we have 2

D
C u  const and, therefore, the total drag force 

Dx UC
F F  is also likely to be approximately constant, similar to the situation in the LC region. Thus, assuming 

that the drag force within the canopy is constant (i.e., Dx
F const) after integration of Eq. [1] we obtain a linear 

relationship for the total fluid stress within the UC region: 
 
 ( ) / ( )

Dx b
z F gS z C      [3] 

 
where C  is an integration constant.  

 At z h , where the total vertical momentum flux ( ) / 0h    (Figure 1), the integration constant is 

equal to ( )
Dx b

C F gS h   . The elevation z h  subdivides the vegetation canopy into the LC and UC 

regions with different momentum transport and drag-forming mechanisms. In the UC, the momentum transport 
is dominated by the total vertical momentum flux, while in the LC it is dominated by the gravity effect (Nepf 

and Vivoni, 2000). Parameters h  and 
h c

h h
     are the thicknesses of the UC and LC regions, 

respectively; they may be considered as integral measures of the flow-vegetation interactions. Finally, 

substituting ( )
Dx b

C F gS h    into [3] the relationship for the distribution of the total fluid stress within a 

submerged vegetation canopy can be summarized as: 
 
    ( ) / ( )( )   for  

( ) /
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 Considerations presented above allow us to obtain the ratio of the drag force 
UC

F  in the UC to the drag 

force 
LC

F  in the LC, i.e., /
UC LC

F F . Expressing each term of Eq. [1] individually for the LC and UC regions 

(Figure 1) and integrating it one obtains:  
 
 / ( ) 0

c
b c h UC c LC

gS h F h h F h        [5] 

 

where 
c

h
  is the total fluid stress at the top of the canopy. Recalling that the drag force in the LC is 

LC b
F gS  

(Figure 1) and rearranging [5], we obtain: 
 
 /

1
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c
hUC

LC b c

F

F gS h h

 
 


 

[6] 

 
 The ratio of drag forces [6] is a measure of the relative contributions of the UC and LC regions to the total 
momentum sink (drag) within the entire vegetation canopy. This ratio is likely to be controlled by flow and 

vegetation characteristics. For steady and uniform 2D flow /
c

h b o
gS H    ( oH  is the depth of the overflow 

above the vegetation canopy). Substituting it into Eq. [6] we derive: 
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[7] 

 
 Equation [7] shows that the dependence of the ratio of drag forces on relative submergence is in general 

non-linear. For emergent conditions, i.e., / 1
c

H h   and / 1
c

h h  , the ratio / 0
UC LC

F F  , implying that there is 

no UC region. When /
c

H h   , e.g., for terrestrial canopies, the LC region becomes negligible. Previous  
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studies have shown that with the increase in /
c

H h  from 1 to some threshold value, the ratio /
c

h h  rapidly 

decreases from 1 tending to a constant value (Nepf and Vivoni, 2000; Wilson et al., 2003; Nezu and Sanjou, 

2008; Okamoto and Nezu, 2009). The threshold value of the relative submergence, when /
c

h h  becomes 

approximately constant, depends on vegetation characteristics. For example, for flexible vegetation, /
c

h h  

reaches a constant value at / 2
c

H h   (Nepf and Vivoni, 2000) while for rigid vegetation, it becomes constant 

at / 4
c

H h   (Nezu and Sanjou, 2008). Thus, for a relatively high submergence (e.g., / 2 4
c

H h   ) the ratio 

/
c

h h  is approximately constant and Eq. [7] becomes linear, i.e.: 

 
 

UC

LC c

F H
b c

F h
   

[8] 

 

where   1
1 ( / )c constb h h

   and   1
1 / ( / ) 1

c const
c h h


    are constants, as ( / )

c const
h h  const. Coefficients 

b  and c  in [8] are likely to be dependent on vegetation properties.  
 Thus, using the DANS momentum equation for steady and uniform 2D open-channel flow within the 
vegetation canopy, a simple relationship [4] for the total fluid stress and an expression for the drag force ratio 
[7] are deduced. An extensive programme of laboratory experiments was carried out to test the proposed 
relationships. The details on the experimental data and their analysis are presented in the following section. 
 
3 EXPERIMENTS AND METHODS 
 
3.1 Experimental set-up 
 Laboratory experiments were carried out in a 12.5 m long and 0.3 m wide rectangular glass-sided tilting 
flume (Figure 2). An adjustable weir located at the discharge tank was used to minimize backwater effects and 
extend the section of (quasi-)uniform flow. The water discharge was measured by an electromagnetic flow 
meter Sitrans MAG 5100 W. Ten piezometric intakes tapped along the centre line of the flume bed were used 

to measure water surface slope. The water depth H  and deflected canopy height ch  were measured at ten 

evenly-spaced cross-sections along the flume using decimal rulers glued to the glass side wall of the flume.  
 

 
Figure 2. Experimental set-up: a) Armfield flume fully covered by artificial flexible grass EP100; b) a 

measurement hole within the vegetation canopy EP100; side view of EP100. 
 

A three-component Nortek down-looking ADV was used to measure instantaneous velocities. The 
streamwise, lateral and vertical coordinates are denoted as x , y  and z , respectively, with 0z   at the 

flume bed. The corresponding local time-averaged velocity components and turbulent fluctuations in each 
direction are defined as u , v , w  and 'u , 'v , 'w , respectively. Trial experiments showed that removal of 4 
plants (Figure 2c) from a small area of approximately 2 by 2 cm² was required to enable measurements within 
the canopy and to avoid interception of plant stems by the ADV sampling volume (Figure 2a,b). Synchronized 
measurements with two ADVs separated along the channel were conducted. ADV #1 was fixed above the 
measurement hole, while ADV #2 was first located 20 cm upstream of the hole and then it was placed 20 cm 
downstream of the hole. The measurements showed that the removal of the plants had negligible impact on 
the measured velocity statistics above the canopy, consistent with Ikeda and Kanazawa (1996) and  
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Ghisalberti and Nepf (2004). A sampling duration of 120 s, sampling frequency of 25 Hz, and standard ADV 
measurement volume of 0.25 cm³ were used.  
 Two types of artificial flexible garden grasses, i.e., EasyPlants (EP) and EverGreens (EG), have been 
selected (Figure 2 and Table 1) to conduct laboratory experiments. In all experiments, the artificial flexible 
garden grass covered the whole bed of the flume. Both types of grasses, i.e., EP and EG, are made of 
individual stems of thiolon LSR (lower sliding resistance) and polyethylene, respectively. The stems are 
arranged as groups of uniformly distributed plants weaved to a thin black plastic base (Figure 2c). Each plant 
consists of exactly 16 for EP100/EP50 and on average 20.8 (varied from 19 to 24) for EG100 individual stems. 
The key parameters for both grasses are shown in Table 1, including the total frontal vegetation area per unit 

fluid volume a ; porosity /f tV V  , where tV  is the total canopy volume; and the stem flexural rigidity J EI  

defined as the product of the stem Young’s modulus E  and the second moment of area I . The stem flexural 
rigidity for both types of grasses is comparable to those for real grasses of approximately the same stem 

length 6( 5.80 10J    Nm²; Kouwen and Li, 1980) and for natural aquatic vegetation (
6 54.96 10 5.55 10J       Nm² in Miller et al., 2012). In the present experiments, the canopies had porosity 

values ranging from 0.97 to 0.99, comparable to those of most aquatic plants (Nikora et al., 2008).  
 Experiments have been conducted for each grass (Table 1). The experiments involved measurements of 
the: (a) bulk hydraulic parameters (water depth, water surface level, flow rate, and channel bed slope); (b) 
vegetation characteristics (canopy height, density, geometrical and biomechanical characteristics, and 
porosity), and (c) instantaneous velocities measured at a single location in the middle of the flume (along and 
across the channel). For each vertical profile, the velocity time series were collected at multiple points from the 
channel bed up to the maximum vertical position possible with the ADV (i.e., approximately 7 cm below the 
water surface). Depending on the flow submergence and bed slope, the number of measuring points in the 
vertical varied from 10 to 54, with an average of 25. The spacing between measuring points was 0.5-3 mm in 

the near-bed region (from the bed up to approximately 1.5 ch ) and then 10-14 mm. The ranges of the main 

experimental parameters are shown in Table 1. 
 

Table 1.Grass characteristics and ranges of experimental parameters. 

Grass 
ID 

a      J   No. of 
exper. 

  bS   
m

Q
U

A
  

c

H

h
 

B

H
 *m

u   /
m

U H R  

  (1/m) (-) (Nm²)     (%) (m/s) (-) (-) (cm/s) (-) 

EG100 372 0.98 
42.29 
E-07 

32 
from 0.05 0.15 3.00 0.71 1.92 2.32E+04 

to 1.00 0.85 9.72 2.30 9.00 1.61E+05 

EP100 268 0.97 
7.73  
E-07 

31 
from 0.05 0.17 3.49 0.75 1.84 3.40E+04 

to 0.40 0.57 11.81 2.52 5.97 1.17E+05 

EP50 134 0.99 
7.73  
E-07 

29 
from 0.05 0.17 3.64 0.74 2.00 3.32E+04 

to 0.40 0.56 12.66 2.38 5.24 1.17E+05 

 
3.2 Data analysis 
 In the proposed relationship [4], the total fluid stress is approximately equal to the Reynolds stress, i.e.,

( ) / ' ' ( )z u w z    , since contributions from both form-induced (Poggi et al., 2004a) and viscous stresses 

are negligible. Therefore, [4] can serve as a relationship of the Reynolds stress distribution within the canopy.  
In the present study, the primary Reynolds stress is determined as: 
 
  1/ 22 2

' ' ( ) ' ' ( )
ver

RS u w z v w z   
[9] 

 
where the second term on the right-hand side of [9] is used to eliminate potential probe misalignment effects 
in the computation of the primary Reynolds stress. In order to scale various flow quantities, e.g., velocity 
statistical moments, the shear velocity was estimated from the turbulent stresses directly measured at the 
canopy top as follows:  
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[10] 
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where the two highest values of the Reynolds stresses are averaged to reduce uncertainty. These maximum 
values typically occur around the canopy top.  

     The parameters of Eq. [4] for the UC region, i.e., the gradient ( )UC bA F gS   and intercept 

( )UC bC F gS h Ah      , are found by best fitting the measured profiles [9] to Eq. [4] using the 

experimental data within the range / 0.55 0.9cz h   . This range has been determined by visual assessment 

of the measured vertical profiles of the Reynolds stress. Then, using the obtained parameters A  and C , the 

constant drag force UCF  for the UC and the level h  of the negligible vertical turbulent transport of momentum 

are determined as follows: 
 
 

UC b
F A gS   [11] 

 
 

UC b

C C
h

F gS A
    


 

[12] 

 In order to compare estimates of h  from [12] with the penetration depth ph  proposed in Nepf and Vivoni 

(2000), their “10%-technique” was applied to the vertical profiles of Reynolds stress [9]. Specifically, the 

parameter ph  is estimated as the distance from the channel bed to an elevation where verRS  decays to 10% 

of its maximum value.  
 
4 TESTS 
 
4.1 Vertical profiles of mean velocities and turbulent stresses 

 Representative vertical profiles of the normalised time-averaged velocity */ mu u  and the vertical Reynolds 

stress 
2

* */ver ver mRS RS u  are shown in Figure 3. The normalised mean velocities collapse well on a single 

curve within the canopy and a thin region above it, up to / 1.5 2.0cz h   . However, the measured velocities 

in the outer flow region demonstrate noticeable divergence, which most likely reflects combined effects of the 

wake region and the secondary currents (Figure 3a). The ratio */ mu u  at the canopy top, which is generally 

affected by both the vegetation density and flow submergence, is close to 6.1, on average, varying between 5 

and 7.4. The vertical Reynolds stress *verRS  peaks at the canopy top or slightly above it (Figure 3b). The 

vertical distributions *verRS  are fairly close to linear in the upper canopy ( / 0.5 0.9)cz h    as well as in the 

adjacent layer above the canopy ( / 1.1 3)cz h   . Deviations from non-linearity in the outer flow region, i.e., 

near the water surface, are most likely attributed to the effects of the secondary currents combined with the 

near-surface effects that are likely to increase with increasing relative submergence / cH h  and decreasing 

vegetation density. The values of *verRS  within the lower part of the canopy, i.e., at / 0.5cz h  , are fairly 

close to zero confirming that the vertical turbulent transport of momentum is negligible within this region. 
 

 
Figure 3. Representative normalized profiles of the: (a) mean velocity and (b) Reynolds shear stress. 

Horizontal solid lines denote the top of the canopy. 
 
 

*/ mu u 2
*/ver mRS u

a) b)
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4.2 Test of the Reynolds stress relationship 
 The Reynolds stress relationship [4] is tested using the experimental data for all three data sets described 
in section 3.1. Representative vertical profiles of the measured and calculated Reynolds stresses are shown in 
Figure 4. The data demonstrated that Eq. [4] approximates the Reynolds stress distribution within the upper 
canopy very well. This implies that the parameters A  and C  in [11] and [12] can be used to estimate the 

upper canopy drag force UCF  and the depth of negligible vertical turbulent transport of momentum h . Note 

also that the vertical Reynolds stress verRS  is fairly close to 0 within the LC region, i.e. below h . 

 

 
Figure 4. Tests of the Reynolds stress distribution model [4] within the submerged vegetation canopy.  
 

 The comparison between the depth of negligible vertical turbulent transport of momentum h  and the 

penetration depth ph  estimated using Nepf and Vivoni’s (2000) 10%-technique is shown in Figure 5. The data 

show that / ch h  values are approximately 10% smaller than /p ch h , i.e., / 0.9 /c p ch h h h  , consistent with 

the proposed linear model [4]. Indeed, this difference is expected, as /p ch h  corresponds to the position 

where the Reynolds stress is equal to 10% of its maximum value, while / ch h  corresponds to the position 

where the Reynolds stress is equal to 0. Figure 5 shows that for a given vegetation type, e.g., EP, with 

decrease in vegetation density, both / ch h  and /p ch h  decreases, which are consistent with Nepf and Vivoni 

(2000). Furthermore, Figure 5 illustrates that for a given canopy density, e.g., EG100, increase in bed slope 

bS  leads to decrease in penetration depth.  

 

 
Figure 5. Correlation of / ch h  with the penetration depth /p ch h  estimated using Nepf and Vivoni’s (2000) 

10%-technique. Solid line denotes y x  relationship. 
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 Figure 6a demonstrates the dependence of /UC LCF F  on relative flow submergence / cH h . The data 

show that with the increase in / cH h , the ratio of drag forces /UC LCF F  increases. For an experimental range 

of / cH h , covered in the present study, i.e., / 3 12.7cH h   , the following ranges of /UC LCF F  have been 

obtained: 3.1−13.6 for EG100, 3.1−12.2 for EP100 and 3.7−11.8 for EP50. Figure 6a shows that for a given 

value of relative submergence, the ratio of drag forces /UC LCF F  increases with the increase in vegetation 

density. In general, the drag force ratio /UC LCF F  may be comparable to the ratio of the turbulent stress 

gradient ' ' /u w z    to the pressure gradient /g H x   (or to the gradient of the channel bed /bz x   for 

uniform flow, where bz  is the bed elevation), proposed in Nepf and Vivoni (2000). Indeed, taking into account 

that /b b LCg z x gS F     and considering the flow within the UC region, Eq. [1] can be re-written as: 

 
 1 /

1UC

LC LC

F d dz

F F




   

[13] 

 

 The right-hand term in [13] is equivalent to the ratio    ' ' / / /
b

u w z g z x     . In agreement with [13], 

the Nepf and Vivoni (2000) data in Figure 6a, which covers flexible low-density vegetation with 0.88cah  , 

are consistent with the drag force ratio /UC LCF F  values.  

 
 

Figure 6. Dependence of /UC LCF F  (a) and / ch h  (b) on / cH h . Black lines of different styles in plot (a) 

show tests of Eq. [8] for a range of / ch h  values. Symbols are as shown in Figure 5. 

 

 Figure 6a also serves as a test for Eq. [7], covering a range of / ch h  from 0 (the turbulent stress 

penetrates to the bed) to 0.5 (the total vertical momentum flux is fully absorbed within the upper half of the 
canopy). The experimental data demonstrated that Eq. [7] approximates the drag force ratio fairly well. For 

example, the EG100 data points closely collapse around a straight theoretical line for / 0.5ch h  , consistent 

with Eq. [7] and the average value of the unconfined limit of / ch h  = 0.53 (Figure 6b). A good agreement 

between the experimental data and Eq. [7] suggested that when the penetration depth reaches its unconfined 
limit, i.e., becomes independent of relative submergence and only depends on vegetation parameters, the 

dependence of /UC LCF F  on / cH h  can be described by a simple linear relationship [8]. 

 The dependence of / ch h  on the relative submergence is illustrated in Figure 6b. The data show that for 

a range of / cH h , investigated in the present study, the ratio / ch h  remains approximately constant with 

increase in the relative submergence, consistent with the expectations. Figure 6b also shows that for a given 

/ cH h  value, the ratio / ch h  increases with the increase in the vegetation density. Furthermore, for given  
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values on both of the vegetation density and relative submergence, increasing bed slope leads to decrease in 

/ ch h , as seen in Figure 5.  

 Unfortunately, the present study does not cover / 3cH h  . However, based on the results of Nepf and 

Vivoni (2000) who demonstrated that the relative penetration depth decreased from around 1 for emergent 

vegetation, i.e., / 1cH h  , to an unconfined limit at / 2cH h   (their data are also shown in Figure 6b), it is 

reasonable to assume that / ch h  should be decreasing within the range / 1 3cH h   . This assumption may 

be further supported by the results of Nezu and Sanjou (2008) who also found that the relative penetration 

depth reaches its unconfined limit, but at much higher value of the flow submergence / 4cH h  . The noted 

discrepancy between Nezu and Sanjou (2008) and Nepf and Vivoni (2000) data most likely relates to the 
significant differences in plant rigidities [flexible in Nepf and Vivoni (2000) versus rigid in Nezu and Sanjou 
(2008)], morphologies, and densities. Potential effects of secondary currents should not be dismissed as well.  
 
5 CONCLUSIONS 
 A new physically-based relationship describing the Reynolds stress profiles within the submerged 
vegetation canopy is proposed. The relationship is deduced using the DANS momentum equation for steady 
and uniform 2D open-channel flow within the vegetation canopy. The key parameter of the proposed 

relationship h  subdivides the canopy into the upper and lower canopy regions with different momentum 

transport and drag-forming mechanisms. In the upper canopy, the momentum transport is dominated by the 
total vertical momentum flux, while in the lower canopy part, it is dominated by the gravity action. The ratio of 
the drag forces acting in the upper and lower canopy regions is approximated by a simple non-linear 

relationship that links this ratio to the relative penetration depth / / ch h  and flow submergence / cH h . When 

/ / ch h  approaches a constant value above some threshold flow submergence the relationship 

/ ( / )UC LC cF F f H h  becomes linear. The drag force ratio /UC LCF F  may be interpreted as a measure of the 

relative contributions of the upper and lower canopy regions to the total momentum sink (drag) occurring 
within the entire vegetation layer. The experimental data supported the proposed relationship fairly well, 
confirming the assumption that the total drag within the submerged vegetation canopy is approximately 
constant within both the upper and lower canopy regions. The experimental data also showed that the 
relationship parameters were affected by the flow and vegetation characteristics.  
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ABSTRACT 
  
Formation of poor oxygenation at the bottom layer water and bottom sediment in the semi-closed water zone 
near urban area is a typical agenda and many findings have been reported. However, most of them targeted 
sea area and there are few reports on the urban river mouth. In this study, to clarify the characteristics of a 
time change of oxygen consumption rate at urban river mouth, laboratory experiments were conducted. 
Sampling spot was Ikuta River mouth in Kobe City, Japan. In this river mouth, a fluvial artificial lagoon is 
developed. In each of the laboratory experiment, time change of dissolved oxygen of bottom sediment, both of 
fluvial artificial lagoon and main stream was measured. From the series of laboratory experiments, the oxygen 
consumption rate at fluvial artificial lagoon is larger than main stream.  
 
Keywords: Oxygen consumption rate; fluvial artificial lagoon; sediment on the surface layer; Ikuta river mouth; urban 

area. 
 

 
1 INTRODUCTION 

In the semi-closed water area at urban area in Japan, the water environment and bottom sediment 
condition have been attempted to improve and variable effects have been confirmed. However, especially in 
the closed-off section of the bay where the topography is complicated, poor oxygen water mass still remained 
on the sea bottom and there has been no living organism. On the other hand, the chance of the runoff by the 
concentric on short term rain has increase due to the climate change and it has great potential to improve not 
only water environment but also bottom sediment condition. However, such effects were not examined yet. In 
either case, regardless of such environmental impacts, it is expected that the oxygen consumption rate is 
changed at different times. 

It is important to measure and evaluate quantitatively the oxygen consumption immediately above the 
bottom sediment to make the process of forming of poor oxygen water mass and the spatial scale of it clear. 
Therefore, numerous research studies have been conducted to date. Hosoi et al. (1992) measured the 
amount of oxygen consumption of bottom sediment at urban river in tidal section in Tokushima City, Shikoku 
Island, Japan and they found out that the constant number of oxygen consumption rate correlates well with 
ignition loss of bottom sediment and ferrous ion in pore water. Nakamura et al. (1996) investigated the oxygen 
consumption rate of bottom sediment and the characteristic of the elution of nutrient salt and they clarified that 
the elusion flux of phosphorus and the amount of oxygen consumption depend on the concentration of 
dissolved oxygen in water just above bottom sediment. Tokunaga et al. (2005) found out the negative 
relationship between turbidity and dissolved oxygen concentration in high turbidity layer by the round clock 
field observation in the closed-off section of Ariake bay. Li et al. (2010) investigated the spatial distribution of 
the oxygen consumption rate from the surface of bottom sediment in Isahaya Bay in summer season and they 
found out that the oxygen consumption rate tends to increase with water temperature in bottom layer.  

In the vicinity of Kobe port, the target area in this study, some field studies were carried out. Irie et al. 
(2007) attempted to measure and formulate the oxygen consumption rate of bottom sediment core sampled in 
Omaehama beach, Nishinomiya City. On the other hand, Endo et al. (2009) studied the characteristics of 
seasonal change of oxygen consumption of bottom sediment in Sakai-Senboku Port.  

However, the above described studies targeted sea area but the studies on oxygen consumption rate at 
the urban river mouth are still very few. Urban river is rare flesh water source at closed-off section of bay and 
the runoff from it by local severe rain is expected as a driving force for breaking closed nature of the bay. 
Therefore, it is necessary to study oxygen consumption at the urban river mouth and it is also important to 
consider about improvement of the water environment at estuary in urban area.  

Per the above described social background, we carried out laboratory experiments to grasp the 
characteristic of oxygen consumption of the bottom sediments sampled in the different flow characteristic. 
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2 MATERIAL AND METHOD 
 
2.1 Outline of study site 

The study site is Ikuta River mouth in Chuo Ward, Kobe City, Hyogo Prefecture, Japan (Figure 1.). Ikuta 
River originates from Mt. Maya and Mt. Shakunage in Rokko cordilleran and it pours into Kobe Port via 
Nunobiki dam and urban area. The river is categorized as “second class River” which is managed by local 
government.  Its length and basin area are 1.8 km and 11km2, respectively. In upstream of this river, there is a 
historic fall and it was the sampling point of drinking water for sailors visited Kobe Port. It is a legend that 
“Kobe water” is very fresh and it keeps good in equator. Today, water quality of Ikuta River is kept in good 
condition. The actual measured value of T-N, T-P and BOD at Onoe Bridge are 0.64 mg/L, 0.011 mg/L, and 
1.1 mg/L, respectively. 

In this river mouth, there is a fluvial artificial lagoon with 1200 m2. This lagoon connects to main stream of 
Ikuta River and the water level is changed in time with tide (Figure 2). In this study, to consider the difference  
of oxygen consumption rate by the difference of running water type, sampling points were set both in fluvial 
artificial lagoon and main stream of Ikuta River. 

 

  
Figure 1. Study site (Ikuta River Mouth). 

 

  
Figure 2. Fluvial artificial lagoon (Ikuta River mouth). 

 
Table 1. Tide and weather condition on sampling date. 

 
 
 

sampling
date

sampling
time

tide
water level
from M.W.L

(cm)

previous
1week

precipitation
(mm)

temperature
(deg C)

2015/8/14 12:51 spring -54 38.5 31.6

2015/9/27 12:20 spring -52 27.0 26.2

2015/10/21 6:38 neap -32 0 18.2

2015/11/18 6:18 neap -53 37.5 17.0

2015/12/16 6:20 spring -51 69.0 13.5

2016/1/13 6:35 half -28 0 4.4
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Figure 3. Measurement of dissolved oxygen. 

 
Method of Laboratory experiment. 

Table 1 shows tide and weather conditions on the sampling date. The laboratory experiment was 
conducted once a month from August, 2015 to January, 2016. At each experiment, the bottom sediment on 
surface layer both in main stream of Ikuta River and fluvial artificial lagoon was sampled at the timing of ebb 
tide and it was immediately brought back to the laboratory. The specimens for measuring dissolved oxygen 
were prepared by the following procedure. Firstly, the sampled bottom sediment was set up to one-third of the 
glass cylinder bottle (H: 8cm, D: 4.7cm). The total number of bottom was 11, in fluvial artificial lagoon and 
main stream of Ikuta River, respectively. 

Secondly, the distillated water was poured into each bottle and dissolved oxygen (initial DO) just above 
the bottom sediment was measured immediately (Figure 3). Finally, these specimens were sealed 
hermetically and they were kept in constant temperature reservoir under dark conditions. Each specimen was 
opened in a certain sequence and dissolved oxygen (final DO) just above the bottom sediment was 
measured. The measurement interval was about 30 minutes for the first 3 hours and after that it was shifted to 
about 1 hour. In parallel with the measurement of dissolved oxygen, the ignition loss to grasp the amount of 
organic matter and median diameter of sediment bottom by image analysis was proposed by Uno et al. 
(2010). 
 
2.2 Decreasing rate of dissolved oxygen and oxygen consumption rate 

Generally, the process of oxygen consumption is described as shown in the following equation [1]. 
 

                                                          V
d DO

dt
+Sv DO =0                                                                                    [1] 

 
where [DO] : the concentration of dissolved oxygen at time t (h), V (m3) : amount of water in the bottle, S (m2) : 
area of bottom sediment and v (m/h) : oxygen consumption rate from surface of bottom sediment. In this   
equation, the concentration of dissolved oxygen in the bottom sediment is not considered due to impossibility 
to measure it and compare with the result of Li et al. (2010). Equation [1] rewrites with water depth of bottle 
h=V/S=0.04 (m) as shown in the following equation [2]. 
 

                                                       
d DO

dt
+

v

h
DO =0                                                                                        [2] 

 
Moreover, v/h, the second term of Eq. [2], is replaced with the decrease rate of dissolved oxygen from surface 
layer of bottom sediment cs (1/h) and rewrites Equation [2] as shown in the following equation [3]. 
 

                                                     
d DO

dt
+cs DO 0                                                                                       [3] 

 
The solution for the above equation is 
 

                                                      
DO

DO 0
=exp -Cst                                                                                          [4] 

 
where DO 0 is the initial dissolved oxygen measured just after preparing sample bottle. From equation [4], we 
can see that the concentration of dissolved oxygen decreases in an exponential fashion. In this study, we 
calculated the decrease rate of dissolved oxygen from surface layer of bottom sediment cs and oxygen 
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consumption rate from the measurement value of dissolved oxygen and discuss about the characteristics of 
oxygen consumption in bottom sediment at urban river mouth. 
 
3 RESULTS AND DISCCUSIONS 
 
3.1 Time series of the amount of dissolved oxygen and the decrease rate of dissolved oxygen from surface  

layer of bottom sediment 
Figures 4 (a) and (b) show the time series of the amount of dissolved oxygen and the decrease rate of 

dissolved oxygen from surface layer of bottom sediment (August, 2015 – January, 2016).  
Firstly, as for the time series of the amount of dissolved oxygen, the value in main stream of Ikuta River 

was higher than in fluvial artificial lagoon in any seasons and the difference between them increases in 
summer season. In the main stream of Ikuta River, there is fresh water supply from upstream, therefore, the 
flow ability is higher than in the fluvial artificial lagoon. Moreover, consumers such as micro benthos and 
microorganism are difficult to inhabit in such a flow environment and the amount of oxygen consumed by them 
is primarily few. Incidentally, it is expected that the reason of the temporal increase of the dissolved oxygen in 
these figures is the entrainment of oxygen at the timing of opening the stopple and measurement. 

Secondly, as for seasonal change of the amount of dissolved oxygen, both in main stream of Ikuta River 
and fluvial artificial lagoon, it tends to be higher in summer than winter. Generally, the amount of dissolved 
oxygen increase in lower water temperature. However, obtained results indicated opposite tendency. In this 
study, after September 2015, bottom sediment was sampled in early morning, therefore, the amount of 
dissolved oxygen was already little from the start of the laboratory experiment. 

On the other hand, as for the decrease rate of dissolved oxygen from surface layer of bottom sediment in 
fluvial artificial lagoon, expected for December 2015, it was drastically reduced just after the beginning of 
laboratory experiment. This shows that the living organisms in the sample bottle immediately consumed 
dissolved oxygen and their activity became low. Under the dark condition, photonic synthesis could not occur 
and supply of oxygen was not expected. Therefore, the decrease rate of dissolved oxygen generally continued 
to be flat. In December 2015, it is expected that the bottom sediment was completely replaced in both main 
stream of Ikuta River and fluvial artificial lagoon by runoff due to the torrential rain just before the sampling. 

As for the decrease rate of dissolved oxygen from surface layer of bottom sediment in main stream of 
Ikuta River, it was lower than in fluvial artificial lagoon and continued to be flat from the start. The number of 
attached organism is few in main stream of Ikuta River, it is expected that the amount of oxygen consumption 
is smaller than in fluvial artificial lagoon. 
 

 
Figure 4 (a). Time series of the amount of dissolved oxygen and the decrease rate of dissolved oxygen from 

surface layer of bottom sediment. 
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Figure 4 (b). Time series of the amount of dissolved oxygen and the decrease rate of dissolved oxygen from 

surface layer of bottom sediment. 
 

3.2 Seasonal change of oxygen consumption rate, ignition loss, median diameter 
Figure 5 shows seasonal change of the maximum, minimum and average value and standard deviation 

of oxygen consumption rate both in main stream of Ikuta River and fluvial artificial lagoon. The average value 
in fluvial artificial lagoon shifted from 0.01 to 0.02 m/h and it reduced from summer to winter as little as 
possible. 

In December 2015, the measured value of ignition loss (Figure 6) and mean diameter (Figure 7) in fluvial 
artificial lagoon came close to that in main stream of Ikuta River due to the sediment supply from main stream 
by the runoff. In January 2016, the discharge was small and it was easy to accumulate organic matter, 
therefore, the ignition loss in fluvial artificial lagoon shifted to an increasing trend. On the other hand, as for the 
oxygen consumption rate, it was smaller and was not over 0.01 m/h. According to previous study in Isahaya 
Bay (Lee et al.), the oxygen consumption rate indicates from 3.18 x 10-3 to 1.68 x 10-2 (m/h) and its average 
value is 9.06 x 10-3 m/h. This average value is between fluvial artificial lagoon and main stream of Ikuta River. 
In other words, the bioactivity of fluvial artificial lagoon equals to more than that of Isahaya Bay. 

 

  
Figure 5. Seasonal change of oxygen consumption rate. 
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Figure 8 shows the relationship between ignition loss and oxygen consumption rate. We can see that the 
threshold of oxygen consumption rate is around 0.006 m/h. The determination coefficient R2 is 0.576 and 
there is a strong positive correlation between them. Ignition loss indicates the amount of organic matter 
contained bottom sediment and it indirectly shows a potential of inhabitation possibility for living organisms. 
Actually, the activity of living organisms in the fluvial artificial lagoon is higher than in main stream of Ikuta 
River. 
 

 
Figure 8. Relationship between ignition loss and oxygen consumption rate. 

 
4 CONCLUSIONS 
 
4.1 Outline of study site 

In this study, the laboratory experiments were conducted to grasp the characteristic of oxygen 
consumption of bottom sediment sampled in the mouth of Ikuta River which is typical urban river at Kobe 
Port in Osaka Bay. In the fluvial artificial lagoon with strong stationary, the organic matter is easy to 
accumulate and bioactivity is high, therefore, the oxygen consumption rate increases. Moreover, it is also 
clarified in dark and sealed conditions, initial oxygen consumption is remarkable. On the other hand, in main 
stream of Ikuta River with high flow ability, the bottom sediment contains much oxygen in the gap, however, 
the living organisms are difficult to settle on the bed due to the irregular flow. Therefore, the oxygen 
consumption rate is smaller than that in the fluvial artificial lagoon and its time series are also not 
remarkable. 

In this laboratory experiment, we did not preprocess sampling bottom sediment. Therefore, the obtained 
data may be influence by respiratory action of living organisms in it. Generally, the material using overlaying 
sand is inorganic matter, therefore, in our near future works, similar laboratory experiments for inorganic 
sediment bottom will be done. 
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ABSTRACT 
  
With the development of high dam hydropower station construction, the harmful effect of cold water cannot be 
ignored. MLIS (Multi-Level Intake Structures) are usually set up in front of the station inlet to take surface 
water of the reservoir, thus reducing the negative effect of the cold water to downstream ecological 
environment, which is widely used as an effective method to reconcile the contradiction between the project 
construction and environment protection. However, MLIS will significantly change the hydraulic characteristic 
of inlet. Thus, in this study, a model test study about the MLIS, the study on the height of the MLIS in different 
reservoir levels, the characteristic swirl of the inlet structure, the fluctuating pressure upon the stoplog gate 
and the effect of the stoplog gate to the head loss of the inlet and the pressure distribution, and the study on 
the characteristics of the water hammer pressure when the generator was shutdown were conducted. Then, a 
comprehensive understanding on MLIS was obtained, which have significant value for similar projects. 

 
Keywords: Multi-level intake structure; low temperature water discharge; Stoplog gate; hydropower station; 
experimental study. 

 
1 INTRODUCTION 

 In the process of running the hydropower project, the phenomenon of water temperature stratification in 
the direction of depth might occur in front of a dam. As a result, in winter, water body in front of the dam is 
almost isothermal; in spring and in summer, the temperature of the water on the surface water is higher than 
that on the bottom. The water inlet positions of hydropower stations with high dam and large capacity unit are 
usually lower, for that, the submerged depth to avoid harmful whirl at the inlets of hydropower stations are 
proportional to the inlet flow and the pipe diameters of the units under the condition of hydropower station 
running at a high level and surplus water can seldom be released from the surface weep hole, the 
temperature of the water discharged through the station will be lower than the water of natural waterway 
before dam building, therefore the ecological system downstream will be impacted.  

Temperature of water discharged through hydropower station is deeply studied based on requirements 
for environmental protection of downstream river and running mode of reservoir, and some high dam 
hydropower stations are provided with water body temperature control device. Multi-level intake stoplog gate 
is one type of temperature control structure in high dam hydropower station. In USA, inlets of the stations 
Hungry Horse Dam and Glen Canyou Dam were reconstructed with stoplog gate for multi-level taking upon 
study[1-2], indicates that downstream eco-environment was repaired to some extent. At present, stoplog gate is 
provided for multi-level taking in most high dam hydropower stations in China, including Jinping I Hydropower 
Station (Dam height: 305.0m), Nuozhadu Hydropower Station ( Dam height: 261.5m), Guangzhao 
Hydropower Station ( Dam height: 200.5m) and Tingzikou Hydropower Station ( Dam height: 115.0m)[3-5]. 
These are many high dam hydropower stations in China, and all of them are under construction, except 
Guangzhao Hydropower Station that has been built up and put into operation. Although favorable in improving 
water temperature characteristics of downstream waterway, stoplog gate can complicate water flow structure 
in front of inlet and worsen hydraulic characteristic and head loss. Moreover, there is little mature experience 
in designing and operating stoplog gate in front of inlet, and hydraulic characteristics of stoplog gate need 
further study. In this study, hydraulic characteristics of stoplog gate were preliminarily explored and analyzed 
based on the stoplog gate model at the inlet of a large hydropower station.  

 
2 CHARACTERISTICS OF ENGINEERING LAYOUT AND MODEL DESIGN  

 
2.1 Characteristics of engineering layout 

The pivot project (maximal dam height, 115.0m; normal storage level, 458.0m; capacity, 3.468 billion m3) 
includes concrete gravity dam, power house at dam toe, flood release structure and navigation structure. The 
station was installed with 4 sets of 275MW water turbine generators (single generator capacity, 275MW; total 
installed capacity, 1100MW), and bottom of its inlet was 418.0m in elevation. The trash rack was laid out with 
the 4 generators connected. At the inlet of each generator, 2 side piers and 3 central piers were provided. 
Both side pier and central pier were 1.2m thick, and the pier length parallel to flow direction was 5.0m. On the 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2810 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

upper structure of trash rack pier, there were 3 layers of beams connected to the dam. The trash rack was 
heightened to the top of the dam from the elevation of 415.0m. The Hole size (W×H) was 5.5m×50.0m, built 
with 2 trash rack slots. At inlet of diversion pipe (diameter, 8.7m), there is 1 bulkhead gate and 1 service gate. 
Given the ecological and environmental requirements of downstream waterway, in front of the inlet, stoplog 
gates were placed in the standby trash rack slot to take surface water upon different heights of stoplog gates. 
With a view to the running characteristics of the reservoir and temperature of discharged water required for 
environmental protection, maximum superposed height during running of the stoplog gate was preliminarily 
considered as 28.0m, and the stoplog gate was divided into 10 segments (height of segment: 2.8m). For 
layout of the inlet, see Fig. 1. 

 
Figure 1. Layout of the hydropower station water inlet. 

 
2.2 Model design 

In inlet hydraulics model test, it is necessary to take swirl at water surface into consideration. Since swirl-
inhibiting effects of viscous force and surface tension of flow in ordinary model are stronger than the actual 
effects, swirl in model can be dissimilar with the actual swirl. In the design method normally adopted to bring 
similar swirl of similar Froude number to reduce impacts of viscous effects and surface tension. Constraints 
are established for Reynolds number and Weber number of model. Namely, Reynolds number Re>3.0×104, 
and Weber number We>120. 
The length scale (Lr) of the inlet hydraulics model adopted for this hydropower station was 50. Designed as 

Gravity force similarity criterion, the flow scale, Q , flowing pressure scale, P , flow speed scale, V   and the 

time scale, t   were 17677.67, 50, 7.07 and 7.07, respectively. Re and We under different running conditions 
are shown in Table 1. As seen from the table, under each condition, Re and We of the model met the 
constraints stated above. 

Table 1. Re and We of the model flow. 
Reservoir 

level 
 (m)  

Flow 
 (m3/s)  

Mean inlet flow  
 (m/s)  

Height of 
hole 

 d (m)  

Submerse depth of 
hole center 

 s (m)  
Re We 

458 432 1.44 16.95 33.65 3.6×104 191 
447 430 1.43 16.95 20.53 5.3×104 188 

Note: water temperature, 20 ; Viscosity coefficient of flow, =1.01×10-6m2/s; surface tension coefficient of water, =0.0735N/m; water 
density, =999.1kg/m3 

 
The model consisted of reservoir, trash rack pier structure in front of inlet, diversion pipe and volute 

section controlling flow of generator. The model trash rack pier structure and the 4 diversion pipes were made 
of polymethyl methacrylate. The reservoir was plastered with cement grout. The volute was installed with a 
valve which can be opened and closed like guide vane of water turbine, and its opening/closing time was 
controllable. 
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3 ISSUES SOLVED IN MODEL TEST  
For different reservoir levels, proper stoplog gate height shall be selected by model test, to prevent 

unfavorable swirl in front of the inlet. This is the precondition for safe running of generator. Besides, the 
requirement of the station for taking surface water shall be met whenever possible. Since stoplog gate was set 
in front of the inlet to shield bottom flow, water in the connection section of the inlet, at the downstream of 
stoplog gate, flows from top to bottom. This is influential for forming conditions of swirl, hydraulic 
characteristics in flow pass at the inlet, fluctuation characteristic of flow in gate shaft as well as water head 
loss at the inlet which were studied and analyzed by model test. In addition, because of the stoplog gate in 
front of the inlet, a structure like shaft is formed in front of pressure diversion pipe. For normal conditions and 
load rejection of generator, flowing pressure (or additional flowing pressure) applied on stoplog gate and side 
walls at the sides of the connection section of the inlet is an important basis for structural design, and normally 
cannot be made clear without model test. 

 
4 RESULT AND ANALYSIS  

 
4.1 Height of stoplog gate under normal running condition of generator 

Normal water level of the station is 458.0m, under which single generator diversion flow quantity is 
432m3/s. In the model test, changes for flow regime before and after placement of stoplog gate in front of the 
intake was observed. During the running of the 4 generators before placing stoplog gate, flow at the 
connection section of the inlet was gentle, and no swirl occurred on water surface; after 10 segments of 
stoplog gates were placed, traveling superficial swirl (maximal diameter, 1.5m; maximal depth of swirling 
water body, 0.5m) occurred intermittently on the end of the trash rack pier without depression in its center; 
after 9 segments were placed, traveling superficial swirl at the connection section of the inlet shrank (maximal 
diameter, 1.0m) occurred. Given that the designed maximum number of stoplog gate is 10 segments for the 
station, to verify the reliability that unfavorable swirl does not occur at the connection section of the inlet under 
normal water level and after placement of 10 segments of stoplog gates, during simultaneous running of the 4 
generators, stoplog gate was increased to 11 segments to observe flow regime of swirl. As indicated in the 
result, although water depth on the top of stoplog gate fell from 15.0m to 12.2m and flow speed there rose 
about 20%, no significant change has occurred in flow regime at the connection section of the inlet. The 
occurrence of superficial swirl increased slightly, and maximum diameter of swirl increased to 1.8m. From this 
results, under normal water level with 10 or less segments of stoplog gates, there is no unfavorable swirl at 
the connection section in front of pressure pipe, thus the requirement for safe running of the station can be 
met.   

During simultaneous running of the 4 generators under flood control level of 447.0m and single generator 
diversion flow of 430m3/s, a few possible heights of stoplog gate were also tested. During simultaneous 
running of the 4 generators, after 8 segments of stoplog gates were placed, significant fluctuation (maximum 
fluctuation, 0.2m) occurred on water surface at the connection section in front of pressure inlet pipe, and 
vertical swirl without air (maximum diameter, 1.5m; maximum depth of swirling water body, 0.5m) occurred 
behind each side pier corresponding to generator without depression in its center. Such swirl occurred every 
90s and lasted for 30s for once, appropriately. After 7 segments of stoplog gates were placed, a similar flow 
regime occurred, but fluctuation on water surface at the connection section, dimension of vertical swirl and 
occurrence of swirl were all lower. After 9 segments of stoplog gates were placed and the weir crest head at 
the top of stoplog gate was 6.8m relative to reservoir level, water flew through stoplog gate like drop, and 
water surface at the connection section of the inlet was much lower than reservoir level. These phenomena 
shall be prohibited during the running of generator. Given this, under this water level, at most 8 segments of 
stoplog gates can be placed. 
 
4.2 Pressure distribution characteristics of stoplog gate  

As observed from the test results above, during simultaneous running of the 4 generators, at the water 
level of 458.0m, at most 10 segments of stoplog gates can be placed; at the water level of 447.0m, at most 8 
segments of stoplog gates can be placed. The test result of time average pressure applied at the front center 
and back center of stoplog gate under unfavorable stress on stoplog gate is shown on Fig. 2. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2812 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

 
Figure 2. Pressure Distribution on the stoplog gate. 

 
As indicated from the results, in the upstream of stoplog gate, time-average pressures at measurement 

points distributed basically like hydrostatic pressure, and head of each piezometer tube was close to reservoir 
level; in the downstream of stoplog gate, although flow structure at the connection section of the inlet was 
more complicated, time average pressures at measurement points were also distributed basically like 
hydrostatic pressure, and head of each piezometer tube was only 0.3~0.7m lower than reservoir level. At the 
same elevation of stoplog gate, pressure of the upstream face was higher than that of the downstream face. 

Table 2 shows the fluctuating pressure on downstream face of stoplog gate. As observed from the test, 
root-mean-square value of fluctuating pressure applied on each stoplog gate panel falls in the range 
0.37×9.81kPa~0.86×9.81kPa. Normally, maximum fluctuating pressure occurred on the stoplog gate is close 
to the top, and water depth above top of stoplog gate was inversely proportional to maximum fluctuating           
pressure. 

 
Table 2. Head versus fluctuating pressure of the stoplog gate under Normal operation condition. 

Test condition 
Head on top of 
stoplog gate 

 H(m) 

Root-mean-square value of fluctuating pressure 

）81.9（ kPa  
Segment 2 Segment 4 Segment 6 Segment 8 Segment 10 

H=458.0m, 9 segments of 
stoplog gates, 

simultaneous running of 4 
generators 

17.8 0.49 0.61 0.51 0.63 - 

H=458.0m, 10 segments of 
stoplog gates, 

simultaneous running of 4 
generators 

15.0 0.51 0.63 0.55 0.52 0.71 

H=447.0m, 7 segments of 
stoplog gates, 

simultaneous running of 4 
generators 

12.4 0.44 0.37 0.57 - - 

H=447.0m, 8 segments of 
stoplog gates, 

simultaneous running of 4 
generators 

9.6 0.47 0.39 0.49 0.86 - 

 
4.3 Time-average pressure at inlet section of pressure pipe 

During simultaneous running of the 4 generators under the reservoir level of 458.0m, time average 
pressures on the top, the center and the bottom of inlet section of pressure pipe were observed and analyzed. 
Fig. 3 shows the pressure distribution before and after the placement of stoplog gates. As seen from the 
figure, under each test condition, the time average pressure was higher than 25.6×9.81kPa throughout inlet 
section of pressure pipe; pressure at each measurement point fell with the increase of stoplog gate number, 
while frictional pressure changed gently with low amplitude. As seen in the result, after stoplog gate was 
placed in front of the inlet, all the time average pressures on the top, the center and the bottom of inlet section 
of pressure pipe changed to some extent. Compared to the results without placement of stoplog gate, the 
pressure drop at top measurement point was most significant, followed by that at central measurement point 
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and that at bottom measurement point. At the position 2.3 times of pipe diameter behind the inlet of pressure 
pipe, pressure drops at top measurement point, central measurement point and bottom measurement point at 
same section were basically balanced. 

 
Figure 3. Distribution of the pressure on inlet flow pass section. 

 
4.4 Head loss at inlet section with stoplog gate 

By placing different segments of stoplog gates, the observed sections were in front of the reservoir and 

the start section of pressure pipe behind the rapid operating gate. Local head loss coefficient,   between the 2 
sections was calculated by,  

 

gV

hw

22


                                                 [1] 
 

 
wh - difference of total energy head between the 2 sections (m) ; 

 V - mean flow velocity at the start section of circular pipe (m/s); 
 g - gravitational acceleration (m/s2). 
Table 3 lists the test and calculation results. As indicated in the model test, without placement of stoplog 

gate, head loss at the inlet section was less. Under the reservoir level of 458.0m, the head loss and head loss 
coefficient were 0.28m and 0.104, respectively; under the reservoir level of 447.0m condition, they were 
0.25m and 0.094, respectively. The difference of head loss coefficient under the two levels was reflected by 
extent of impact on flow by the support beam at the section in front of the inlet. After stoplog gate was placed, 
both head loss and head loss coefficient at the inlet section increased a lot, incremental with decrease in 
water depth above top of top stoplog gate. It is indicated that, the local head loss produced by stoplog gate 
played a major role in total head loss at the inlet section after stoplog gate was placed. Under the reservoir 
level of 458.0m, head loss coefficient was 0.383 and 0.458 when 9 segments and 10 segments of stoplog 
gates were placed, increasing by 3.7 and 4.4 times, respectively; under the reservoir level of 447.0m, head 
loss coefficient was 0.557 and 0.613 when 7 segments and 8 segments of stoplog gates were placed, 
increasing by 5.9 and 6.5 times, respectively. 

 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2814 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

Table 3. Head loss and head loss coefficient at the inlet. 

Test condition  
Head on top of 
stoplog gate 

 (m)  

Q 
(m3/s) 

V 
(m/s) 

wh  
(m) 

C 

H=458.0m, simultaneous running of 4 
generators, 10 segments of  

stoplog gates 
15.0 432×4 7.26 1.23 0.458 

H=458.0m, simultaneous running of 4 
generators, 9 segments of  

stoplog gates 
17.8 432×4 7.26 1.03 0.383 

H=458.0m, simultaneous running of 4 
generators, before placement of stoplog 

gate 
— 432×4 7.26 0.28 0.104 

H=447.0m, simultaneous running of 4 
generators, 8 segments of  

stoplog gates 
9.6 430×4 7.22 1.63 0.613 

H=447.0m, simultaneous running of 4 
generators, 7 segments of  

stoplog gates 
12.4 430×4 7.22 1.48 0.557 

H=447.0m, simultaneous running of 4 
generators, before placement of stoplog 

gate 
— 430×4 7.22 0.25 0.094 

 
4.5 Impact of load rejection on flowing pressure of stoplog gate panel 

In the test, simultaneous load rejection on 2 generators and load rejection on 1 generator were 
considered. Fig. 4 shows the maximum additional pressure produced by load rejection on stoplog gate.  As 
shown in the figures, during simultaneous running of the 4 generators, simultaneous load rejection on 2 
generators produced higher additional pressure than load rejection on 1 generator. Under the same load 
rejection, additional pressure was induced by stoplog gate decreased from bottom to top. 

 

 
Figure 4. Water hammer pressure distribution nearby the stoplog gate. 

 
During simultaneous running of the 4 generators under the reservoir level of 458.0m with 10 segments of 

stoplog gates, when load rejection occurred simultaneously on 2 generators and the guide vane was closed 
for 8s, maximum additional pressure caused by downstream panel of stoplog gate fell in the range 
1.33×9.81kPa ~3.03×9.81kPa; when load rejection occurred on 1 generator and the guide vane was closed 
for 8s, maximum additional pressure caused by stoplog gate fell in the range 0.97×9.81kPa ~1.88×9.81kPa. 

During simultaneous running of the 4 generators under the reservoir level of 447.0m with 8 segments of 
stoplog gates, when load rejection occurred simultaneously on 2 generators and the guide vane was closed 
for 8s, maximum additional pressure caused by downstream panel of stoplog gate fell in the range 
1.27×9.81kPa ~2.84×9.81kPa; when load rejection occurred on 1 generator and the guide vane was closed 
for 8s, maximum additional pressure caused by stoplog gate fell in the range 0.91×9.81kPa ~1.77×9.81kPa. 
 
5 CONCLUSION 
(1) Under the condition for generator safe running, quantity of stoplog gate placed at the inlet was preliminarily 
established in the model test. During simultaneous running of the 4 generators under the reservoir level of 
458.0m, at most 10 segments of stoplog gates can be placed in front of the inlet; during simultaneous running 
of the 4 generators under the reservoir level of 447.0m, at most 8 segments of stoplog gates can be placed in 
front of the inlet. 
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(2) Under normal running condition of generator, time-average pressures induced by upstream and 
downstream panels of stoplog gate were distributed basically like hydrostatic pressure; under unfavorable 
condition that the most segments of stoplog gates were placed during simultaneous running of the 4 
generators, at the same elevation of stoplog gate, pressure on upstream face was 0.3×9.81kPa~0.7×9.81kPa 
higher than that applied on downstream face; root-mean-square value of fluctuating pressure applied on 
downstream panel of stoplog gate was 0.37×9.81kPa~0.86×9.81kPa. Normally, maximum fluctuating 
pressure occurred on the top stoplog gate and was inversely proportional to head above top of stoplog gate. 
(3) When stoplog gate was set in front of the inlet, time-average pressures on the top, the center and the 
bottom of inlet section of pressure pipe changed to some extent. Compared to that without stoplog gate, 
pressure in front of the inlet of pressure pipe dropped at top measurement point, central measurement point 
and bottom measurement point at the same section were decreased. 2.3 times of pipe diameter behind the 
inlet of pressure pipe, pressure drops at measurement points at the same section were basically balanced. 
(4) The set of stoplog gate changes the flow path in front of the inlet of ordinary station. Since local flow 
resistance was impacted by stoplog gate and support beam of the trash rack, both head loss and head loss 
coefficient at the inlet section increased a lot, incremental with decrease in water depth above the stoplog 
gate. In the condition that ordinary water taking for ecological purpose was met, placing stoplog gate 
increases the head loss at the inlet section by 4~6 times, and impacted the benefit of power generation. 
(5) From the model test results, simultaneous load rejection on 2 generators produced higher additional 
pressure than load rejection on 1 generator. Under the same load rejection, additional pressure induced by 
stoplog gate decreased from bottom to top. The maximum additional pressure was 3.03×9.81kPa. The 
difference between time-average pressures induced by upstream panel and downstream panel of stoplog 
gate was less than 1.0×9.81kPa. As a result, it should be noted that instant load produced on downstream 
panel of stoplog gate under load rejection can be higher than the upstream load.  
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ABSTRACT  
 
Climate change and dam construction give pressure on riparian plants. Here, a quantitative prediction of their 
influence on riparian species was executed. Homonoia riparia (H. riparia) Lour, a medicinal plant with high 
ecological and economic value, is a riparian plant and native to Yunnan Province, China. Its population has 
declined significantly and the species has become locally endangered in recent decades. In order to evaluate 
the habitat of H. riparia Lour, a habitat suitability model was established. Based on the habitat requirements of 
this species, the key eco-factors influencing species distribution were selected. One positional variable, three 
topographic variables and eight bioclimatic variables were employed to model its distribution and potential 
habitat. Owing to the advantages of using presence-only data, small sample sizes and gaps, and performing 
well with incomplete data, a MAXENT model was employed to simulate the habitat suitability distribution. The 
results show that seven variables, namely, annual mean temperature, altitude, precipitation seasonality, 
precipitation of coldest quarter, the distance to the nearest river, temperature seasonality, and precipitation 
during the driest month, are the significant factors to determine H. riparia Lour's suitable habitat. Habitat 
suitability for three historical periods and two future climate warming scenarios were calculated. The habitat 
suitability of H. riparia Lour in Yunnan Province is predicted to improve with global warming. The number of 
dams, backwater area, and water level fluctuation range were the key factors influencing the habitat 
fragmentation. 
 
Keywords: Climate change; habitat suitability simulation; maxent; Homonoia Riparia Lour; dam.  
 
 
1 INTRODUCTION  

A habitat is the combination of the organism-inhabited space and all eco-factors in that space, including 
abiotic environments and other organisms that are necessary for the existence of individuals or groups. 
Habitat’s quantity and quality have a significant impact on the species “presence – absence” and species 
richness. Habitat loss leads to spatial pattern of residual habitat changing through impacting micro-
environment and the arrangement of plants patch. Thus, habitat loss has negative effects on species richness, 
the negative effects have two characteristics: long duration and high-intensity (Kruess and Tscharntke, 1994; 
Kruess, 2003; Grez et al., 2004). Habitat loss is the main reason for species endangering, species extinction 
and the decline in biodiversity (Tilman et al., 2001; Fischer and Lindenmayer, 2007; Gardner et al., 2008). 
Several reasons, such as climate change, land use change etc., make the area of the habitat of wild animals 
and plants decrease, their habitat’s quality degrades and habitat loss (Liu et al., 2001; Grimm et al., 2008). 
Ilex khasiana Purk., a critically endangered tree species of northeastern India, was influenced by habitat loss, 
only ca. 3000 individuals of Ilex khasiana Purk are surviving today (Adhikari et al., 2012). An ever-increasing 
human population, the most important being the increasing demand on land for agriculture, industries and the 
urbanization, has strong impacts on the habitat of Malabar nut (Justicia adhatoda L.), a medicinal plant. The 
population of Malabar nut (Justicia adhatoda L.) is shrinking in Dun Valley, India due to habitat loss (Yang et 
al., 2013). By 2010, about one fifth of the entire world’s plants species are at risk of extinction (Brummitt and 
Bachman, 2010). 

Homonoia riparia Lour is a rheophyte native species in Yunnan Province, China. It is a medical plant with 
high ecological and economic values. Its population number has decreased sharply in Yunnan, China in 
recent decades. The field investigation in 1984 (before the Manwan reservoir's construction) showed that 
there were at least four habitats of Homonoia riparia Lour in the Manwan reservoir area and the species 
abundance was significantly more than 400, while only one habitat among these four remained in 1997 (after 
the Manwan reservoir's construction). Two habitats in Manwan reservoir and one habitat below the Manwan 
dam disappeared. Only scattered Homonoia riparia Lour distributed in the floodplain between the upstream 
and the estuary of Luozha River, but their growths in 1997 were worse than in 1984 (Wang et al., 2000). 
However, few researches about the habitat quality of Homonoia riparia Lour have been taken. As a  
consequence, researching the habitat preference of Homonoia riparia Lour, developing a habitat suitability 
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model to calculate this species’s spatial distribution, and seeking suitable survival conditions for Homonoia 
riparia Lour, are crucial to Homonoia riparia Lour's protection and rehabilitation.  

The first task was to understand the relationship between the environment and the distribution of 
Homonoia riparia Lour. To do so, we built a species distribution model (SDM) as a function of the climate, 
topography and position variables. Species distribution models (SDMs) mainly use the distribution data of 
species (presence or absence) and the environment data to estimate species niche by specific algorithm, and 
then project the niche onto landscape, reflect the preference to habitat in the form of probability (Guisan and 
Thuiller, 2005; Elith and Leathwick, 2009). The results can be explained as the probability of species 
presence, species richness, habitat suitability, and so on. SDMs have been used to predict the distribution 
range of plant diseases and insects, model the distribution of species, community or ecosystem, assess the 
impact of climate, land use and other environmental changes on species distributions (Thomas et al., 2004; 
Thuiller, 2004), evaluate the risk of species invasion and proliferation (Beerling et al., 1995; Peterson, 2003), 
filter unsurveyed areas with high suitability for precious endangered species (Raxworthy et al., 2003; Engler et 
al., 2004), contribute to the site selection of natural conservation area (Ferrier, 2002), help to identify the areas 
for species reserves, and reintroduction (Adhikari et al., 2012). Typical SDMs include BIOCLIM (Busby, 1991), 
BIOMAPPER (Hirzel et al., 2002), BRT (Friedman et al., 2000), CLIMEX (Sutherst et al., 1995), DOMAIN 
(Carpenter et al., 1993), GAM (Yee & Mitchell, 1991), GARP (Stockwell & Peters, 1999), GLM (Lehmann et 
al., 2002), MAXENT (Phillips et al., 2004), etc.  

SDMs are based on the species presence and absence data. Those data can be obtained from the field 
investigation, specimen records, and literatures. In practice, it is very hard to get the absence data. Even the 
absence data can be obtained, its reliability is very low. Sometimes, the presence data of rare and 
endangered species are also limited. Elith et al. (2006) used 16 methods to model the distributions of 226 
species from six regions around the globe. The results indicated that the predictive ability of Maxent was 
always stable and reliable, and it outperformed several SDMs (such as GARP, DOMAIN, BIOCLIM, GAM, 
GLM et al.) for presence-only data (Elith et al., 2006). As a result, among SDMs, MAXENT was selected due 
to its advantages as follows: (1) the input species data can be presence-only data, (2) both continuous and 
categorical data can be used as input environmental variable in MAXENT, (3) its prediction accuracy is always 
stable and reliable, even with incomplete data, small sample sizes and gaps, (4) a spatially explicit habitat 
suitability map can be directly produced, and (5) the importance of individual environmental variables can be 
evaluated by a built-in jackknife test. 

This study is based on the occurrence records of Homonoia riparia Lour, to model its habitat suitability 
distribution, so that protecting and rehabilitating the habitat of Homonoia riparia Lour. Therefore, the main aim 
of this study includes: (1) select key environmental variables, which highly correlated with Homonoia riparia 
Lour’s distribution, (2) based on maximum entropy principle, Maxent model was developed to quantify the 
relationship between Homonoia riparia Lour's presence and  environmental variables (including position 
variable, topographical variables and bioclimate variables), (3) the habitat suitability of Homonoia riparia Lour 
in three historical periods (1950 – 1959, 1975 – 1985 and 2000 – 2009) were simulated by established model, 
(4) the habitat suitability distribution of Homonoia riparia Lour under two climate warming scenarios (RCP2.6 
and RCP8.5, given by IPCC) were predicted. 

 
2 STUDY AREA AND SPECIES 
 
2.1 Study area 

Yunnan Province, is located in southwestern of China, (21°8′N ～ 29°15′N, 97°31′E ～ 106°11′E), with a 
total area of about 390,000 square kilometers, accounting for 4.11% of the national territory area. Landforms 
in Yunnan Province are complex and diverse, the north side is higher than the south, and significant difference 
was found between the north and south, thus special subtropical monsoon climate and tropical plateau 
monsoon climate formed. There are regional difference and vertical variability in climate of Yunnan. The 
annual temperature difference is small and the diurnal temperature difference is large. The rainfall is plentiful, 
wet and dry season are clear, but the precipitation distribution is not uniform. The annual precipitation in most 
parts of Yunnan province is about 1100 mm, the precipitation in the southern part may be up to 1600 mm. The 
seasonal distribution and regional distribution of precipitation are uneven, rainfall in winter is sparse and 
rainfall in summer is abundant. The special geographical location and complex natural environment of Yunnan 
Province have brought up very rich biological resources. Yunnan is the province with the richest wildlife 
species and ecosystem types in China. The composition of biological resources in Yunnan Province is 
complex, there are a lot of endemic genera, endemic species, rare and endangered species, the total number 
of species in taxa in Yunnan Province is close to or above half of the national number, rare species accounted 
for 67.5% of the total in the country, ranking first in China (Jia and Zhang, 2006). Due to the restrictions of 
natural and geographical conditions and other factors, the diversity of biological resources in Yunnan has the 
characteristics of vulnerability, Yunnan is one of the 17 key regions of biodiversity in China and one of the 34 
global most species-rich hotspots, its biodiversity ranks the first in China and attracts attentions both in China 
and abroad (Yunnan biodiversity conservation strategy and action plan, 2013). 
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2.2 Species 

Homonoia riparia Lour, euphorbiaceae, evergreen shrub, is 1 ~ 3 m high. It is a kind of Rheophyte, 
common along the bank of drains and on rocky river beds, also grows in evergreens (Shukla, 1997; Rao and 
Kumari, 2008). And, also grows in regularly flooded places (Hanum and Maesen, 1997). Homonoia riparia 
Lour has many aliases in China, such as Shuima, Xiagongchashu, Shuizhuimu, Xiyangliu. In China, it mainly 
distributes in Yunnan Province, also distributes in Guangxi Province, Guangdong Province, etc. (China Plant 
Science Research Institute, 1972). Homonoia riparia Lour is a medical plant. Its root is a medicinal part, can 
be used to treat hepatitis, joint pain, stomachache, empyrosis etc., and has detoxification and diuretic effect 
(Xishuangbanna family medicine research office, 1980; Che et al., 2009). Homonoia riparia Lour is a deep-
rooted tree, it has good resistance to drowning and scouring, is beneficial for preventing erosion, fixing sands 
and then reinforcing dikes (Wei, 1992). Investigations in recent years have shown that the number of 
Homonoia riparia Lour in Yunnan Province has decreased as compared to 1950 – 1959. 

 
3 METHODS 
 
3.1 Data sources 

Fifty one occurrence records of Homonoia riparia Lour in Yunnan Province were collected from the 
databases including field survey data in June and December 2010, Global Biodiversity Information Facility 
(http://www.gbif.org), National Specimen Information Infrastructure (http://www.nsii.org.cn/), the Chinese 
Virtual Herbarium (http://www.cvh.org.cn/), and literatures (Wang et al., 2000).  

Bioclimatic variables are very biologically meaningful for defining the habitat suitability of a species in a 
certain environment condition. Data for 19 bioclimatic variables were from http://www.worldclim.org. Chinese 
geographical base map was from National Fundamental Geographic Information System 
(http://nfgis.nsdi.gov.cn). Variables including the distance to the nearest river, altitude, aspect and slope, were 
calculated according to the longitude and latitude coordinates and DEM by Arcgis 9.3. The DEM data were 
from http://www.gscloud.cn/. The spatial resolutions of all environmental data used in this model are all 30 arc-
seconds (often referred to as 1 km spatial resolution). 

The climate data of three historical periods (1950 – 1959, 1975 – 1985 and 2000 – 2009) were from the 
China meteorological data sharing service system (http://cdc.cma.gov.cn/home.do). In the fifth IPCC report, 
making the total Radiative Forcing (RF) in 2100 as an index, four Representative Concentration Pathways 
(RCPs) were set, there were the total RF in 2100 reaching 2.6 W/m2, 4.5 W/m2, 6.0 W/m2 and 8.5 W/m2 as 
compared to 1750, respectively (The fifth IPCC report). Here, two scenarios, RCP2.6 and RCP8.5 were 
selected. In four RCPs, RCP2.6 is the only scenario in which global warming in 2100 do not exceed 2  as 
compared to 1850 – 1900. Homonoia riparia Lour 's habitat suitability distribution in this two scenarios were 
modeled respectively. The climate data are the climate projections from global climate models (GCMs) for 
RCP2.6 and RCP8.5, and there are averages between 2061 and 2080. There are available on 
http://www.worldclim.org. 

 
3.2 Variables selection 

In order to select variables that can contribute more to the model, eliminate multicollinearity between 
variables, establish model that has better performance using less variables, the cross-correlations (Pearson 
correlation coefficient, r) and principal component analysis (PCA) among 19 bioclimate variables of 51 species 
occurrence records were tested. 19 bioclimate variables of 51 species occurrence records were extracted 
from the corresponding layers by Arcgis 9.3. Only one variable from a set of highly cross-correlated variables 
(r > 0.8) was reserved, which variable can be kept is based on both correlation analysis and PCA. For 
instance, bio3 and bio2 were correlated (r = 0.804), so were bio3 and bio4 (r = -0.913), considering the result 
of PCA, bio3 was dropped, bio2 and bio4 were reserved. According to the contributions of 19 bioclimate 
variables to every extracted principal component and the correlation analysis between 19 bioclimate variables, 
eight bioclimate variables (bio1, bio2, bio4, bio7, bio12, bio14, bio15, and bio19) were extracted. 

 
3.3 Maximum Entropy (MaxEnt) model 

In 1957, Jaynes proposed a maximum entropy theory (Maximum Entropy, MAXENT), the essence of the 
theory is: on the basis of partial knowledge, the most reasonable inference about the unknown probability 
distribution is the most uncertain or the most random inference that matches the known knowledge, this is the 
only unbiased choice we can make, any other choice would mean that we have introduced other constraints 
and assumptions, but these constraints and assumptions cannot be derived based on the information we have 
(Jaynes, 1957). 

Set a random variable (ξ), it has n different results, X1, X2, ··· ,Xn, the occurrence probability of every 
result is p1, p2, ··· , pn, respectively, the uncertainty of ξ is entropy. The formula of entropy is: 
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The application of maximum entropy theory in species habitat suitability prediction can be expressed as: 

if we know nothing about the species' life habit and local ecological conditions, the most reasonable prediction 
is that the probabilities of the area  that is suitable for the species and that is not suitable are both 0.5. In 
Maxent model, the presence information of species and local ecological conditions are information, it reduces 
uncertainty. The more information is the more uncertainty reduces. Maxent model is to establish a model with 
the maximum entropy, which is in accordance with the known knowledge (Phillips et al., 2006; Phillips and 
Dudík, 2008). Based on the maximum entropy theory, a java-based software, Maxent, which can be used for 
habitat suitability simulation, was developed by Phillips et al. (2006). The Maxent (version 3.3.3) used here is 
from http://www.cs.princeton.edu/ ～ schapire/MaxEnt/, which can be downloaded freely for scientific 
researches. The training data was 75% sample data selected randomly and the test data were the remaining 
25% sample data. The habitat suitability curve of each variable was calculated and the contribution of each 
variable to the habitat model of Homonoia riparia Lour was calculated by Jackknife test. 

There are four possible prediction results of the model: (1) the species exists actually, the prediction 
result is also presence, this is true positive (TP), (2) the species does not exist actually, but the prediction 
result is presence, this is false positive (FP), (3) the species exists actually, but the prediction result is 
absence, this is false negative (FN), and (4) the species does not exist actually, the prediction result is also 
absence, this is true negative (TN). Generally, two types of errors always occur in the prediction results of 
SDMs: FN and FP. These two types of errors both relate to the threshold, which is used to determine 
presence or absence. The frequently-used indexes evaluating SDMs performance are calculated based on 
true positive, false positive, true negative and false negative, including Kappa (Cohen, 1960), TSS (true skill 
statistic) (Allouche et al., 2006), AUC (area under ROC (receiver operating characteristic curve)) (Hanley and 
Mcneil, 1982) and so on.  

A number of different thresholds are set to calculate a series of sensitivities (positive rate in the positive 

results, ) and specificities (negative rate in the negative results, ), sensitivity is set as ordinate, 1-
specificity is set as abscissa, then ROC can be obtained. The larger AUC is, the better model performance is. 
AUC is not affected by threshold, so it is an excellent index to evaluate model performance (Vanagas, 2004). 
In Maxent model, AUC is employed to evaluate model performance. In general, AUC is between 0.5 and 1. 
AUC < 0.5 is not according to the actual situation, it occurs hardly in reality. It represents that the distribution 
is random that AUC is 0.5. Model performance is categorized as fail (0.5 – 0.6), poor (0.6 – 0.7), fair (0.7 – 
0.8), good (0.8 – 0.9), excellent (0.9 – 1) (Swets, 1988). The closer the AUC to 1, the better the model 
performance is. 

 
4 RESULTS AND DISCUSSION 
 
4.1 Model performance and variables' contribution 

The calculated ROC showed that the AUC values of training data set and test data sets were 0.899 and 
0.840, respectively. According to Table 2, results of the model are satisfactory with the given set of training 
and test data. The results of the jackknife test of variables' contribution shows that Bio1 and altitude provided 
very high gains (> 1.0) when used independently, it indicated that Bio1 and altitude contained more useful 
information by themselves than other variables. Bio1 and altitude were the two most important predictors of 
Homonoia riparia Lour's habitat suitability distribution. Bio15, Bio19, distance, Bio4, Bio14 had moderate gain 
when used independently, there were important predictors. Other remaining variables, Bio2, Bio7, Bio12, 
aspect and slope, had low gains when used in isolation, and they did not contain a lot of information by 
themselves. In a conclusion, Bio1, altitude, Bio15, Bio19, distance, Bio4, Bio14 are key factors among the all 
12 variables for Homonoia riparia Lour's habitat distribution.  

 
4.2 Variables' response to suitability 

Response curves show the relationship between environmental variables and the logistic probability of 
presence (also known as habitat suitability) quantitatively, and they deepen the understanding of the 
ecological habit of species. The responses of 12 variables to Homonoia riparia Lour's suitability were 
illustrated in Figure 1. According to the response curves, the suitable elevation range is 0 m – 1200 m, which 
is consistent with the descriptions in Xishuangbanna Dai medicine Zhi (XNDRO, 1980). It records that 
Homonoia riparia Lour mainly grows at altitude of 50 ~ 1400 m, riverside with sand or gravel or scrub at 
hillside. Figure 2 shows the aspect distribution. No records were found in the aspect between 320° and 360°. 
According to the record, 1/3 of sample points are located at the aspect during 100° ~ 140° (southeast). That 
means the Homonoia riparia Lour can be generally adapted to aspect, but prefer southeast. Slope of all 
sample points are lower than 12 degree, 92.2% of sample points lower than 9 degree. The distance from 75% 
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of sample points to river are less than 1800 m. It means that the Homonoia riparia Lour normally live on the 
flat flood plain. The distance from sample points to river are show in Figure 3. It shows that among 51 sample 
points, half of them are smaller than 800 m. Since the width of river, such as Lancang River, is about 800 m, 
points (< 800 m) can be considered on the immediately riverside. Furthermore, the calculated result shows 
that the suitability is higher as the distance to river is lower. This hangs together well with Homonoia is a kind 
of water plants, and the living environment for the river sand, stream matches the life habits of a rocky place 
(Tang et al., 1996). 

The suitable Bio1 is higher than 20 , this means that the Homonoia prefers warm place. The flora of 
China (1996) recorded that Homonoia live in the south of Yunnan, downstream of Yalong river and Jinsha 
river in Sichuan province, Nanpan river in Guizhou province, the south and west of Guangxi province, Hainan 
in China, and some countries in Southeast Asia (Tang et al.,1996). The Homonoia riparia Lour normally 
distributed in areas where Bio2 is higher than 6.2 , Bio4 and Bio7 are lower than 4.3  and 25 , respectively, 
Bio12, Bio14, and Bio19 are higher than 1100 mm, 12.5 mm, and 50 mm, respectively, and Bio15 is lower 
than 80. Lower variation of seasonal rainfall and higher precipitation in coldest season are conducive to 
Homonoia.  

 

 
Figure 1. Response curves of 12 environmental variables in Homonoia riparia Lour's habitat distribution 
model. Bio1: Annual Mean Temperature ( ); Bio2: Mean Diurnal Range (Mean of monthly (max temp-min 
temp)) ( ); Bio4：Temperature Seasonality ( ); Bio7: Temperature Annual Range ( ); Bio12: Annual 
Precipitation (mm); Bio14: Precipitation of Driest Month (mm); Bio15: Precipitation Seasonality; Bio19: 
Precipitation of Coldest Quarter (mm)). 
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Figure 2. Accumulation frequency of aspect distribution of Homonoia riparia Lour sample points. 

 

 
Figure 3. The distance frequency distribution of Homonoia riparia Lour sample points to river. 

 
4.3 The Homonoia riparia Lour Distribution 

The annual mean temperature is the most important variable for Homonoia riparia Lour distribution. As 
the annual average temperature increases, the suitable degree of habitat increases. Therefore, the suitability 
of southern region is higher than the northern region and 84.8% of habitat with suitability larger than 0.6 are 
distributed in southern Yunnan province. 

The elevation and the distance to the nearest river are the next two important variables. The suitable 
habitats are distributed along the rivers and suitability increases as the distance to the river decreases. Areas 
with habitat suitability larger than 0.6 are along rivers, such as middle reach of Nu River, upper and lower 
reach of Lancang River, middle and lower reach of Lixianjiang, Yuanjiang, and some tributaries at lower 
Lancang river. Areas with habitat suitability of 0.3 – 0.6 are located at middle reach of Lancang River, lower 
reach of Nu River, and some other small tributaries. The habitat suitability of Homonoia riparia Lour in other 
areas are smaller than 0.3. This corresponds well with the record that Homonoia riparia Lour prefers running 
water plants (Tang et al., 1996). 

 
4.4 Habitat suitability simulation of three historical periods 

The habitat suitability distributions for three historical periods (1950 – 1959, 1975 – 1985, 2000 – 2009) 
are simulated. In view of space perspective, the suitability of south Yunnan was higher than north and the 
suitability was higher when the distance to the nearest river was shorter in three historical periods. In view of 
time perspective, from 1950 – 1959 to 2000 – 2009, Homonoia riparia Lour's habitat suitability increased 
gradually, the area with high suitability (＞ 0.6) became larger gradually. The area with suitability larger than 
0.6 was 3069 km2 in 1950 – 1959, and was 3701 km2 in 1975 – 1985. As compared to 1950 – 1959, 
Homonoia riparia Lour's habitat suitability in 1975 – 1985 improved, the area with suitability larger than 0.6 
increased by 632 km2, the area with suitability larger than 0.6 at downstream of Lancang River and some 
tributaries at downstream of Lancang River improved significantly. This result was in accordance with the 
historical investigation result that Homonoia riparia Lour's population number at Lancang River watershed in 
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1975 – 1985 was more than 1950 – 1959 (Wang et al., 2000). In 2000 – 2009, Homonoia riparia Lour's habitat 
suitability improved continually, the area with suitability larger than 0.6 was 7020 km2, increased by 3319 km2 
as compared to 1975 – 1985 (a 0.9 time increase), increased by 3951 km2 as compared to 1950 – 1959 (a 1.3 
times increase). The area with the suitability larger than 0.6 in 2000 – 2009 was accounted for 1.80% of the 
Yunnan Province's total area. However, according to the survey data, Homonoia riparia Lour's population 
number at Lancang River watershed in 2000 – 2009 decreased as compared to 1975 – 1985, a number of the 
original existed habitats disappeared (Wang et al., 2000; Zhao et al., 2014).  

Table 1 shows the comparison of the investigation results of habitat condition and growth status of 
Homonoia riparia Lour in Manwan Reservoir area in 1984 and 2010. Before the construction of Manwan 
Reservoir (1984), there were at least four Homonoia riparia Lour habitats and the total area was larger than 
2300 m2, and species abundance in Manwan Reservoir was larger than 400. But, there was only one habitat 
with an area of 1200 m2 left in 2010 and other three habitats already disappeared. Owing to the habitat 
degradation and loss, Homonoia riparia Lour's abundance decreased by more than 96%, its averaged height 
decreased by 0.6 m. Homonoia riparia Lour has been in the high ecological risk (Zhao et al., 2014). 

 
Table 1.HomonoiaripariaLour's habitat condition and growth status before and after the construction of 

Manwan Reservoir (Zhao et al., 2014). 

Habitat number 1 2 3 4 

 before after before after before after before after 

Altitude (m) 922  920  930  985  

Aspect (°) 0  SE40  NW81  NE15  

Slope (°) 0  5  4  5  

Habitat area (m2) >1500 1200 >200 0 >200 0 >200 0 

presence/absencea + + + - + - + - 

Species height(m) 1.6 1.0 1.7 0 1.2 0 2 0 

Species coverage (%) 25 2 30 0 30 0 60 0 

species abundance >200 14 >50 0 >50 0 >100 0 
a +, presence; -, absence. 

 
In 1986, Manwan Reservoir at the middle reach of main stream of Lancang River was started 

construction. Then Dachaoshan hydroelectric station (starting construction in 1996), Xiaowan hydroelectric 
station (starting construction in 2002) were started construction in succession at the main stream of Lancang 
River. The construction of dams impounded water, and the water level in front of dam raised. As a 
consequence, some lands were submerged including the original existed Homonoia riparia Lour's habitats. At 
the same time, water level in reservoir varied seriously in order to meet the requirement of power generation. 
Huge daily and annual water level fluctuation in reservoir has been happened. Daily water level variation is 
about six m in reservoir during the field survey period. This would seriously influence the habitat of riverine 
plants. At the same time, the water detained in reservoir, so that the water in downstream reduced, river width 
narrowed, the distance of plants originally living near water to the river bank changed. Homonoia riparia Lour's 
living environments changed, the original suitable survival condition was not obtained. Homonoia riparia 
Lour's habitat area and distribution area decreased, the species abundance reduced. In a conclusion, dam 
construction induced the changes of ground water and underground water levels, Homonoia riparia Lour's 
original habitats lost. 

 
4.5 Suitable habitat distribution at globe warming situation 

In the fifth IPCC report, making the total Radiative Forcing (RF) in 2100 as an index, four future climate 
warming scenarios were set, RCP2.6 and RCP8.5 were two of them. The computed results of Homonoia 
riparia Lour's habitat suitability in RCP2.6 and RCP8.5 showed that the Homonoia riparia Lour's habitat 
suitability increased as climate warming and the warmer the climate is, the higher the habitat suitability is. In 
RCP8.5, the area suitable for Homonoia riparia Lour's survival and the suitability were both larger than 
RCP2.6 (Figure 4). In RCP2.6, the habitat suitability of the midstream of Nujiang River, the upstream and 
downstream of Lancang and some tributaries at downstream of Lancang River, Yuanjiang River and 
Lixianjiang River was greater than 0.6, the habitat suitability of a few regions at downstream of Nujiang River, 
most regions at midstream of Lancang River and some places far from tributaries at downstream of Lancang 
River, etc. were between 0.3 and 0.6, the habitat suitability of other places far from river system was less than 
0.3. In RCP2.6, the area with habitat suitability less than 0.3 accounted for 87.23% of Yunnan Province's total 
area, was about 3.4 × 105 km2, the area with habitat suitability between 0.3 and 0.6 accounted for 9.49%, was 
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about 3.7 × 104 km2, the area with habitat suitability larger than 0.6 accounted for 3.28%, was about 1.3 × 
104 km2. As compared to the result in 2000 – 2009, in RCP2.6, the area with habitat suitability larger than 0.6 
was nearly doubled. In RCP8.5, the habitat suitability of places near river system (including Nujiang River, 
Lancang River, Yuanjiang River, Lixianjiang River, etc.) was greater than 0.6, the habitat suitability of places 
far from river system was between 0.3 and 0.6, the habitat suitability of other places was less than 0.3. In 
RCP8.5, the area with habitat suitability less than 0.3 accounted for 79.66% of Yunnan Province's total area, 
was about 3.1 × 105 km2, the area with habitat suitability between 0.3 and 0.6 accounted for 14.26%, was 
about 5.6 × 104 km2, the area with habitat suitability larger than 0.6 accounted for 6.08%, was about 2.4 × 104 
km2. As compared to the result in 2000 – 2009, in RCP8.5, the area with habitat suitability larger than 0.6 
approximately increased by 2.5 times and the area with habitat suitability between 0.3 and 0.6 approximately 
increased by 50%. As compared to RCP2.6, in RCP8.5, the area with habitat suitability larger than 0.6 was 
nearly doubled and the area with habitat suitability between 0.3 and 0.6 was approximately increased by 50%. 

 

 
                                  (a)RCP2.6                                                                       (b) RCP8.5 

Figure 4. Suitable habitat distribution of HomonoiaripariaLour at two globe warming situations (a. RCP2.6; b. 
RCP8.5). 

 
The result showed that the climate warming had positive effect on the habitat suitability and suitable area 

of Homonoia riparia Lour's. However, the natural distribution of Homonoia riparia Lour was under threaten, 
and its population has decreased significantly. This might be due to the disturbance of riverine eco-system 
caused by the construction and operation of hydraulic projects.  

 
5 CONCLUSIONS 

In this study, we established a Homonoia riparia Lour habitat suitability model to evaluate and predict the 
existing and potential habitat quality of Homonoia riparia Lour. 

Homonoia riparia Lour is a native endangered species in Yunnan Province, China. It is a medical plant 
with high ecological and economic value. It can protect river bank from erosion. In recent decades, its 
population in Yunnan Province has declined significantly.  

Using the maximum entropy theory, based on the Yunnan Province Root of Riparian Homonoia historical 
distribution data and the data of environmental variables, Homonoia riparia Lour's habitat suitability model was 
developed. Based on the correlation analysis and principal component analysis, twelve environmental 
variables (the distance to the nearest river, altitude, aspect, slope and 8 bioclimatic variables) were selected to 
establish Homonoia riparia Lour habitat distribution mode. AUC index was employed to evaluate model 
performance. AUC values of training dataset and test dataset were 0.899 and 0.840, respectively. This 
indicates that the model is satisfactory with the given set of training and test data. 

Among twelve variables, Homonoia riparia Lour's habitat suitability distribution was mainly influenced by 
seven variables: annual mean temperature, altitude, precipitation seasonality, precipitation of coldest quarter, 
the distance to the nearest river, temperature seasonality, and precipitation of driest month. Homonoia riparia 
Lour's habitat suitability become excellent (> 0.8) when the altitude is lower than 100 m, the distance to river is 
less than 150 m, Bio1 is between 25  and 27 , Bio4 is about 3.2 , Bio14 is about 20 mm, Bio15 is between 
60 and 65, and Bio19 is between 112 mm and 120 mm. Regions with habitat suitability greater than 0.6 
almost distributed along rivers. The closer it is, the higher the suitability is. The habitat suitability of other 
places far from river system is low. 
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On the overview of space, the suitability of south was higher than north. This is reasonable since 

Homonoia riparia Lour prefers warm place. From 1950 – 1959 to 2000 – 2009, both the habitat suitability and 
the area with high suitability (＞ 0.6) of Homonoia riparia Lour were promoted. The trend from 1950 – 1959 to 
1975-1985 is in accordance well with the historical investigation (Wang et al., 2000). The habitat suitability of 
2000 – 2009 is still increase as compared to 1975 – 1985. While, the field survey on 2010 showed that 
Homonoia riparia Lour's habitat degraded and lost, the abundance decreased by more than 96%, and its 
averaged height decreased by 0.6 m, this species is in highecological risk (Zhao et al., 2014). The reason 
would be the construction of hydroelectric stations. The construction and operation of hydraulic projects 
induced the changes of ground water level, underground water level in reservoir area and below the dam. The 
environmental conditions of original habitats of Homonoia riparia Lour were changed greatly, and this species 
were impacted significantly. 

The simulation results of Homonoia riparia Lour's habitat suitability in RCP2.6 and RCP8.5 showed that 
the Homonoia riparia Lour's habitat suitability increased as the climate warming and the warmer the climate is, 
the higher the habitat suitability is. In RCP8.5, both the suitability and suitable area of Homonoia riparia Lour 
were larger than RCP2.6. So, the climate warming is good at Homonoia riparia Lour. In order to protect 
Homonoia riparia Lour, only minimizing the disturbance of human activities is needed. If the Homonoia riparia 
Lour has stable and nature habitat, with more and more suitable climate situation, the abundance and 
population of this species will be recovered soon. 
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ABSTRACT  
  
The Macquarie Marshes is a freshwater system located in the lowland floodplain of the Macquarie River, in 
NSW, Australia. As water flow enters the system, water is distributed to a number of swamps and lagoons via 
a network of anabranching channels. The marshes house unique plant communities that serve as a sanctuary 
for many species of migratory waterbirds, fisheries and other types fauna. In the past decades, a significant 
deterioration in plant communities has been observed due to a reduction of the input discharges to the 
marshes for industrial, agricultural and domestic usage. In recent years, there has been a slow recovery of 
some areas of the site which has been accomplished by delivering controlled environmental flows from an 
upstream dam. However, computational tools are required in order to provide a better assessment of watering 
strategies. In this publication we analyze the evolution of six vegetation patches by implementing a 
combination of green fractional cover and minimum inundation over a series of 23 years. We simulate floods 
by implementing a quasi-2D hydrodynamic model over a rectangular cell grid and combine the results. This 
approach allowed to determine critical watering conditions leading to a transition from understory wetland 
vegetation (Common Reed and Water Couch) to terrestrial species as well as minimum inundation required to 
trigger a recovery. Our approach also revealed that watering thresholds for understory species may be used 
as an indicator of critical conditions for River Red Gum.  

 
Keywords: Macquarie Marshes; vegetation dynamics; critical plant conditions; fractional coverage. 

 
 

1 INTRODUCTION 
 The Macquarie Marshes is an iconic freshwater wetland system and some areas are recognized as of 

International importance under the Ramsar convention. A collection of mosaic like features such as lagoons, 
swamps, reed beds and surrounding woodland is one of the key features of this system which promotes a 
high biodiversity for many species of fauna, particularly breeding sites for waterbirds. The marshes support 
one of three extensive River Red Gum forests (Eucalyptus Camaldulensis) in the Murray Darling Basin as well 
as one of two extensive reed beds of Water Couch (Paspallum Distichum) and Common Reed (Phragmites 
Australis) (OEH, 2012). In general, vegetation communities of the Macquarie Marshes suffered great 
deterioration during the past decades which reduced habitat availability (Rogers et al., 2010). It has been 
recognized that this deterioration was product of a general decrease of inflows because of water diversions 
and controlled water releases from the Burrendong dam (Kingsford, 2000). Vegetation mapping revealed a 
significant change from wetland to terrestrial vegetation in the period from 1991 to 2008 (Bowen and Simpson, 
2010), but in the past few years the plant communities of the Macquarie Marshes have shown a positive 
response to environmental flow releases and water strategies implemented in the marshes by the regulatory 
authorities. 

In this paper we define critical conditions for different vegetation patches in the northern region of the 
Macquarie Marshes (Figure 1a). This analysis is also an update in the development of an eco-hydraulic 
vegetation evolution model for the Macquarie Marshes. The model implements a set of deterministic rules in 
order to determine vegetation succession from wetland vegetation to terrestrial species. Previous work has 
been focused on obtaining vegetation transitions rules for different vegetation associations (Sandi et al., 2015; 
Sandi et al., 2016a; Sandi et al., 2016b), especially Common Reeds and Water Couch. Additionally, a full 
assessment of the previously developed transition rules was presented by Sandi et al. (2016b) concluding that 
further research was required in order to obtain more transition rules. This publication also addresses 
transition rules for River Red Gum association patches. The model by Sandi et al. (2016b) was based on the 
period from 1991 to 2008 due to the availability of vegetation maps for these two years. Here, we have 
extended the analysis for the period from 2008 to 2013.  
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Figure 1. a) Location of the Macquarie Marshes b) Description of study area. 

 
2 METHODS 

 
2.1 Study site and hydrodynamic model set-up 

The northernmost part of Macquarie Marshes is an inland wetland system that covers around 325 Km2 of 
the lowland floodplain of the Macquarie River, before it joins the Barwon River. This area was selected for the 
development of the eco-hydraulic model because it holds most of the Macquarie Marshes Ramsar site, data 
availability and because it hosts most of the plant associations present in the Macquarie Marshes. The low 
gradient of the floodplain (0.00036 m/m) produces a meandering well defined channel that becomes almost 
imperceptible as it reaches the core marshes and branches into multiple directions so that there is no specific 
flow path. Water is delivered to vegetation communities during flood events, when the overbank flows are able 
to connect the multiple swamps, lagoons, reed beds and woodlands that conform the mosaic of the Macquarie 
Marshes. 

A large scale approach is used in order to minimize computational cost so a quasi 2D-hydrodynamic 
model, the VHHMM 1.0 (Riccardi, 2000), was built on a 90 m squared digital elevation model (DEM). The 
implemented resolution describes the domain with a total of 40096 active elements which allows for feasible 
data processing and simulation of the site  with no compromise to the overall results. The VHHHMM 1.0 
implements a numerical solver for simplified Saint-Venant mass and momentum conservation equations. The 
momentum conservation equation describes discharge relations of the link between active elements and it can 
take different forms based on the type of element (channel-channel, channel-floodplain and floodplain-
floodplain). There are also special relations for hydraulic structures such as culverts and bridges. Water depth 
in every element at every time-step is calculated from the mass conservation equation. Methods for model 
calibration are presented by Sandi-Rojas et al. (2014). Daily discharges were obtained from the Pillicawarrina 
gauging station (No. 421147) located in the Macquarie River. The simulations were carried for a sequence of 
23 consecutive years covering the period from June 1990 to May 2013. Initial conditions were assumed as no 
flow, which agrees with very low flows generally observed in June and May. After 2002 and until 2008, the 
discharges entering the Macquarie Marshes had a considerable reduction (Figure 2). Our new analysis 
includes simulation of five additional hydrologic years, from 2009 to 2013. 
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Figure 2. Mean discharges entering the Macquarie Marshes. 

 
2.2 Selected vegetation patches  

During the period from 1991 to 2008, most of the wetland area that transitioned to terrestrial species and 
dryland corresponds to understory species such as Water Couch and Common Reed (Bowen and Simpson, 
2010). Some of these patches showed a transition back to wetland vegetation by the year 2013; however, 
many of them were still invaded by terrestrial vegetation. We have selected four vegetation patches of 
Common Reed and Water Couch (Figure 1b) in order to see the effects of water delivery to understory 
species. Vegetation conditions at the beginning of the period were assumed to be good. Non-transitional 
patches reported little change in 2008 and 2013. On the other hand transitional patches presented a complete 
shift to terrestrial species in 2008, mainly invaded by chenopod shrubland. In 2013, the transitional Common 
Reed patch reverted back to original conditions. Though the forest and woodland overstories had very little 
change in extent from 1991 to 2008 (Bowen and Simpson, 2010), the condition of some of the patches was 
heavily affected. We have selected two River Red Gum patches. Patch E was reported to have 80% dead 
trees and the understory was encroach by terrestrial species in 2008.  A full list and description of the selected 
patches is presented in Table 1.  
 

Table 1. Patch transition history. 
Patch Vegetation on 

1991 
Vegetation on 

2008 
Vegetation on 

2013 
Changes Conditions 

A Common reed Terrestrial Common reed Transitional 
- Transition back to wetland 

understory by 2013 

B Common reed Common reed Common reed Non transitional - Good condition in 2008 and 2013 

C Water couch Terrestrial Terrestrial Transitional - Complete transition 

D Water couch Water couch Water couch Non transitional - Good condition in 2008 and 2013 

E River red gum River red gum River red gum Non transitional 
- <10 % dead trees 

- Chenopod shrubland invasion in 
2008 

F River red gum River red gum River red gum Non transitional 
- 80% dead trees 

- Healthy mixed marsh understory 
during the whole period 

 
2.3 Fractional coverage and minimum inundation  

Use of seasonal fractional cover maps, developed by the Joint Remote Sensing Research Project 
(JRSRP) (OEH, 2014), in combination with a hydraulic description of the flow regime has proven to be a 
convenient approach for studying vegetation evolution in the Macquarie Marshes(Sandi et al., 2016a). 
Changes in green and baresoil coverage can suggest critical conditions or succession of plant associations to 
terrestrial species. However, frequency of inundation is the determining factor for a vegetation succession. 
Our model estimates vegetation response according to water requirements which are different for every plant 
association. These requirements are time aggregated characteristics such as the range of inundation depth 
and the percent exceedance time during a hydrologic year (Sandi et al., 2015). In this publication, we focus 
the analysis on the areas with minimal inundation. Water delivery strategies in the Macquarie Marshes 
estimate that an inundation period of three months is adequate for maintaining the health of most the plant 
communities. Therefore, we consider the minimum inundation when 5 cm of water are exceeded 25% of the 
time. 
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3 RESULTS AND DISCUSSION 
Figure 3 presents the relation of minimum inundation against fractional green coverage for understory 

species during the period of 1991 to 2008. Results revealed that less than 15% of the patch area with minimal 
flood is a threshold for potential terrestrial and dryland vegetation invasion of Common Reed (Figure 3a). 
Fractional green data shows that in average 60 % of Patch B remains green even on the cases where 
minimum inundation approaches the area threshold. This relation as well as the inundation area threshold is 
better represented in Figure 4b, where Patch B had minimum inundation in only 15% of the area from 2003 to 
2010 without a significant change on green coverage. In the transitional case, Patch A, fractional green 
coverage decreased form 50% in 1991 to practically no green coverage in 2005 (Figure 4a). Common Reed is 
a resilient species that can survive extended periods without water by slowing  down growth, shedding leaves, 
and by having quick recovery to following inundations (Roberts and Marston, 2011). Patch A had a period of 
withering-recovery for most of the 1990’s with a frequency of 0.5 adequate minimum inundation up until 2002. 
The following nine dry years lead to a complete transition to terrestrial species. According to our results, the 
recovery of Patch A was triggered after 2011 when minimum inundation requirements where met again. This 
recovery is more likely due to colonization from surrounding patches since it is unlikely for rhizomes to survive 
almost a decade without water and also because Common Reed does not generate long lived seed banks 
(Rogers, 2011). Additionally, 2011 to 2013 floods for Patch A were small in comparison to Patch B; but 
seedlings require low depths and short duration in order to establish, making recolonization possible. 
According to our results, critical frequency of minimum inundation can be defined as one in two years. 
However, in order to have a complete transition to terrestrial species a Common Reed patch should undergo 
four years without an adequate minimal flood (2002-2003). Given this analysis, in 2013, Patch A was still 
under critical conditions and it could transition back to terrestrial vegetation. Further simulation of hydrologic 
years 2014 to 2016, which are low flow years (Figure 2), will provide insight in the persistence of this 
vegetation patch, but it is likely that the patch have undergone stress and it might require adequate minimum 
flood during 2017 in order to survive.  
 

  
Figure 3. Thresholds for potential dryland and terrestrial species encroachment on a) Common Reed and b) 

Water Couch patches. 
 

 
Figure 4. Fractional green cover and minimum inundation evolution for a) transitional and b) non- transitional 

Common Reed patches. 
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A similar analysis of the Water Couch patches showed some important differences in relation to critical 

conditions. First, the area threshold for minimum inundation is of 20% (Figure 2b), and and transitional patch 
(Patch C) had frequency of adequate minimum inundation of 67% from 1991 to 2003 (Figure 5a). This shows 
that Water Cocuh is a less resilient species than Common Reed since it requires almost annual adequate 
minimum inundation in order to survive. Reproduction of this species is usually from rootstock so in cases of 
one year with little flood plant recovery is possible, but consecutive dry years may put a significant stress on 
the plant community specially because seedlings are sensible to dry conditions (Roberts and Marston, 2011). 
On the other hand, prolonged overwatering can also rot the plants leading to losses in green cover extent. 
Seasonal green  fractional coverage maps are a good indicator of the conditions for Water Cocuh as they 
represent autumm season from March to May, which is after the season of growth in summer (December to 
February). Our analysis suggest that the transition to terrestrial species that occurred in Patch C is a 
combination of little growth in 1995 to 1998 and overwatering in the years 1999 to 2001. After 2006, fractional 
green coverage increased which represents the establishment of the terrestrial species and the dissication of 
Water Couch. Distance from the patch to main water courses is recognized as an important factor for 
determining persistance of vegetation (Bino et al., 2015). In our analysis, distance to channels is replaced by 
the use hydrodynamic simulations that predict the hydraulic conditions on site and by considering the 
proximity of other vegetation patches with the same vegetation. This is evidenced by the transitional Water 
Couch patch that was unable to reestablish after 2011 despite experiencing adequate minimum inundation 
because it was far from other patches that could potentially colonize (Figure 5b). Given this result, we can 
infer that Patch C reached critical conditions by the year 2003 and made complete transition to terrestrial 
species by 2005. Recent water delivery to the patch was unable to trigger a recovery possibly due to rootstock 
dying off.   
 

 
Figure 5. a) Fractional green cover and minimum inundation evolution for transitional Water Couch patch. b) 

Patch location in relation to water courses. 
 

Determining critical conditions for overstory species such as River Red Gum is complicated because 
these trees can survive under a wide range of watering conditions. The understory of Patch E was reported as 
having invasion of terrestrial species by 2008 (Table 1) while understory present in patch F remained with 
healthy mixed marsh from 1991 to 2013. This is consistent with the position of Patch E, which is located 
further away from the water course than patch F and also higher in the floodplain. Patches of River Red Gum 
woodland that are closer to water courses receive more water than forests at the fringe of the marshes. Figure 
6 presents green coverage and minimum inundation evolution in Patches E and F. Specific water 
requirements for plant associations have an overlap of range of water depth and exceedance time for River 
Red Gum and Water Couch (Sandi et al., 2015), so Water Couch minimal inundation area threshold is used 
as an indicator of dry conditions for understory species in River Red Gum patches. Watering conditions in 
Patch E were insufficient to support understory species from 2003 to 2005 which is evidence by a drop of 
green fractional coverage. Roberts and Marston (2011) reported that forest and woodlands higher in the 
floodplain require a minimum frequency of inundation of four in ten years and a maximum dry interval of seven 
consecutive years. The dry period from 2003 to 2010 evidently lead to the reported dying of 80% of the trees 
of Patch E and colonization of terrestrial evidenced by the increased green coverage after 2006. Inflows over 
the following years produce high inundation from 2011 to 2013; however, there was no recovery because dry 
trees probably were no longer capable of epidemic growth and new seedling and sapling may have drowned. 
The latter is evidenced by the loss of terrestrial vegetation species by the year 2013 more likely due to 
drowning. Further simulation of low flow years 2014 to 2016 are likely to reveal small inundation that are 
insufficient for maintaining understory or juvenile overstory vegetation on the patch. 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

1991 1993 1995 1997 1999 2001 2003 2005 2007 2009 2011 2013

%
 A

re
a

Year

Patch C. Transitional Common Reed

Fractional green cover Minimum inundationa. b. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 2831



  
          

  

 

In Patch F there was no decline of fractional green vegetation during the dry period (Figure 6b). 
Understory area threshold indicate little inundation in 2005 and 2007, but in 2008 an increase in the 
inundation produced good health of the understory as reported by Bowen and Simpson (2010). River Red 
Gums located lower in the floodplain can maintain optimal conditions up to a maximum of three consecutive 
dry years (Roberts and Marston, 2011). Our results show that Patch F was able to maintain optimal conditions 
during the whole period of analysis which is consistent with River Red Gum persistence of 90% estimated by 
Catelotti et al. (2015). Based on this results, we propose the use of understory area thresholds as indicators 
for River Red Gum; however, a differentiation is necessary for patches with healthy wetland understory. An 
interval of three dry years can transition a good condition patch to one with poor conditions and another 
consecutive seven dry years will completely transition the patch to terrestrial vegetation. For recovery and 
survival of the patch, adequate minimum inundation of understory species can be used as an indicator.    

 

 
Figure 6. a) Fractional green cover and minimum inundation evolution for a) poor condition and b) good 

condition River Red Gum patches. 
 
4 CONCLUSIONS  

The use of fractional green coverage maps in combination with hydrodynamic modelling has proven an 
effective tool for analyzing vegetation transition rules in the Macquarie Marshes. Focus on minimum 
inundation lead to simple rules that can be used for vegetation shift predictions in future research. Additionally, 
including a period of five years of flow simulations provided insight on recovery of Common Reed and Water 
Couch patches which had not been possible in previous analysis. Finally, critical watering conditions of 
understory species may be used as a long term indicator of the conditions of River Red Gum, but 
differentiation on the understory condition must be carried out.  
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ABSTRACT 
 
Sinocyclocheilus Tilei.hornes (Tilei.) is one of the species of Chinese blind cave fishes, which has specific 
structures, e.g. head-horn. During thousands or millions of years living in caves, the species has developed a 
number of unusual adaptions, such as typical pigmentation and eyes degeneration into needle-like size or 
useless, developing a horn of two tile-like bulges. However, the function of the horn is not yet understood. The 
aim of this study is to reveal whether or how the horn function in helping the blind cavefish move and prey. 
Scientific hypothesis is proposed that the horn helps strengthen the interaction between the cave fish and the 
water flow, and make it easier to sense the signal from water flow. In this study, we attempt to understand the 
hydrodynamic image characteristics produced by the head horn of Tilei. by comparison of the pressure, flow 
field, resistance and lift force of Tilei. and Sinocyclocheilus Angus.tiporus (Angus., a species that has similar 
size and body shape as Tilei., but without horn) under the same hydrodynamic conditions. Numerical 
simulations were conducted using CFD (computational fluid dynamics) software. Simulation results show that 
there was a flow stagnation and high-pressure zone under the horn of Tilei., resulting in the pressure gradient 
of Tilei. as high as twice of that of Angus.. In addition, Tilei. received significantly higher drag force and lift 
force than Angus. under the same flow condition. Such phenomenon was more remarkable under higher 
simulated flow velocity, which suggests that Tilei. might be slow swimmers. Furthermore, it was indicated that 
the interaction between the cave fish and the water flow was much more intensive for Tilei. than for Angus., 
given the projection speed of the water flow as a standard. Therefore, we believe that the head-horn structure 
of cavefish may help strengthen their sense efficiency in water flow. 
 
Keywords: Blind fish; lateral line; computational fluid dynamics (CFD); 3D scan; pressure gradient. 
 
 
1 INTRODUCTION 

Cavefishes, or hypogean fishes, in a broad sense, are fish-shaped animals living in caves or similar 
circumstances; in a narrow sense, are fishes living in some perennial water karst caves, underground rivers 
and lakes or other special ecological environments (Zhao et al., 2009). Some species of the cavefishes, 
termed as troglobites, can only live in cave or similar circumstance and often display specific features 
adapting themselves to subterranean life, such as the rudimentary eyes and scales and loss of pigmentations; 
while some of the cavefishes, termed as troglophile, appear in a cave or groundwater environment 
periodically; the third group, termed as trogloxene, live close to caves or at the very entrance of the caves, but 
cannot live exclusively inside the caves (Schiner et al., 1854). 

There are 122 typical troglobite fish species known in the world, belonging to 10 orders, 19 families and 
53 genera (Romero et al., 2001; Zhao et al., 2009). They mainly inhabit tropical and subtropical regions 
between the latitude of 40°and the Tropic of Capricorn (Zhao et al., 2006). To adapt the cave environment 
with constant darkness and little food, they have evolved some characteristics that save energy, e.g. loss of 
eyesight, to ensure that they survive more easily (Jaggard et al., 2017).  

Much attention has been paid on the degraded visual system of cavefishes. Using research technique, it 
was found that the eye primordia of cavefish formed during the embryonic period did not grow as the 
embryonic developed according to the studies of anatomy, gene and protein. The embryonic eye gradually 
embedded into the blind fish’s orbital (Zhao et al., 2009). Langecher (1995) and Romero (2009) confirmed that 
the visual organs degeneration of cavefish would affect some of their behaviors, such as territorial behavior, 
invasive behavior and others. 

Besides the visual system, the lateral line system of cavefish has also been widely studied. Montgomery 
(2001) did a lot of work on the lateral line system of Mexican cavefish Astyanaxs fasciatus (Astyanax) by 
comparing the reaction of the fishes before and after treated with cobalt and gentamicin, which could destroy 
the lateral line system. His study verified that the lateral line system played an important role in sensing the 
surrounding environment. Similar studies were also carried out by Coombs (2014) and Kulpa (2015). The 
localization mechanism of the lateral line system was studied, applying PIV (Particle Image Velocity) 
techniques and CFD (Computational Fluid Dynamics) simulations. It was assumed that the lateral line of 
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Mexican cavefish could figure out the surrounding hydrodynamic images through the sensing of the water 
pressure, flow velocity, pressure gradient, and other such signals carried by water flow (Windsor, 2008; 2010). 
Based on such assumption, the localization mechanism was understood and used in explaining how Mexican 
cavefish moved towards a wall but never collided with the wall (Windsor, 2008; 2010). Coombs (2014) 
implemented a pressure gradient sensing experiment and Engelmann (2002) studied how fishes sense a 
vibration source using the similar techniques as Windsor (2008; 2010).   

These previous studies help us understand the function of the lateral line system of Mexican cavefish 
Astyanax. However, they did not yet explain how the lateral line system function in turbulent flow. In addition, 
most of these studies were carried out for Astyanax, which has a much simpler shape feature compared with 
the Chinese cavefishes Tilei. and Rhino. (Figure 1). Thus, it was suspected that whether the knowledge 
obtained from Mexican cavefish studies are also be applicable for Tilei. and Rhino.. In fact, Jeffery (2000) 
investigated the distribution of the superficial nuromast of Astyanax, and indicated that Astyanax has more 
surface neuromasts than the trogloxene species of the same family of Astyanax. On the contrary, Yang (2016) 
showed that the number of neuromasts in the adult Sinocyclocheilus species ranked as the following: 
Sinocyclocheilus graham (trogloxene) > Sinocyclocheilus Rhino.cerous (troglophile) > Sinocyclocheilus 
anshuiensis (troglobites). It means that the better the fish dwells to the cave, the weaker their lateral line 
system is, which is paradoxical to the Darwin’s doctrine of evolution in somehow as the lateral line system was 
believed as the most important alternative organ for the degraded eyesight.  

Attention were also paid on the special structure ‘head horn’ of Tilei. and Rhino., which might help the 
cavefishes sense the surroundings. Inspired by the Darwin’s doctrine of evolution, Chen (1994) believed that 
the head horn in Rhino. was a synthetical sensory organ. Li et al. (1997) suggested that the head horn could 
be a protective organ rather than a sensory organ based on anatomy of the horn. However, none of them 
could demonstrate their hypotheses. 

To our best knowledge, this study is the first to use digital simulation to research the head horn structure 
of chinese cave fish Tilei. and Rhino., which make use of the 3D scan technology and ANSYS FLUENT model 
to calculate the flow field and pressure distribution of the fish under the different water flow conditions. 
Comparing the flow fields and pressure distributions differences between Tilei. and Angus., we wish to figure 
out the function of the head horn on the darkness-underground environment adapting process of blind cave 
fishes. Something imperfect is that we only simulated the scene that a constant flow passed along the 
immobile fish models, which may not be able to reflect the fact that in the underground river or cave, the water 
flow is very slow and the relative velocity is produced mainly by the swimming of cave fish. What is more, so 
far, is that we only attempted FLUENT Laminar single - phase flow 3D model, which may not be suitable if the 
simulated velocity is higher than some threshold. 

 

  
 

  
Figure 1. Studied cavefishes: (a) Sinocyclocheilus Tilei.hornes (Tilei.), (b) Sinocyclocheilus Rhino.cerous 

(Rhino.), (c) Sinocyclocheilus Angus.tiporus (Angus.), (d) Astyanax fasciatus (Astyanax). 
 
2 MATERIALS AND METHODS 

Tilei., Rhino., and Angus. are sympatric species of Cypriniformes, and their mature individuals share 
similar sizes (Table 1). The major difference is that Tilei. and Rhino. have head horn structures, while Angus. 
does not. Therefore, the influence of the head horn structure could be implied by comparing the flow field 
characteristics surrounding the species with and without horn. As Tilei. and Rhino. share similar biological 
features: the approximately similar size, duckbilled head and head horn, loss of eyesight, we could just study 
one species of them for the study of head horn. Tilei. was selected as the objective and the characteristics 
and function of the head horn were studied. 

(a) (b)

(c) (d)
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The 3D digital models of Tilei. and Angus. were obtained, applying a 3D scanning technology ( Insight3 

scanner produced by the Italian Open Technologies Company) on the specimens sampled from Luoping in 
Yunnan Province in the southwest of China. The scanner supports the axis alignment, feature alignment (i.e., 
no point splicing) and point alignment, and is able to control the resolution being less than or equal to 0.05 
mm. The fish model can be ensured to bear a close resemblance to the real fish; in fact, we can even 
distinguish the fish texture. Figure 2 shows the scanning models of the specimens of Tilei. and Angus.. After 
repairing and sparsing the model mesh using the Geomagic Control, the digital models were loaded into 
ANSYS CFD module for simulation of the hydrodynamic characteristics and the force surrounding the fish 
models. The simulation was carried out under the condition that a constant flow passed along the immobile 
fish models. The differences in pressure distribution, resistance and lift force between the two fishes were 
therefore indicated to show the function mechanism of the head horn structure. 

 
Table 1. Sizes of 3D models of Angus. and Tilei. 

Species Length(cm) Width(mm) Height(mm) Area(cm2) Volume(cm3) 

Angus. 10.130 1.102 2.259 46.074 12.2103 
Tilei. 8.957 1.064 2.181 37.316 4.4162 

 

  
(a)                                                                                  (b) 

Figure 2. The 3D digital fish model built by 3D scanning: (a) Tilei., (b) Angus. 
 

ANSYS ICEM was applied to build calculation model. To avoid the influence of the fish tail to the flow 
field, the fish body was kept straight. Moreover, the fish head was kept facing towards the coming flow, and 
the flow velocity around the fish was simulated. The computational area was assigned to be ten times of the 
fish body size to ensure that the flow field was large enough and noisy information created by the interaction 
between the fish and water flow could be ignored. The mesh parameters were set in the ANSYS ICEM as 
follows:  

(1) Mesh type: Tetra / Mixed, 
(2).Mesh Method: Robust (Octree),  
(3).Smooth Iterations: 5, 
(4).Min quality: 0.4. 
The simulation was performed using FLUENT Laminar single - phase flow 3D model and SIMPLIC 

iterative algorithm. The physical parameters of water flow were assigned as follows: the gravitational 
acceleration g = 9.73 m/s2, the density of water, ρ = 991 kg/m3, the kinematic viscosity coefficient, μ = 1.144 × 
10-3 kg/(m·s), considering that the cavefish specimens were sampled from high elevation (1900 m a.s.l.) and 
the water temperature was measured as 18.5 degrees centigrade.  
 
3 RESULT AND DISCUSSION 
 
3.1 The pressure distribution  

All simulation scenarios showed that the pressure distribution could be divided into several parts for both 
Tilei. and Angus. (Figure 2). From the head to the widest part at the middle of the fish bodies, the pressure 
value decreased sharply, and from the widest part to the tail, the pressure value increased remarkably. The 
maximum pressure appeared at the region around the nose; while the minimum pressure appeared at the 
widest part. The pressure distribution pattern was similar to that reported for the Mexican cavefish (Windsor, 
2010). The specific characteristic of the pressure distribution of Tilei. is that a flow stagnation and high-
pressure zone was presented under its horn, causing the pressure gradient in the head lateral line region to 
be twice higher than Angus.. 

Figure 3 (a)-(f) show the pressure distributions along Tilei. at different flow velocities u=0.01, 0.05, 0.2, 
0.4, 0.6, 1.0, and 1.5 m/s. Figure 3 (A)-(F) show the pressure distributions along Angus. for the corresponding 
velocities. It was indicated that the pressure value varied at different velocities, while the pressure gradient 
direction did not change. Therefore, the head horn was supposed to be helpful for Tilei. to sense gradient 
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changes even it is very subtle.  Windsor (2010) confirmed that, using their lateral line sensory system 
cavefishes were able to get detailed information by gliding alongside them and sensing pressure gradient 
changes in the flow field around their bodies.  
 

   
 

     
 
 

  

   
 
Figure 3. Pressure distributions along Tilei. (a-f) and Angus. (A-F) revealed by Computational Fluid Dynamics 

(CFD) simulations for the condition of one constant flow passed along the still fish: (a, A) v=0.05 m/s, (b, B) 
v=0.10 m/s, (c, C) v=0.20 m/s, (d, D) v=0.40 m/s, (e, E) v=0.60 m/s, (f, F) v=1.00 m/s, (g, G) v=1.50 m/s. 

 
3.2 The drag force and lift force of cavefish 

As the fish was still in the flow, it was forced by the drag force, FD, which was parallel to the flow direction, 
and the lift force, FL, which was vertical to the flow direction. The drag force was composed of a friction 
resistance, Ff and a pressure resistance, Fp: 
 

ܨ ൌ ܨ                                                                           [1]ܨ
 

Where the frictional resistance, ܨ	was related to the viscosity of the water flow, and the pressure resistance, 
  can be expressed as the product of the kineticܨ  andܨ  was mainly dependent on the shape of fish. Bothܨ
energy (ρu ^ 2) / 2 of the unit volume water flow, the area of a certain fish surface and a resistance coefficient: 
 

ܨ ൌ                                                                   [2]ܣଶݑߩܥ0.5
 

ܨ ൌ                                                                   [3]ܣଶݑߩܥ0.5
 

where Cf and Cp were the resistance coefficient of friction resistance and pressure resistance, respectively. Af 
was the area of shear stress, Ap was the projection area of the fish in the perpendicular direction of the flow. 

 
 
 

(a) 

(A) 

(b) (c)

(B) (C)

(d) (e) (f)

(D) 
(E)

(F)
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Therefore, the drag force can be expressed as 

 
ܨ ൌ                                                                  [4]ܣଶݑߩܥ0.5

where CD was the resistance coefficient of drag force, and AD was the projection area of the fish in the 
perpendicular direction of the flow. Therefore, ܣ was equal to Ap, AD = Ap 

The lift force was expressed as 
 

ܨ ൌ                                                                   [5]ܣଶݑߩܥ0.5
  

where CL was the coefficient of lift force, and AL was the max projection area of the fish. 
Considering the difference of the fish size, the drag force and lift force were calculated per weight as 
 

ܨ ൌ  [6]                                                           ܩ/ܣଶݑߩܥ0.5
 

ܨ ൌ  [7]                                                            ܩ/ܣଶݑߩܥ0.5
 

where G was the weight of the fish. 
FDp and FLp were calculated for the inlet velocities u=0.01, 0.05, 0.2, 0.4, 0.6, 0.8, 1.0, and 1.5 m/s and 

are shown in Figures 4 and 5.  
 

 
Figure 4. Relations between unit weight drag force and flow velocity for Tilei. and Angus. 

 
The unit weight drag force was positively correlated to the flow velocity for both Tilei. and Angus..  The 

relationship between the drag force and the inlet flow velocity was indicated as 	ܨ ൌ ଵ.ହ, ܴଶݑ7.7038 ൌ
0.9978 for Tilei., and ܨ ൌ ଵ.ହଽଽହ, ܴଶݑ3.3894 ൌ 0.9977 for Angus.. Tilei. received significantly higher drag force 
than Angus. under the same flow condition. This phenomenon was more remarkable as the inlet flow velocity 
increased. It is suggested that Tilei. might be a slower swimmer compared with Angus.. Our field investigation 
also indicated that the habitat of Tilei. was restricted in the low flow velocity zone. 

 

 
Figure 5. Relations between unit weight lift force and flow velocity for Tilei. and Angus. 
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Lift force displayed the same variation pattern as the drag force: ܨ ൌ ଵ.଼ସ଼, ܴଶݑ0.918 ൌ 0.9982 for Tilei., 
and ܨ ൌ ଵ.ସ, ܴଶݑ0.1189 ൌ 0.9970 for Angus.. The lift force was mainly affected by the flow velocity and for 
the same flow condition, Tilei. received significantly higher lift force than Angus..  This finding explains the 
phenomenon that Tilei. prefers to swim at the water surface, where it consumed less energy for uplifting. 
3.3 Flow field characteristics around the head 

For the existence of the water viscosity and the collision between the fish and water flow, the water flow 
was unavoidable to encounter resistance from the fish. Therefore, the flow direction and velocity was forced to 
change. In general, the more intensive the interaction between the flow field and fish, the easier for the fish to 
sense the surroundings. In other words, the fish could easily sense the signal created by obstacle, food, and 
natural enemies in the flow if the interaction between the flow field and the fish was strong enough.  In order to 
quantify the intensity of the interaction, we calculated the projection speed in the x, y plane for the middle 
section which was 0.15 times of the body length from the fish mouth. The projection speed was expressed as 

 

ݒ ൌ ට൫ݒ௫ଶ   ௬ଶ൯                                                     [8]ݒ

 
where ݒ  was the projection speed,  ݒ௫ , ௬ݒ	  were the velocity in the direction of the X axis and Y axis, 
respectively. Figure 6 shows the projection speed, given the inlet velocity of 0.4 m/s. 
 

 
 

 
Figure 6. The projection speed distribution in the x, y plane for the middle section which was 0.15 times of the 
body length from the fish mouth: (a) and (A) show the projection speed variation, plotted in CFD-post; (b) and 

(B) show the effective zone that the fish interacted with the flow field, plotted in the Matlab software. 
 

It was indicated that the fish could only influence the flow field remarkably around the fish body within a 
range of about three times their body size. Such influence could be ignored if the distance from the fish body 
was farther than three times of their body size. Given the condition of inlet velocity as V୧୬=0.4 m/s, the highest 
projection speed of Tilei. was 0.25 m/s, which was much higher than the projection speed for Angus. (0.12 
m/s). The projection speed directions for these two fishes showed obvious difference. The projection speed 
direction for the Angus. was almost vertical to the fish surface and toward outside, while the direction for Tilei. 
showed more complicated distribution. Taking the head horn of Tilei. as the dividing line, the projection 
velocity above the head horn was toward to the upside, while the velocity below the head horn was toward to 
the downside. It means that the angel between Tilei. flow direction and water flow was always smaller than 90 
degrees. This phenomenon suggested that the interaction between Tilei. and water flow was stronger than the 
interaction between Angus. and water flow. Therefore, the head horn of Tilei. could improve its ability to sense 
signal from water flow. 
 
 
 

(A) (B)

(a) (b)
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 4 CONCLUSIONS 

Lateral line has been believed as the main sense organ for blind cavefishes. For Mexican blind cavefish, 
the lateral line system is more developed than troglophile and surface fish. However, for Chinese blind 
cavefish Tilei., which has a head horn on the head, the lateral line system is less developed than troglophile 
and trogloxene species. It seems that the evolution of sense organ of Tilei. is contrary to Darwin’s doctrine of 
evolution. This study has been designed to explain such contradiction.  The simulation results of the pressure 
distribution along the fish and force situation of Tilei. and Angus. indicated that given the same flow condition, 
Tilei. with the head horn encounter higher pressure gradient within the head lateral line region than Angus. 
without the head horn. The head horn structure, helped Tilei. to sense even very subtle changes in pressure. 
In addition, Tilei. received significantly higher drag force than Angus., which suggested that Tilei. might be a 
slower swimmer compared with Angus.. Moreover, Tilei. was also subjected to a significantly higher lift force 
than Angus.，which explained the laboratory observation that Tilei. preferred to swim at the water surface. 
The differences of drag force and lift force between Tilei. and Angus. was even more remarkable as the inlet 
flow velocity increased. These findings could explain why Tilei. and the other troglebites that have such head 
horn structures prefer habitats with low flow velocity underground environment. Nevertheless, the projection 
speed of Tilei. was found to be much higher than that of Angus., which indicated that Tilei. contacted with 
water flow more intensively than Angus., allowing the lateral line system of Tilei. to have more chances to 
sense signal from the water flow. In a word, this study suggests that the head horn may strengthen the sense 
efficiency of blind fishes. 
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ABSTRACT 
 
The development of hydropower and other infrastructure that disrupts river connectivity poses a serious threat 
to highly endemic and genetically distinct freshwater fish species in temperate parts of the Southern 
Hemisphere. Such locations have been neglected in previous reviews on fish passage. Fishways have long 
been constructed to mitigate the impacts of riverine barriers on fish, yet they have failed for all but the largest, 
strongest swimming taxa. This is a particular problem in the temperate south, where the majority of species 
are small-bodied with low swimming performance. Using the Eco Evidence method for rapid evidence 
synthesis, we undertook an assessment of evidence for effective fishway design focusing on species 
representative of the temperate south. Systematic literature searches resulted in 630 publications. Through a 
rigorous screening process, these were reduced to 46 publications containing 76 evidence items across 19 
hypotheses relating to design criteria for upstream and downstream passage. Each evidence item was 
weighted according to the robustness of its study design. These weightings contributed towards the support or 
rejection of each hypothesis using well-established thresholds. We found an overwhelming lack of evidence 
for effective fishway design in the temperate south. Particular deficiencies were found with regard to the 
design of effective facilities for downstream passage. The attraction and entrance of upstream migrating fish 
into fishways is also relatively under-researched. Given the urgent need for effective fishways in the 
temperate south, these results justify an approach to fishway design based on a combination of empirical data 
and expert knowledge. In the meantime, significant resources should be assigned to improve the evidence 
base through high quality research. The particular deficiencies identified here could guide that research 
agenda. 
 
Keywords: Fish passage; fishway design; hydropower; non-sport fish; southern hemisphere. 
 
 
1 INTRODUCTION 

Given that the majority of freshwater fish species must undertake some form of migration (e.g. for 
feeding, refuge, reproduction) in order to complete their life-cycle and maintain gene flow, loss of connectivity 
caused by hydropower dams poses a serious problem. A range of smaller structures such as low-head 
hydropower plants, culverts, weirs and tidegates can also represent barriers to migrating fish (Kemp and 
O’Hanley, 2010), and their cumulative impacts can be severe (Larinier, 2008; McKay et al., 2013). Facilities 
designed to maintain passable conditions for fish have been constructed for centuries but often fail for all but 
the strongest swimming taxa, such as salmonids (Katopodis and Williams, 2012). 

The negative environmental consequences of impoundments are such that many large economies in the 
Northern Hemisphere have begun to remove barriers for migration, including large dams in some cases (e.g. 
East et al., 2015). The Southern Hemisphere, however, presents a different problem because of intense 
pressure for rapid economic development and the relative lack of knowledge on the needs of native species 
(Roscoe & Hinch, 2010). Much attention has been drawn to the inadequate provision for passage of tropical 
fish, particularly in South America where hydropower development is especially rapid (Barletta et al., 2010; 
Zarfl et al., 2015). The conclusion consistently reached by commentators is that designs exported from the 
Northern Hemisphere are unsuitable for passing diverse neotropical communities (Quirós, 1989; Makrakis et 
al., 2011; Roscoe and Hinch, 2010; Duarte et al., 2012; Katopodis and Williams, 2012). The situation is just as 
serious in temperate regions of the Southern Hemisphere (the ‘temperate south’, including New Zealand and 
southern parts of Australia, Argentina, Australia and Chile), which have been neglected in important reviews 
by Quirós (1989), Pringle et al. (2000) and Barletta et al. (2010). 

With relatively weak swimming abilities, the so-called ‘non-sport’ species (adult body length <150 mm) 
that characterise freshwaters in the temperate south are particularly vulnerable to habitat fragmentation – 
many river structures may constitute ‘velocity barriers’ to migration (Link and Habit, 2015). The majority of 
species native to Chile and 74% of New Zealand’s species are threatened or at risk (Link and Habit, 2015; 
Goodman et al., 2014). Their ranges are also hotspots for hydropower development (Zarfl et al., 2015). Chile, 
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for example, is one of the world’s hydropower hotspots (Goodwin et al., 2006; Zarfl et al., 2015). The 
development of large hydropower schemes in Australia and New Zealand has now peaked but there is still 
considerable growth in small hydropower capacity (Bahadori et al., 2013). 

The overall ‘effectiveness’ of a fishway (Kemp and O’Hanley, 2010) is indicated by a suite of metrics 
describing the ability of individuals of target species to locate and enter the facility and pass the barrier without 
significant consequences in terms of fitness. Effectiveness for upstream passage is a composite of three 
‘efficiency’ metrics (Cooke and Hinch, 2013).  Attraction efficiency describes the proportion of fish motivated to 
pass the barrier that can locate the entrance to the fishway. Entrance efficiency is the proportion of fish 
attracted to the entrance that subsequently enter. Passage efficiency is defined as the number of fish exiting 
the fishway as a proportion of those entering. For downstream passage, guidance efficiency is the proportion 
of fish passing through the route intended by the design of screens and bypasses, rather than through 
hydropower turbines. Turbine entrainment may result in injury and mortality due to excessive shear, 
turbulence and pressure fluctuations, in addition to mechanical injuries such as blade strike (Pracheil et al., 
2016). Given the proliferation of hydropower dams and other barriers to fish migration in the temperate south, 
our aim was to assess the evidence for design criteria that would optimise the effectiveness of fishways for 
non-sport species. We evaluated a total of 19 hypotheses (Table 1, Table 2) using the Eco Evidence method 
and software for literature evidence synthesis (Norris et al., 2012; Webb et al., 2015). 

 
Table 1. Causal hypotheses evaluated within the Eco Evidence analysis. () indicates a hypothesised 
increase, () a decrease and (∆) a qualitative change. See Table 2 for detailed descriptions of causes. 

Hypothesis Cause Effect 
Upstream passage 

A1 Proportion of flow in fishway Attraction efficiency 
A2 Distance of entrance from barrier Attraction efficiency 
E1 Mean water velocity at entrance Entrance efficiency 
E2 Velocity gradient Entrance efficiency 
E4 Turbulence intensity at entrance Entrance efficiency 
E5 �Drop height Entrance efficiency 
P1 ∆Fishway type Passage efficiency 
P2 Mean water velocity in fishway Passage efficiency 
P3 Fishway length Passage efficiency 
P4a �Turbulence intensity in fishway Passage efficiency 
P4b ∆Baffle presence and configuration Passage efficiency 
P4c ∆Flow regime Passage efficiency 
P4d Climbing substrate Passage efficiency 

Downstream passage 
G1 ∆Screen design Guidance efficiency 
G2 ∆Bypass design Guidance efficiency 
T1 �Pressure fluctuation Mortality (barotrauma) 
T2 ∆Turbine design Mortality (blade strike) 
T3 �Turbine revolution speed Mortality (blade strike) 
T4 ∆Turbine type Mortality (shear, turbulence) 

 
2 METHODS 

For the review we used the Eco Evidence method, described in full by Norris et al. (2012). Eco Evidence 
maximises transparency and repeatability, and provides readily interpretable results (Webb et al., 2013). The 
method centres on the synthesis of evidence items, which are the summarized findings from a study. There 
are eight stages to an Eco Evidence review (Norris et al., 2012). These stages can be consolidated into four 
broad categories: (i) problem formulation and context, (ii) hypothesis generation, (iii) literature search and 
evidence extraction, and (iv) evidence assessment and reporting. We describe each of these stages below 
within a framework that follows the PRISMA (preferred reporting items for systematic reviews and meta-
analyses) statement (Liberati et al., 2009) as closely as possible for ecological studies (Nakagawa and Poulin, 
2012). 
 
2.1 Problem formulation and context 

Our overall research question was: is there sufficient evidence to inform effective fishway design for non-
sport species? Though our review focused on species native to the temperate south, the scarcity of  
empirical data relating specifically to these species necessitated a wider scope. We therefore considered  
evidence relating to any freshwater species with an adult body length of <250 mm TL, a broader category than 
previously proposed for non-sport fish (<150 mm TL; Link & Habit, 2015). Our rationale for this was that body 
length is a key determinant of swimming speed (Lauder, 2015) and mortality due to turbine entrainment 
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(Coutant & Whitney, 2000). Because eel and lamprey are components of the freshwater fish fauna in the 
temperate south, we also considered evidence relating to angulliform species of any body length. 

 
Table 2. Descriptions of causes used in hypotheses. 

Cause Description 
Proportion of flow in 
fishway 

The proportion of total streamflow discharged from the fishway, plus any auxiliary 
attraction flow 

Distance of entrance from 
barrier 

The physical distance of the fishway entrance from the barrier. Alternatively, the 
distance of the entrance from the maximum upstream limit of migration if this 
differs from the barrier location 

Mean water velocity at 
entrance 

The time-averaged water velocity at the entrance to the fishway 

Velocity gradient Linear flow acceleration or deceleration at the fishway entrance 
Turbulence intensity at 
entrance 

The magnitude of fluctuations in instantaneous velocities at the fishway entrance 

Drop height The vertical elevation of a physical drop between the downstream water surface 
elevation and the upstream bed level 

Fishway type The type of fishway (e.g. pool-and-weir, vertical slot, Denil, nature-like bypass, 
rock ramp) 

Mean water velocity in 
fishway 

The time-averaged water velocity in the fishway. Alternatively, as velocity is 
rarely reported, the longitudinal fishway slope or head difference as a surrogate 

Fishway length The total length of the fishway 
Turbulence intensity in 
fishway 

The magnitude of fluctuations in instantaneous velocities in the fishway 

Baffle presence and 
configuration 

The presence and/or size, shape, configuration of baffles in the fishway 

Flow regime The prevailing flow regime in the fishway (plunging or streaming) 
Climbing substrate The presence and type of roughness elements designed to aid climbing fish 
Screen design The type and design parameters of fish screening devices (e.g. physical, 

hydrodynamics, electrical, acoustic, light) 
Bypass design The type and design parameters of fish bypasses for downstream movement 

(e.g. surface or submerged bypass) 
Pressure fluctuation The ratio of maximum to minimum pressure or the rate of pressure change that a 

fish is exposed to when passing through turbines or other infrastructure 
Turbine design The design of turbines, including the number, configuration, shape and spacing 

of blades 
Turbine revolution speed The number of revolutions of the turbine per unit time 
Turbine type The type of turbine present (e.g. Francis, Kaplan, bulb, Pelton, crossflow, 

Archimedes) 
 
2.2 Hypothesis generation 

We focused on four effects consistent with the literature on fishway effectiveness metrics, namely 
attraction, entrance, passage and guidance efficiency (Kemp and O’Hanley, 2010), as well as fish mortality 
due to turbine entrainment (Table 1). Our initial set of causes was based on our understanding of fishway 
design criteria from the global literature (Larinier and Marmulla, 2004; Roscoe and Hinch, 2010; Bunt et al., 
2012; Brown et al., 2014; Pracheil et al., 2016). During the literature search, we refined our set of hypotheses. 
Hence the names of our final hypotheses are not entirely consecutive. 
 
2.3 Literature search and evidence extraction 

The literature search focused on two databases: ISI Web of Science and the University of Massachusetts 
Fish Passage Reference Database (EWRI-ACS, 2009). We used a series of systematic search strings to 
query these databased. In addition to the results of the systematic literature search, a number of other 
sources relevant to the review were included that were sourced through colleagues, our own knowledge of the 
literature, and from the reference lists of obtained publications. See Greenhalgh and Peacock (2005) for a 
justification of this approach. Results of the literature search were filtered by reviewing  
abstracts or scanning the full source. A total of 630 unique articles were filtered down to 72 articles through 
this initial screening process. The remaining articles were assessed in full by at least one assessor but could 
still be excluded at this stage. After this final screening we were left with 46 articles containing 76 individual 
evidence items across the 19 hypotheses (Figure 1). 
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Figure 1. Inclusion and exclusion of studies in the systematic review, as suggested by the PRISMA statement 
(Liberati et al., 2009). n = number of studies, e = number of evidence items, WoS = Web of Science, UMass = 

University of Massachusetts Fish Passage Reference Database. 
 
2.4 Evidence assessment 

An individual article could contain screened evidence across one or more hypotheses. Each evidence 
item was given a weight based on its inferential strength using standard Eco Evidence weightings (Norris et 
al., 2012). For each hypothesis we summed evidence weights supporting the hypothesis and weights refuting 
the hypothesis. We used the standard Eco Evidence thresholds for assigning a nominal outcome for each 
hypothesis (Figure 2). For hypotheses with sufficient but somewhat inconsistent evidence (weight >20 for 
support and >0 for refute) we decomposed results into sub-hypotheses focusing on three taxonomic groups: 
(i) angulliform fish, (ii) Galaxiidae (including Retropinnidae), and (iii) other taxa. These groups were used to 
reduce potential differences (e.g. rheotactic behaviour) in the response of the taxa considered. If articles 
reported evidence for multiple taxonomic groups within the same hypothesis, a separate item of evidence was 
considered for each group. 

 
3 RESULTS 

Across the 19 hypotheses tested, plus six sub-hypotheses split by taxonomic group or qualitative cause, 
the most common outcome was ‘insufficient evidence’ (n=16, including one instance of ‘no evidence’). Seven 
hypotheses were supported, one was rejected, and there was one instance of inconsistent evidence (Figure 
3). We did not find sufficient evidence to support either hypothesis relating to attraction efficiency (Figure 3). 
The majority of evidence items initially screened for hypothesis A1 were excluded, largely because they failed 
to quantify attraction efficiency. Of the four hypotheses relating to entrance efficiency, an outcome of 
insufficient evidence was returned for two (Figure 3). Hypothesis E5 was strongly supported. We were unable 
to find any evidence for hypothesis E2. 

We also returned a result of insufficient evidence for hypothesis P1. An outcome of inconsistent evidence 
was returned for hypothesis P2 but decomposition into taxonomic groups demonstrated sufficient evidence to 
support the hypothesis for anguilliform and galaxiid species, whilst the hypothesis was rejected by  
a small margin for other taxa. Evidence relating to hypothesis P2 constituted the largest proportion (27%) of 
items found across the whole review. Hypothesis P4b was supported across all taxa. However, a more 
detailed analysis showed that there was only sufficient evidence to support this hypothesis for galaxiids. We  
also found support for P4c but this related to only two species across three separate studies. Outcomes of 
insufficient evidence were returned for hypotheses P4a and P4d. 

We found sufficient evidence to support hypothesis G1 by a narrow margin (Figure 3). An outcome of 
insufficient evidence was returned for hypothesis G2 with only four evidence items all relating to a single 
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species, Anguilla anguilla. We found insufficient evidence to support any of the four hypotheses relating to 
mortality due to turbine entrainment (Figure 3), with just four studies contributing evidence. 
 

 
Figure 2. Eco Evidence outcome thresholds. Axis units are summed evidence points across evidence items 

supporting (x) and refuting (y) the hypothesis. 
 

 
Figure 3. Summary weight of evidence results for hypotheses with effects relating to attraction and entrance 
efficiency (a), passage efficiency (b), and guidance efficiency and turbine mortality (c). Grey areas delineate 

‘insufficient evidence’ outcome (see Figure 2). 
 
4 DISCUSSION 

Workers in the field of fish passage have consistently bemoaned the disproportionate focus of fishway 
research and design on large, relatively strong swimming species native to the Northern Hemisphere (Quirós, 
1989; Roscoe and Hinch, 2010; Makrakis et al., 2011; Duarte et al., 2012; Katopodis and Williams, 2012). 

Despite this, there have been no previous attempts to synthesise the evidence for fishway design criteria 
specifically relating to non-sport species. The large proportion of ‘insufficient evidence’ results returned here 
supports the contention that non-sport fish passage is an under-researched area. 
 
4.1 Evidence for downstream fishway design 

We found a particular deficiency in evidence relating to downstream passage, echoing several previous 
commentaries highlighting the disproportionate focus on upstream migration in the wider fish passage 
literature (Kemp and O’Hanley, 2010; Pompeu et al., 2012; Baumgartner et al., 2014). This disproportionate 
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effort risks the creation of ecological traps upstream of barriers (Pelicice and Agostinho, 2008; Agostinho et 
al., 2011) and eventually local extinction. 

Though we were able to support hypothesis G1, that a qualitative change in screen type would affect 
guidance efficiency, the four evidence items included evaluated the performance of three different screen 
types: Baker and Aldridge (2010) evaluated the effect of modification to a physical screen on three species 
native to New Zealand (in both anguilliform and Galaxiidae groups); Johnson and Miehls (2013) tested the 
response of Petromyzon marinus Petromyzontidae to two different electrical screens; and Piper et al. (2015) 
focused on hydrodynamic screening of migrant A. anguilla. The effectiveness of screens is related to many 
factors that are highly species- and site-specific (Katopodis, 2005), making the definition of general design 
criteria challenging. 

The only evidence for the effectiveness of bypass types (hypothesis G2) and mortality due to blade strike 
(T2, T3), shear and turbulence (T4) during turbine entrainment was limited to a single species, A. anguilla. 
Evidence for the effect of pressure fluctuations on mortality due to barotrauma came from just two studies 
investigating a total of four species; Entosphenus tridentatus Petromyzontidae and Lampetra richardonii 
Petromyzontidae in Colotelo et al. (2012) and Astyanax bimaculatus Characidae and Leporinus reinhardtii 
Anostomidae in Pompeu et al. (2009). However, it could be misleading to include lamprey (e.g. E. tridentatus, 
L. richardonii) together with other species as evidence for this hypothesis. This is because the lack of a swim 
bladder in lamprey appears to render them insusceptible to barotrauma (Colotelo et al., 2012). 
 
4.2 Evidence for upstream fishway design 

We found that factors affecting attraction and entrance efficiency have been poorly researched for all 
taxonomic groups representative of the temperate south. The exception to this was in the case of hypothesis 
E5, demonstrating that the occurrence of drops between the downstream water surface and the upstream bed 
level would constitute poor fishway design. The general lack of evidence for attraction efficiency hypotheses is 
of major concern as poor attraction is one of the primary reasons for fishway failure worldwide (Larinier and 
Marmulla, 2004). Bunt et al. (2012) describe attraction and entrance failure mechanisms as: poor entrance 
location; insufficient discharge relative to competing flow; and excessive turbulence and velocities. We did not 
find sufficient evidence to evaluate hypotheses for any of these causes.  

Causes relating to passage efficiency had comparatively more evidence. However, several design criteria 
relating to upstream passage are still not sufficiently researched to reach any general conclusions. For 
example, evidence for hypothesis P1, that a change in fishway type would affect passage efficiency, included 
studies on a range of fishway types (Foulds and Lucas, 2013; Matondo et al., 2015; Stuart et al., 2008; 
Noonan et al., 2012; Newbold et al., 2014). Mean velocity or fishway slope (hypothesis P2) was by far the 
most well researched design criterion, with a total of 20 individual evidence items. We found support for the 
hypothesis that the passage of anguilliform and galaxiid species is improved as mean velocity or longitudinal 
slope is decreased. For other species there was a greater weight of evidence for the opposite effect. We 
found that there was insufficient evidence to support hypothesis P3, that passage efficiency would increase 
with decreasing fishway length. Furthermore, the evidence contributing to this hypothesis came from two very 
different contexts: ramps up to 6 m long (Baker, 2014) and full-scale fishways (Noonan et al., 2012). 

Turbulence (P4a) and the installation of baffles (P4b) have often been included in the design criteria for 
fishways due to swimming energetics (Feurich et al., 2012; Bretón et al., 2013; Baki et al., 2014a; 2014b).  
However, we found insufficient evidence for the benefits of these design criteria. The exception to this was for 
the response of galaxiids to baffle design, which was among our most strongly supported hypotheses. Several 
studies support the installation of complex baffle arrangements and rough substrates to improve the passage 
of galaxiid and related species (e.g. Baker and Boubée, 2006; MacDonald and Davies, 2007; Mallen-Cooper 
et al., 2008). Turbulence is a complex phenomenon that can be described in a variety of ways, including 
intensity, periodicity, orientation and scale (Lacey et al., 2012). The elucidation of relationships between fish 
swimming performance and turbulence, especially in the context of fishway design, remains a major challenge 
(Wilkes et al., 2013). 

We were able to support hypothesis P4c, that a qualitative change in flow regime affects passage 
efficiency. However, the three studies that contributed to this evidence suggested opposite effects for two 
species, A. anguilla (Piper et al., 2012) and Squalius pyrenaicus (Branco et al., 2013a; 2013b). This conflicting  
evidence points to fundamental differences in the behaviour of eels and other species around barriers. A key  
characteristic of several species of the temperate south is their ability to climb vertical surfaces (e.g. Galaxias 
fasciatus, Gobiomorphus huttoni, Anguilla dieffenbachii). We therefore tested hypothesis P4d, that the 
presence and type of climbing substrate would affect passage efficiency. However, we found only one study 
evaluating this hypothesis (David & Hamer, 2012), which reported an increase in passage when mussel spat 
ropes were installed at a perched culvert entrance, and for only one of three climbing species native to New 
Zealand. 
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5 CONCLUSIONS 
There is currently very little evidence to support the design of effective fishways for non-sport fish native 

to the temperate south. More research is urgently required in areas relating to attraction, entrance and 
guidance efficiency and turbine entrainment, but with more robust experimental designs that allow findings to 
be transferred beyond the system being studied. The most urgent needs are for research into effective design 
of downstream passage facilities, otherwise there is a risk that resources used to construct effective upstream 
fishways are wasted when downstream migrants suffer high levels of mortality. There is currently a lack of 
empirical data to support fishway design in the temperate south, a geographic context that includes areas 
presently experiencing rapid hydropower development. This justifies the combination of available data, 
modelling outputs and expert judgement for informing fishway design decisions until sufficient empirical 
evidence can be collected.  
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ABSTRACT 
 
Morphological traits (plant height and average biomass), hydrodynamic performance (drag, drag coefficient 
(Cd) and E-value) and photosynthetic fluorescence characteristics (Fv/Fm and rapid light curves) of various 
initial densities of four canopy-former species (Hydrilla verticillata, Potamogeton malaianus, Myriophyllum 
spicatum and Potamogeton crispus) were studied under different flow velocities. The results demonstrated 
that the largest average plant height and biomass appeared in 0.05m/s and decreased significantly with 
increasing flow velocity when the velocity is more than 0.05m/s (P<0.05). The drag exerted on plants also 
increased with increasing velocity (P<0.05). The value of Cd and E-value of four submerged plants were 
significantly different (P<0.05), which presented P. crispus < M. spicatum < P. malaianus < H. verticillata. The 
Fv/Fm and RLCs in the 0.05m/s were higher than 0m/s and 0.1m/s-0.3m/s had a negative impact on Fv/Fm 
and RLCs. It was evident from this study that high flow velocity inhibited the normal growth of all four plants, 
while low velocity did not harm them. M. spicatum was found to possess high adaptability to cope with this 
mechanical stress, which was the preferred species for the aquatic plant recovery. Moreover, faced with high 
velocity, the negative effect of water movement on plants could be reduced by increasing initial planting 
densities. 
 
Keywords: Submerged macrophyte; flow velocity; morphological traits; hydrodynamic performance; photosynthetic 

fluorescence characteristics. 
 
 
1 INTRODUCTION  

Some of the important influences on morphology and physiology traits of aquatic rooted plants are wind 
(Wang et al., 2015), water movement (Geest et al., 2005) and mechanical stress stimulation (Blanchette, 
1997). Terrestrial herbaceous plants (Wang et al., 2015), trees (Ge et al., 2013; Zhu et al. 2012), algae (Hun, 
2013; Stewart, 2003) and aquatic moss (Biehle, 1998) have been studied extensively. However, there have 
been few studies with the morphological changes of submerged macrophyte in response to water movement. 
It was found that aquatic vegetation cannot successfully restored from many ecological restoration 
engineering practices in the field, which was related to hydrodynamic condition (wind, flow velocity, 
turbulence, change of water level (Geest et al., 2005) and others). Velocity was the most basic and intuitive 
parameter in the hydrodynamic condition (Champika et al., 2013). Velocity was a ubiquitous environmental 
factor for submerged macrophyte and had positive or negative influence for plant growth and survival. As a 
result, it is important for the choice of species in vegetation restoration projects and aquatic ecosystem 
management to know of the relationship between flow velocity and aquatic plants. Therefore, morphological 
traits (plant height and average biomass), hydrodynamic performance (drag, drag coefficient (Cd) and E-
value) and photosynthetic fluorescence characteristics (maximum quantum yield (Fv/Fm) and rapid light 
curves(RLCs)) of various initial densities of four canopy-former species under different flow velocities 
(0.05m/s, 0.1m/s, 0.2m/s, 0.3m/s) were studied. The aim of this paper is to determine: (i) Morphological 
change of four submersed plants in response to velocity, (ii) interactions between drag and velocities and 
reconfiguration capacities of these four plants exposed to flow movement, which provide evidence for choice 
of species in vegetation restoration projects. 
 
2 MATERIALS AND METHODS 
 
2.1  Plant material 

H. verticillate, P. malaianus, M. spicatum and P. crispus were all collected in Gaoyou Aquatic Plant 
Cultivation Base. The plant samples without damages, plant diseases or insect pests were selected and 
transferred to plastic air filled bags which were then transported to the laboratory. At the laboratory, these four 
submersed macrophytes were carefully washed in tap water to remove attached algae and sediments. These 
plants were cut and caulosomes of them were selected respectively as experimental materials.  
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2.2  Experimental design 

The experimental system construction: tiled the substrate sludge into the experimental small flower pot, of 
which the upper caliber is 16cm, lower caliber is 10cm, height is 12.5cm and bottom thickness is 10cm. After 
paving the substratum, the pot was placed into an annular flume of size 4.5m×1.4m×1.2m（Figure 1）and 
were poured slowly into tap water along the groove wall, the water depth should be 1m. After 7 days, four 
species of 3, 6, 9 and 15 plants were grown with cuttage, which were the same as 150/m2, 300/m2, 450/m2 
and 750/m2. The flow velocities were set to 3.8Hz, 6.5Hz, 12.3Hz and 16.2Hz by adjusting the motor 
frequency, and the corresponding flow velocities were 0.05m/s, 0.1m/s, 0.20m/s and 0.3m/s respectively.  

Experiments were carried out during the plant growth period. The tests were divided into two stages, H. 
verticillate, P. malaianus and M. spicatum tests were conducted from April 20, 2016 to August 20, 2016, and 
the average indoor temperature was controlled at 30±2 ; stage of P. crisps test was conducted from 
September 10, 2015 to January 10, 2016, and the temperature was controlled at 15±2 . 
 

                    

Figure 1. Diagram of annular flume 
 

2.3 Test indexes and methods 
 
2.3.1 Growth morphological characteristics measurement 

At the end of the experiment, (the experimental period of each flow velocity is one month), all plants were 
harvested and the following growth traits were determined: (1) plant height (cm), were measured individually 
with the aid of a ruler; (2) plant biomass (g).  
 
2.3.2 Hydrodynamic performance of plants 

The determination of the drag of plants at different flow velocities were accomplished by means of device 
improved by Sagnes (Sagnes et al., 2000) (Figure 2). The plants were tied to an L shaped right-angled bar. 
5cm long horizontal section of lower part of the right angled bar was placed parallel to the direction of water 
flow, near the bottom of the flume. The plant was fixed at the end of the horizontal part of the right angled bar. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Device of measurement of drag 
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Plant adaptive hydrodynamic capacity was analyzed by quantitative measures (drag coefficient and E-
value) of the relative change of the relationship between the force and the plant reconfiguration. Drag 
coefficient (Cd) refers to the relation of tension with respect to the velocity of flow and leaf area exposed to the 
flow; it is considered as a non-dimensional standard variable for the evaluation of capacities of different plant 
morphologies to withstand water flow. Cd (Vogel, 1984) is calculated by the following Eq.[1]. 

 
                                               Cd=2F/ρSU2                                                            [1] 

 
Where, F is the drag exerted on the plant (mN), ρ is the water density (kg/ m³), S is the leaf area (m2) and U is 
the flow velocity (m/s). 

E-value is a measurement of plant reconfiguration ability in increased flow velocity. It indicates that the 
drag varies with change in flow velocity, but is independent of the absolute value of drag. The lower the E-
value, the better the plant reconfiguration ability. E-value is the slope of log (F/U2) against log U. Therefore, 
Cd and U was fitted using Eq. [2] and E-value is equal to exponent b in Eq.[2]. 

 
                                               Cd=aUb                                                                    [2] 

 
2.3.3   Photosynthetic fluorescence characteristics  

Since the beginning of the experiment, Chlorophyll parameter was determined on the 20th day using 
DIVING-PAM (German WAIZ) at normal position. (1) Fv/Fm: the determination was conducted from 6.30 to 
7.30, and after dark adaptation for the leaves lasting 10 min, opened and modulated measuring light (0.15 
μmol·m-2·s-1), and acquired initial fluorescence yield F0, then the saturation pulsed was started (1 000μmol·m-

2· s-1) and acquired Fm, repeating 3 times for every group.  

With reference to Fm and F0, Fv /Fm of PSⅡcould be calculated: Fv /Fm = (Fm－F0)/Fm. (2) Rapid light 
curves: determination was conducted from 10.30 to 11.30 in the morning, and the actinic light intensity 
gradient were 0,39,102,192,325,485,664,979,1 324μmol·m-2· s-1, and every actinic light of each tensity should 

shine for 10s, with interval 20s between every other group. With reference to (Fm－Fo)/Fm’ of PSⅡand 

photosynthetically active radiation, ETR was calculated: ETR = (Fm－Fo) /Fm’× PAR×0.84×0.5; At last, RLCs 
of ETR mean value was drawn.The fitting method of rapid RLRCs adopts least square method, and that of 
RLCs adopts the equation proposed by Platt (Platt et al., 1980), Ralph (Ralph et al., 2005), shown as follows:  
 

                 m
rETR

PARβ-

e)m
rETR

PARα-

e(1
m

rETRrETR







                                     [3] 

 
Where, rETRm is the maximum potential relative electron transfer rate when there is no light suppression; 

α is the initial slope of rETR-PAR curve, reflecting plant utilization of light energy; β is the light inhibition 
parameter. 
 
3 RESULTS AND ANALYSES           

 
3.1   Morphology  

As observed from Figure 3, low velocity (0.05 m/s) had a positive effect on the average plant height of 
four kinds of submerged plants. However, when flow velocity is more than 0.05m/s, plant height decreased 
significantly with increasing flow velocity (P<0.05). Compared with 0m/s, height of H.verticillata, P. malaianus, 
M. spicatum and P. crispus under 0.3m/s decreased by 79.9%, 75.93%, 43.07% and 61.69% respectively. 

 The influence of initial density is not significant on the average plant height of H. verticillata and P. crispus 
(P=0.137). However, plant height of P. malaianus and M. spicatum was sensitive to initial density. Influence 
degree of flow velocity on four submerged plants: H.verticillata > P. malaianus > P. crispus > M. spicatum. 

The effect of flow on biomass of four kinds of submerged macrophytes was similar to the impact of flow 
on plant height. When the velocity is over 0.05m/s, compared to static state, the biomass of single plant of H. 
verticillata, P. malaianus and P. crispus were significantly restrained(P<0.05) (Figure 4).  

However, a density of 15plants/pot of M. spicatum did not have a significant difference in terms of 
biomass of single plant at 0.1m/s compared with that at 0m/s(P=0.083). With the increase of flow velocity, 
reduction degree of four submerged plants showed a tendency of H.verticillata > P. malaianus > P. crispus > 
M. spicatum. The influence of initial density on biomass of single plant of H. verticillata and P. crispus and that 
on plant height were similar, both increasing with increase in density. 

 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2852 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
  

 

 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 3. The plant height of different initial densities submerged macrophytes under different flow velocities 
 

 

 

 
Figure 4. The biomass of different initial densities submerged macrophytes under different flow velocities 

 
3.2 Hydrodynamic performance 

For the four submerged plants, drags exerted on a single plant were significantly different under different 
flow velocities (P<0.05), showing a trend: P. crispus > M. spicatum > P.malaianus > H. verticillata (Figure 5). 
The drags exerted on the four plants increased exponentially with speed increase; the drags were fitted and 
showed that it basically accorded with the F=aUb, and the range of fitting correlation coefficient R2 was from 
0.935 to 0.996 (Table 3). From Table 3, it could also be observed that drags reduced with increase of initial 
planting density, while under low flow velocity (0.05m/s 和 0.1m/s), the initial density had no significant effect 
on the drags exerted on plant (P=0.086); with increasing flow velocity, plants of different densities differ 
greatly in drags exerted (P<0.05) .  
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Figure 5. The Drag of different initial densities submerged macrophytes under different flow velocities 
 

The equation Cd=2F/ρ*υ2*S is used to calculate Cd of plants under different flow velocities and initial 
planting densities (Figure 6). As can be seen from Table 1, Cd of four submerged plants had significant 
difference, showing a trend: H. verticillata > P. malaianus > M. spicatum > P. crispus. It also presented that Cd 
reduced with increasing flow velocity. Compared to that at velocity of 0.05m/s, plant Cd decreases 20.42%, 
28.56%,48.40% and 60.17% respectively at 0.3m/s. Initial planting density has significant influence on Cd, 
and Cd under various densities showed a trend: 3 plants/pot > 6 plants/pot > 9 plants/pot > 15 plants/pot. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The Cd of different initial densities submerged macrophytes under different flow velocities 
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Table 1. The E-value of different initial densities submerged macrophytes 

Species 
Initial planting density 

(plants/pot) 
E-values 

Correlation coefficient  
R2 

H. verticillata 

3 -0.0705 0.960 
6 -0.0847 0.597 
9 -0.0965c 0.705 

15 -0.1025c 0.833 

P.malaianus 

3 -0.0983 0.986 
6 -0.1620 0.977 
9 -0.2172 0.932 

15 -0.2198 0.990 

M. spicatum 

3 -0.1056 0.891 
6 -0.1824 0.952 
9 -0.2123 0.905 

15 -0.2839 0.967 

P. crispus 

3 -0.1903 0.996 
6 -0.2859 0.969 
9 -0.3363 0.940 

15 -0.4512 0.831 
 
E-value was acquired by fitting the formula Cd=aUb (Table 2). The four submerged plants had significant 

differences on E-value (P<0.05), presenting P. crispus < M. spicatum < P. malaianus < H. verticillata, which 
indicated that the reconfiguration ability of P. crispus in the face of water movement was better than the 
others, and H. verticillata had a relatively bad reconfiguration ability. E-Value of the four plants gradually 
reduced as initial density increases (P=0.062).  

 
3.3 Photosynthetic fluorescence characteristics 

As shown from Figure 7, water velocity had significant influence on Fv/Fm (P<0.05), while initial density 
did not have evident influence (P=0.233). Fv/Fm of H.verticillata, P. malaianus and P.crispus at 0.05m/s were 
higher than that of static state, and Fv/Fm reduced significantly as flow velocity increases, when the velocity is 
over 0.05m/s. Fv/Fm of M. spicatum at 0.1m/s is still higher than that of control group (0m/s), which is not 
restrained significantly. 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. The Fv/Fm of different initial densities submerged macrophytes under different flow velocities 
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Table 2. Parameter values of RLCS of submerged macrophytes 

Species 
Flow 

velocity 

Maximum relative 
transfer rate 

(rETRm/μmol m-2 s-1 ） 
α 

Half saturated light 
intensity 

(Ek/μmol m-2 s-1) 

H. verticillata 

0 28.325 ± 1.663 0.203±0.004 88.967 ± 3.220a 
0.05 32.822± 1.587 0.228±0.017 93.212 ± 5.668a 
0.1 20.525± 1.117 0.142±0.025 78.455 ± 3.074b 
0.2 16.008± 0.587 0.098±0.008 64.233 ± 3.424c 
0.3 10.726± 1.027 0.066±0.008 50.414 ± 1.706 

P. malaianus 

0 18.020± 2.002 0.289±0.010 80.383 ± 2.120 
0.05 13.332± 1.288 0.256±0.022 72.323 ± 2.244 
0.1 11.820± 1.353 0.200±0.020 65.618 ± 1.736 
0.2 9.216± 1.235 0.126±0.005 53.921 ± 1.446 
0.3 6.663± 0.283 0.076±0.005 40.290 ± 1.209 

M. spicatum 

0 28.828± 1.287 0.302±0.016 98.288 ± 2.238 
0.05 35.420± 2.882 0.389±0.028 105.525 ± 3.020 
0.1 30.002±3.008 0.307±0.020 100.202 ± 2.524 
0.2 20.516± 2.227 0.255±0.012 85.626 ± 2.002 
0.3 13.452± 1.322 0.128±0.009 70.233 ± 1.005 

P. crispus 

0 21.033± 1.747 0.261±0.030 86.233 ± 2.006 
0.05 24.820± 2.200 0.338±0.026 90.181 ± 1.946 
0.1 15.220± 1.352 0.225±0.020 70.244 ± 2.606 
0.2 10.750± 1.087 0.138±0.015 60.118 ± 1.826 
0.3 6.583± 0.887 0.082±0.012 48.292 ± 1.002 

 
RLCS of submerged plants took on significant change under four different flow velocities (Figure 8). A 

series of parameters reflecting the photosynthetic capacity were acquired by curve fitting (Table 2). Except P. 
malaianus, the maximum rETRm, α and Ek of other three types of plants appeared at 0.05m/s and rETRm, α 
and Ek decreased significantly with increasing velocity (0.1-0.3m/s) (P<0.05). However, the rETRm、α and Ek 
of P. malaianus all reduced significantly as flow velocity increases. (P<0.05). 

 

 

 
Figure 8. The RLCs of submerged macrophytes under different flow velocities 

 
4    DISCUSSION 

Aquatic plant growth depends on a series of environmental factors and biological factors, including the 
hydrological factor (Riis et al., 2003), the use of light, radiation (Wang et al., 2015), substrate (Li et al., 2015) 
and periphyton (Reid et al., 2007), etc. For shallow rivers and lakes, among these factors, hydrological factor 
has long been considered as an important factor influencing aquatic plant survival and species diversity (Riis 
et al., 2008; Biggs et al., 1996). Madsen (Madsen et al., 2001) pointed out that normally the richness and 
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diversity of plants are stimulated to grow under low and medium flow velocities, while high velocity restrains 
plant growth. Biggs (Biggs et al., 2005) carried out a further discussion on this relationship in 2005, reckoning 
that shear stress is related to long period water movement with high intensity, and mass transport process is 
influenced by water movement with low intensity and high frequency. In the research, 0.05m/s favored the 
growth of these four species since low velocity made the boundary layer thickness of them on the surface 
thinning, which increases CO2 and nutrient flux (Stewart et al., 2003); However, stretch and drag exerted on 
plants produced by shear stress generated by high velocity may lead to breakage of leaf, stem and reduction 
of plant height and biomass (Schutten et al., 2005; Koch, 2001). The value of Cd and E-value differed 
significantly among these four submerged macrophytes (P<0.05), which presented P. crispus < M. spicatum < 
P. malaianus < H. verticillata. It indicated that reconfiguration of P. crispus was better than the other three 
species in the face of water movement, while plasticity of H. verticillata was relatively poor, which may be 
related to the lignin content. The degree of lignification of stems of H. verticillata and P. malaianus were 
relatively high, which made them vulnerable (Jonas et al., 2010). 

The Fv/Fm and RLCs in the 0.05m/s were higher than 0m/s because 0.05m/s was advantageous to 
photosynthesis by thinning boundary layer thickness on the surface and increasing the CO2 and nutrient flux 
to the photosynthetic organ (Riis et al., 2008). However, 0.1m/s-0.3m/s had a negative impact on Fv/Fm and 
RLCs as a result of reduction of transparency of water caused by sediment suspension induced by high flow 
rate (Wang et al., 2016; Li et al., 2015; Madsen et al., 2001). Studies have shown that the synthesis of 
photosynthetic pigments of P. malaianus leaves is greatly influenced by light intensity, and the plant is not 
suitable to live in water with low transparency. There were also researches which reported that under 
environments of 100% natural light with attached algae, the physiological activity of M. spicatum is restrained, 
while water environments with 10% natural light and without attached algae are contribution to physiological 
metabolism (Song et al., 2015). This explains why the lowering speed of P. malaianus plant height and 
biomass with increase in flow velocityis higher than that of M. spicatum. 

 
5 CONCLUSION 

It was evident that high flow velocity inhibited the normal growth of all four plants, while lower velocity did 
not harm them and was in favor of growth. M. spicatum were found to possess high adaptability to cope with 
this mechanical stress, which was the preferred species for the aquatic plant recovery. Moreover, faced with 
high velocity, the negative effect of water movement on plants could be reduced by increasing initial planting 
densities. 
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ABSTRACT 
 
The Three Gorges Reservoir is a key project in the middle reach of Yangtze River, impoundment of the 
reservoir has changed hydrological regime in downstream area, and also affected the natural reproduction of 
four major Chinese carps, leading to a deep recession in population. In this paper, a research about 
hydrodynamic spawning cues for four major Chinese carps was undertaken as follows: firstly, the amount of 
eggs of four major Chinese carps in the Yanzhiba spawning ground of the Yangtze River have been monitored 
daily during spawning seasons from 2012 to 2014. Then, flow conditions of the spawning ground at the 
monitoring periods were simulated through a two-dimension hydrodynamic model, which has been validated 
by measured hydrological data. Finally, relationships between the quantity of eggs of four major Chinese 
carps and flow conditions were compared. The results showed that both velocity and rise rate of velocity acted 
as crucial hydrodynamic factors, which obviously affected the spawning success by four major Chinese carps. 
Furthermore, the suitable velocity for stimulating spawning behavior was between 1.31 to 1.48 m/s, too small 
or too large velocity was not benefit for spawning success, the same suitable velocity rise rate for spawning 
appeared to range from 0.013 to 0.023 (m/s)/d. This paper could not only offer important basis to spawning 
ground restoration work of four major Chinese carps but also provide reasonable guidance for the eco-
regulation of Three Gorges Reservoir. 

 
Keywords: Four major Chinese carps; spawning behavior; fish egg quantity; flow velocity; velocity rise rate. 
 

 
1 INTRODUCTION 

Reservoirs and dams could adjust the water resource configuration and relieve the tension between 
supply and demand of the water resource in some degree, which not only play an important role in the 
management of flood control but also provide guarantee for social sustainable development (Li et al., 2015; Li 
et al., 2012; Yi et al., 2010a). However, large reservoirs will inevitably cut off the natural connect between the 
rivers, blocking the migration of the nutrient and changing the water temperature that aquatic organism live on. 
Meanwhile, since the reservoirs should satisfy the demand of flood control, electricity generation and water 
supply, seasonal changing discharge was replaced by uniform release, which has resulted in a destruction for 
the fish spawning habitat and generated a bad effect on their natural reproduction (Wang and Xia, 2009; Yi et 
al., 2010b). 

Fish spawning habitat is always characterized by unique hydrodynamic condition (Yao and Rutschmann, 
2015). The study on the hydrodynamic characteristics of fish spawning habitats started at 1980s. (Sempeski 
and Gaudin, 1995) reported that mean velocities observed on grayling spawning sites did not differ apparently 
between rivers or years. Moreover, spawners before spawning activities were found in a resting pool 
characterized by slow-flowing water (mainly<20 cm s-1), it could be considered that current velocity was a 
significant factor to describe grayling spawning ground. (Moir et al., 1998) have shown that hydraulic variables 
including (depth, velocity and Froude number) appeared as a significant influence on spawning habitat for 
Atlantic salmon; (Crowder and Diplas, 2002) used two-dimensional hydraulic model to reproduce flow patterns 
based on detailed channel geometry and suggested that vorticity and circulation could be used as means to 
evaluate the spatial flows occurring within different regions of stream habitat; (Yang et al., 2008) analyzed the 
flow field characteristics in Chinese sturgeons’ spawning ground by calculating the density of vorticity, kinetic 
energy gradient and its growth rate, the results showed that density of vorticity was the most sensitive variable 
to describe egg density of Chinese sturgeons in unit suitable area. Most studies on characteristics of 
spawning habitat only developed from some descriptions of hydraulic factors. However, the corresponding 
relationship between fish spawning behaviors and related hydrodynamic factors was seldom involved. The 
way to which how to find the hydraulic cues for fish spawning has become a problem that needs to be solved 
for the restoration and protection of fish spawning habitat. 

Grass carp (Ctenop haryngodon idellus), black carp (Mylopharyngodon piceus), silver carp 
(Hypophthalmichthys molitrix) and bighead carp (Aristichthys nobilis) are known as four major Chinese carps 
(Chinese carps for short). The Yangtze River is a natural resources reservoir for Chinese carps, where fish fry 
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production takes 70% of national total output. At present, Three Gorges Dam across the Yangtze River has cut 
off the breeding migration course of Chinese carps, leading to a sharp decrease of spawning habitats and fish 
resources (Li et al., 2006). To restore the natural spawning habitats of Chinese carps and recover the 
population quantity, a large number of scholars have studied on hydrodynamic factors characterized by 
Chinese carps spawning site (Liu et al.,2004; Liu et al., 1997; Yi et al., 2010a). However, research on 
hydrodynamic cues for initiating the spawning behavior has not been undertaken and quantization of flow 
pattern required by spawning requirement is not clear, which could not provide reasonable reference for eco-
operation. 

This study analyzed the impact of two sensitive factors (mean velocity and velocity rise rate) on the 
natural reproduction for Chinese carps, and then established appropriate scope of velocity and velocity rise 
rate satisfying the spawning requirement of Chinese carps. 

 
2 STUDY SITE DESCRIPTION 

The Yangtze River is the biggest river in China, originating from Tanggula Mountains in Tibetan Plateau, 
running through 11 provinces and cities including Qinghai Province, Tibet, Sichuan Province, Yunnan Province 
and others, and finally falling into the East China Sea at Shanghai (See Fig. 1). 

Yanzhiba spawning ground (Fig. 1) is located at the upstream of Yidu city with a length of 10km, which 
has representative landform and hydrodynamic characteristic here. The width of water surface does not 
change sharply with the stream. At dry season, the width is about 800-100m and 820-1300m at wet season. 
The composition of riverbed is mainly made up of sand. The stream gradient is small, water fronts at both 
sides basically are smooth, and many cross sections are “U” shapes. Longitudinally, deep pools and shallow 
areas appear alternately and flow velocity here is fast which can provide necessary flow stimulation for the 
spawning of Chinese carps. 

 

 
Figure 1. The location of Yangtze River and the Yanzhiba spawning ground. 
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3 METHODS 
 

3.1 Field monitoring 
From the year of 2012-2014, the amount of eggs of Chinese carps in Yanzhiba spawning ground was 

daily monitored and the natural reproduction data of Chinese carps was acquired. Field monitoring was 
usually conducted from mid May to early July, since this period is just the time for natural reproduction. 
Chinese carps’ eggs belongs to pelagic egg which is a little heavier than water, the fertilization eggs will 
suspend on the water surface after a period of water absorption. Field monitoring was carried out in Yidu 
section, 15km to the downstream of spawning ground. At the sampling section, 5 sampling sites were 
arranged equidistantly from left bank to right bank. During the monitoring periods, eggs were collected twice a 
day and each sampling collection continued for 1 hour, one was between 8:00 am and 9:00 am, the other was 
between 16:00 pm to 17:00 pm. A conical net and a collection box were used to gather the eggs. Meanwhile, 
flow velocity was recorded by current meter fixed on net opening. Sampling eggs were firstly sorted out 
primarily at field monitoring section, then we took Chinese carps’ eggs back for further cultivation and 
identification, and calculated the drifting density (D) of Chinese carps’ eggs that is the average of the total 
amount of eggs’ densities in every sampling sites. The calculation formula is as below: 
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where, D represents eggs density in the monitoring section, ind/1000m3; id is the eggs‘ density in the sampling 

site ( i ), ind/1000m3; n is the amount of sampling sites. 
 

3.2 Mathematical model 
This study mainly focused on the hydraulic cues for the spawning behavior of Chinese carps. Therefore, 

we established a two-dimensional hydrodynamic model and performed a simulation of the flow condition for 
spawning site so as to obtain the temporal and spatial variation of the hydrodynamic factors during the 
spawning dates. The governing equation of the simulation is as follows:  
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where, aQ is the term accounting for local water sink or source, m/s; h is the depth of water, m; u and v  

account for the velocity on directions of x  and y , m/s;   is the horizontal viscosity coefficient, m2/s; f  is 

Coriolis force coefficient; ,x y 
 
account for the shearing strength at bottom, N/m. 

We verified the accuracy of the model by using measured data from the Yanzhiba and Huyatan 
Hydrologic Station (See Fig. 1). The comparison between measured and computed values of daily mean 
water level in May, 2014 is shown as Fig.2. The result indicated that the measured and computed values were 
highly consistent, which could show that the hydrodynamic model was a rational design, and the parameter 
was accurate. 

 
4 RESULT AND DISCUSSION 

 
4.1 The relationship between average velocity and fish eggs density 

Fig.3 shows that the reproductive activities of Chinese carps mainly focused on the velocity between 0.99 
to 1.83m/s, and no fish eggs appeared outside this scope. In nature, Chinese carps always prefer to spawn in 
a high flow condition. By targeting spawning efforts to times with high velocity, they will be able to maximize 
the chances that make the offspring to survive under a favorable environmental condition. Furthermore, the 
eggs are more likely to remain suspended in a high flow condition, thus reducing the potential mortality from 
settling and providing more opportunity for embryo development. Therefore, a high velocity may be more likely 
to favor the spawning strategy of Chinese carps. However, over-high velocity magnitude will result in higher 
turbulent intensity, which is not good for sperm-egg interaction and limit the success of fertilization. In 
summary, neither too slow nor too high velocity condition would be able to fit the spawning requirement of 
Chinese carps. 
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Figure 2. Comparison for measured value and computed value for water level in May, 2014. 
 

The variation trend of fish eggs density in Fig.3 shows that when the average velocity value was between 
1.31 to 1.48 m/s, the fish eggs per unit area would reach to a relatively higher level, indicating that the 
appropriate velocity scope for the spawning behavior was 1.31-1.48m/s, in accordance with previous studies. 
Moreover, it could be seen that the spawning peak occurred at the time when velocity reached 1.4m/s, which 
might be the most suitable magnitude for initiating spawning behaviors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The relationship between egg density and the average velocity. 
 

4.2 The relationship between egg density and velocity rise rate 
An increasing discharge is often thought as another driving factor for Chinese spawning activities. On the 

one hand, a rising rate in velocity may aid the fish in locating their migration route and spawning ground. On 
the other hand, spawning activities always occurred after a rising flow pattern, for which accelerated gonad 
mature of adult fish and brought them into spawning condition. The relationship between egg density and 
velocity rise rate is as shown in Fig.4, which significantly shows that eggs density firstly raised and then 
dropped with the increasing of velocity rise rate, mass spawning events occurred when diurnal velocity rise 
rate was between 0 to 0.23 (m/s)/d, which could be considered as a suitable range for Chinese carps 
spawning. The most appropriate velocity rise rate for spawning activities might be ranging from 0.013 to 0.023

（m/s）/d, during which the spawning peaks occurred. In addition, velocity rise rate is not always the bigger 
the better, overlarge rising rate of the velocity was more likely to create higher turbulent flow pattern which 
would limit the mating ability for Chinese carps.  

 
 
 
 
 
 

(b) Measured value and computed value 
for mean water level in Yanzhiba 
Station. 

(a) Measured value and computed value 
for mean water level in Huyatan 
Station.
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Figure 4. The relationship between egg density and velocity rise rate 
 

5 CONCLUSION 
From this paper, it could be concluded that the velocity and velocity rise rate in spawning ground have 

great impact on the natural reproduction of Chinese carp. The suitable velocity to initiate spawning behavior 

ranged from 1.31 to 1.48 m/s, and the same suitable velocity rise rate range was 0.013 to 0.023（m/s）/d. 
The study in this paper may provide reasonable reference for eco-regulation of the Three Gorges Reservoir. 
Additionally, it can also be used to other rivers where Chinese carps spawning habitat need to be improved.  
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ABSTRACT  
 
Dam discharge is the main source for total dissolved gas (TDG) supersaturation, which may cause fishes to 
suffer from gas bubble disease, especially when the dissipation process of supersaturated TDG is slow. 
Hydraulic characteristics are important factors in the dissipation process of supersaturated TDG, the 
quantitative relationship between the dissipation process and hydraulic characteristic has not been previously 
clarified. This paper aimed to study the impacts of hydraulic characteristic on supersaturated TDG dissipation 
process in different conditions by using annular flume. Through a series of experiments, an equation 
describing the relationship between Reynolds number and dissipation coefficient was established in this study. 
The results showed that the supersaturated TDG dissipation coefficient increased with the Reynolds number 
and the flow velocity under the same water depth. When the TDG saturation was higher than 112%, the 
dissipation rate increased with the flow velocity. The dissipation of supersaturated TDG was dominated by the 
release of gas molecules which filled in the water molecule gaps in this period. When the TDG saturation was 
decreased down to 112%～110% or even lower, the dissipation rate appeared stable, in this situation, the 
dissipation of supersaturated TDG was dominated by the release of compounds which are formed by gas 
molecules and water molecule. 
 
Keywords: Total dissolved gas; supersaturation; dissipation coefficient; hydraulic characteristic. 
 
 
1 INTRODUCTION  

Total dissolved gas (TDG) supersaturation is an issue associated with dams and has been a water 
quality issue since the late 1960s. Spillway discharges from hydropower dams, thermal discharge from power 
plants and photosynthesis have been identified as main sources of supersaturated TDG in the rivers (Tan et 
al., 2006), which frequently causes a supersaturation level above 140% (Feng et al., 2010). The 
supersaturated TDG is then dissipated and released to the atmosphere while transported with flow to 
downstream rivers, but the dissipation process is relatively slow that it may last for tens or hundreds of 
kilometers. Field observations have been conducted previously to study on TDG dissipation process in the 
downstream of spillways, and have indicated that, the dissipation rate of TDG saturation is 5% per 100km 
decreasing along the mid-Yangtze River downstream of the Three Gorges Dam (Feng et al., 2010), and TDG 
saturation degree in 10kms downstream of Tongjiezi Hydropower Station is still remained as 130% (Qu et al., 
2011a). Such high TDG saturation degree may cause gas bubble disease in fish and roe (Tan et al., 2006; 
Johnson et al., 2007), even may threaten fish survival and reproduction. 

Dissipation process is affected by many factors. IIHR have already developed series of numerical models 
to predict the distribution of TDG in downstream rivers (Huang, 2002; Politano et al., 2004; Weber et al., 2004). 
One dimensional longitudinal dissipation model of TDG has been developed by US Army Corps of Engineers 
(USACE, 2005). Politano used two-phase flow models to simulate TDG dissipation process (Politano et al., 
2009). Sichuan University has conducted several field observations, by using the methods of experiments, 
numerical simulation and theoretical analysis, the dissipation rules of TDG in both Three Gorges Dam and 
Ertan Hydropower Station were studied, results showed that water depth, temperature, wind speed, 
turbulence intensity and others, were all the factors that influenced dissipation process of supersaturated TDG 
(Feng et al., 2010; Qu et al., 2011a; 2011b; Feng et al., 2012; Feng et al., 2014; Li et al., 2015; Huang et al., 
2016). The dissipation coefficient decreased with the water depth, increased with water temperature and wind 
speed. Hydraulic characteristics are important factors that influence TDG dissipation, but a more practical 
equation for describing the quantitative relationship between hydraulic characteristics with dissipation 
coefficient is still missing. In this study, an annular flume model is constructed to simulate ideal watercourse, a 
serial of tests was carried out to study the quantitative relationship between hydraulic characteristic with 
dissipation coefficient. 
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2 MODEL DESIGN AND TESTING PROGRAM 
 
2.1  Test Device and Measure System 

The experimental device was composed of an annular flume, nylon propeller, transmission shaft, motor 
and others. The annular flume was made of organic glass, straight line flume was 1.68m long, curved flume’s 
inner radius was 0.3m and its outer radius was 0.6m. The diagram of experimental device is shown in Figure 1. 

The TDG supersaturation generating device was composed of a pressure pot, an air compressor, an air 
inlet pipe, a water inlet pipe, a water outlet pipe and rotor flowmeters, as shown in Figure 2. The volume of 
pressure pot was 40L, the maximum pressure was 0.15MPa, the pressure of air compressor was 0.2MPa, gas 
inlet flow rate was 4 L/min, water inlet and outlet flow rate were 5 L/min. 

The TDG pressure in water was measured by using a Hydrolab MS5 Water Quality Multiprobes which is 
made by the Hach Company, the device was arranged in measuring point A. The probe’s measurement range 
was between 400mmHg～1300 mmHg, the measuring accuracy was about ± 0.1%, and the resolution was 
about 1.0mmHg. The flow velocity was measured by using a rotational flow velocity instrument, with a 
measuring accuracy of 0.1cm/s. After measuring the velocity of points A, B, C and D, the flow mean velocity 
was derived by calculating the average value. 

At the beginning of the experiment, supersaturated water was generated from the TDG supersaturation 
generating device and then was drained into the annular flume up to the target water depth. Motor and 
propeller were operated to push the water flowing. TDG pressure and mean flow velocity were measured. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Sketch of the Experimental Device. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Sketch of the TDG Generation Component. 
 

2.2  Experiment Condition 
The dissipation rates of supersaturated TDG under different conditions of flow velocities and water 

depths (H) were mainly measured. Flow velocity was controlled by motor speed (n). Experiment conditions 
and their mean flow velocity (v) are shown in Table 1. 
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Table 1. Experiment Conditions. 

Case NO. 
Motor Speed 

n (r/min) 
Water Depth 

H (m) 
Flow Velocity 

v (m/s) 
25a 700 0.25 0.17 
25b 1000 0.25 0.31 
25c 1300 0.25 0.45 
30a 700 0.30 0.15 
30b 1000 0.30 0.19 
30c 1300 0.30 0.25 
35a 700 0.35 0.13 
35b 1000 0.35 0.15 
35c 1300 0.35 0.21 

 
3 EXPERIMENT RESULTS AND ANALYSIS 
 
3.1  Relationship analysis between the TDG dissipation rate and flow velocity 

The TDG saturation degree with different flow velocity conditions were monitored. The measured time 
evolution of supersaturated TDG is shown in Figure 3. When water depth was 0.25m, flow velocities were 
0.17m/s, 0.31m/s and 0.45m/s, time consuming for TDG saturation decreasing from 125% to 110% was 4.0h, 
2.7h and 2.2h respectively; when water depth was 0.30m, flow velocities were 0.15m/s, 0.19m/s and 0.25m/s, 
time consuming for TDG saturation decreasing from 122% to 110% was 4.3h, 3.4h and 3.1h respectively; 
when water depth was 0.35m, flow velocities were 0.13m/s, 0.15m/s and 0.21m/s, time consuming for TDG 
saturation decreasing from 137% to 115% was 5.2h, 4.1h and 3.4h respectively. The results showed that, 
under the same water depth, the lower the flow velocity was, the slower the dissipation process of TDG. 

 

 
Figure 3. TDG Dissipation Processes at Same Water Depth and Different Flow Velocities. 

 
In order to analyze the TDG dissipation characteristic, a new parameter which is named as dissipation 

rate ( Gv ) was defined in this study to describe the changing speed of TDG saturation, its physical 

interpretation was TDG saturation variation per unit time: 
 

 G

dG
v

dt
 [1] 

 
where dG is TDG saturation variation (%), and dt is the time TDG saturation variation spend (h). 

On the basis of Eq. (1), when TDG saturation were near, the dissipation rates with different TDG 
saturation degrees of 120%, 112% and 110% were computed and the results are shown in Table 2. The 
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results indicated that, under the same water depth, dissipation rate increased with flow velocity while TDG 
saturation was near 120%. Dissipation rates became approximately equal while TDG saturation was 112% to 
110%, despite flow velocities and the water depths were not the same. There are two paths for gas dissipating 
in water (Ma et al., 1996), one is through the release of gas molecules which filled in the water molecule gaps, 
and another one is through the release of gas molecules which are held together with water molecules by 
hydrogen bonding. From the analysis, it was showed that, when the TDG saturation was higher than 112%, 
the dissipation of supersaturated TDG was dominated by the release of gas molecules which filled in the 
water molecule gaps. Although, when the TDG saturation decreased to 112%～110% or even lower, the 
dissipation of supersaturated TDG was dominated by the release of compounds which formed by gas 
molecules and water molecules. 

 
Table 2. Dissipation Rates of Supersaturated TDG. 

TDG Saturation 
G (%) 

Dissipation Rate 

Gv  (%/h) 

25a 25b 25c 30a 30b 30c 35a 35b 35c 

120 6.37 7.96 10.33 6.12 6.37 8.75 3.17 4.00 4.79 

112 2.38 4.00 3.17 3.17 2.38 3.35 1.58 2.38 1.58 

110 1.58 3.17 3.17 2.38 1.58 2.56 1.58 1.58 1.58 

 
3.2  Relationship analysis between the dissipation coefficient and hydraulic characteristic 

TDG dissipation processes satisfied the first-order kinetic equation (USACE, 2005): 
 

    


 eq

T eq

d G G
k G G

dt
 [2] 

 
where, G is TDG saturation (%), Geq is TDG saturation of at the local atmospheric pressure and temperature 
(%), usually taking 100%, kT is dissipation coefficient (h-1), and t is dissipation time (h). 

Through integrating Eq.2, 
 

     0
Tk t

eq eqG G G G e  [3] 

 
where, G0 is TDG saturation (%). 

Eq.3 is used to formulate the dissipation process, and fitting equations are shown in Figure 4, the TDG 
dissipation coefficients obtained in different flow velocity conditions are summarized in Table 3. As shown, all 
of the correlation coefficients (R2) were greater than 0.96, which indicated that the formulating process with 
Eq.3 appeared satisfying. The results showed that, the maximum dissipation coefficient was 0.441h-1, which 
was derived in the case of NO. 25c, and the minimum dissipation coefficient was 0.142h-1, which was derived 
in the case of NO. 35a. Dissipation coefficient increased obviously as Reynolds number increased; when 
linear equation was used to formulate the relationship between Reynolds number and dissipation coefficient, 
as shown in Figure 5, the correlation coefficient (R2) was 0.9734, and the fitting equation of dissipation 
coefficient and Reynolds number is: 

 
  0.00001 0.0426T ek R  [4] 

 
where, Re is Reynolds number. 

 
Table 3. Dissipation Coefficients of Supersaturated TDG. 

Case NO. 
Dissipation Coefficient 

kT (h
-1) 

Flow Velocity 
v (m/s) 

Water Depth 
H (m) 

Reynolds Number 
Re 

Correlation Coefficient 
R2 

25a 0.217 0.17 0.25 13597 0.9801 

25b 0.323 0.31 0.25 22185 0.9935 

25c 0.411 0.45 0.25 32204 0.9946 

30a 0.172 0.15 0.30 9924 0.9917 

30b 0.229 0.19 0.30 14504 0.9850 

30c 0.257 0.25 0.30 19084 0.9933 

35a 0.142 0.13 0.35 8015 0.9687 

35b 0.172 0.15 0.35 12023 0.9790 

35c 0.224 0.21 0.35 16832 0.9866 
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Figure 4 TDG Dissipation Processes and Fitting Curves at Different Cases. 
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Figure 5. Relationship between Reynolds Number and Dissipation Coefficient. 
 

4 CONCLUSIONS 
This research carried out an experimental study on the relationship between hydraulic characteristics and 

TDG dissipation process with annular flume. The experimental results showed that the dissipation coefficient 
increased with Reynolds number and flow velocity, the quantitative relationship between Reynolds number 
and dissipation coefficient was developed, the dissipation rate increased with flow velocity while TDG 
saturation was above 120%, or was stable while TDG saturation was below 110%. The results were of great 
importance to scientific basis for the prediction of TDG dissipation process. However, the condition of natural 
river course is so complex that deeper researches are needed to be carried out on TDG dissipation rules in 
the future. 
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ABSTRACT  
 
Physical modelling was undertaken as part of the diffuser design of the Sydney Desalination Plant seawater 
concentrate outfall. Subsequent to the construction, dye dispersion trials were undertaken with the 
desalination plant operating at full capacity. This paper presents the results and comparison of laboratory and 
field methodologies, with particular attention to interacting jets. The field observations show how actual 
conditions can vary from laboratory conditions, but also provide reassurance that the laboratory and numerical 
predictions are slightly conservative. Both results demonstrate how interacting jets reduce the mixing in the 
near field. 
 
Keywords: Dense jets; field trials; physical modelling; plumes; rhodamine. 
 
 
1 INTRODUCTION  

The Sydney Desalination Plant is located at Kurnell towards the southern end of the Sydney coastline.  A 
subsurface tunnel delivers seawater concentrate (brine) to two risers each 25m apart, located approximately 
500m offshore in approximately 25m of water (Figure 1).  The risers are located on a gradually sloping rocky 
seabed.  Each riser cap is 7m diameter, with four 370mm diameter nozzles angled upwards at 60 degrees 
from the horizontal. 

When the plant is producing 250 ML/day of potable water, the brine discharge is 4.0 m3.s-1 with salinity 
typically between 58 ppt and 62 ppt. The exit velocity is approximately 4.8 m.s-1 and the receiving water 
salinity is approximately 35 ppt. 

 

 
Figure 1.  Location of the Sydney Desalination Outfall Risers. 

 
The performance criteria were that (i) there was no visual evidence of the plume on the sea surface by 

ensuring that the maximum plume rise height should be at least 2m below the water surface, (ii) at the impact 
point where the plume returns to the sea bed, salinity must be within 1ppt of background and the dilution must 
be at least 30 times (as determined by eco-toxicity testing of other chemicals in the brine stream). Figure 2 
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presents the height of rise and the distance to the impact point on a photograph taken during laboratory 
testing. 

 
Figure 2. Height of Rise and Distance to the Impact Point 

 
The port densimetric Froude number is defined as: 

ܨ ൌ
ݑ

ඥ݃ᇱ. ݀
 

where 

݃ᇱ ൌ ݃ ൬
ߩെߩ
ߩ

൰ 

     with 
   ρ being the density of the brine 
   ρo being the density of the seawater 
   u being the discharge velocity 
   d being the diameter of the port 

 
Roberts, et al. (1999) reported that the impact point dilution was 1.6 x F, the distance to the impact point was 
2.4 x F x d, and that the height of rise was 2.2 x F x d. 

 
2  LABORATORY TESTING 

Laboratory testing (Figure 3) was undertaken in a 4.5m x 4.5m x 0.6m tank.  The purpose of the 
modelling was to verify empirical relationships on brine dispersion in jets and to assess the decrease in 
dilution when neighboring jets interact.   

The receiving water tank was filled with freshwater and brine was discharged from a head tank into the 
receiving water tank through valves and rotameters. The modified gravity (g0’) in the model was kept the same 
as the modified gravity in the prototype so that the density difference between the seawater concentrate and 
the receiving waters in the ocean were the same as in the physical modelling experiments (∆r = 1). The model 
scale was approximately 60:1 such that the Reynolds number in the jets was maintained above 4000. 

Dilutions were measured as the ratio of initial and observed conductivity. Twelve single microelectrodes 
consisted of two small probes and a cylindrical body of 30 mm length and 4 mm diameter, hence minimizing 
the potential for disruption to flow. The electrodes were mounted in two array frames of six electrodes. Each 
array was mounted on a brass base, which was heavy enough to ensure that the arrays did not move during 
the experiments. Individual electrodes were then mounted on aluminum tabs with the electrode sensors offset 
from the brass base. The electrodes were set in line and horizontally spaced at 50 mm, which is equivalent to 
3 m at prototype scale. Sensors were set to be 8 mm above the model floor, which is equivalent to 0.5 m 
above the prototype sea bed. The arrays were designed to allow measurement of EC both longitudinally and 
laterally through the plume at the point of impact. 

Electrical conductivity was related to density through chemistry laboratory tests. Dilutions were calculated 
on the basis of density. The brine was also colored by dye so that video could be recorded both in plan and 
elevation. 
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Figure 3.  Laboratory Testing Facility. 

 
Many tests were undertaken and are reported in Miller et al. (2009). Table 1 presents the various rates, 

sizes and parameters from the configuration that was finally constructed (prototype) and the scaled model.  
Tests were run three times and the results were compiled. 
 

Table 1.  Prototype and Model Parameters for Testing that Matched the Final Constructed Outfall 

Prototype Units Model Units 

Scale 1 59.68 

Number of risers tested 2 2 

Number of nozzles per riser 4 4 

Nozzle diameter 370 mm 6.2 mm 

Nozzle angle 60 degrees 60 degrees 

Volume 16688 m3/h 10.1 L/min 

Water Depth above Seabed 25 m 419 mm 

Salinity of Brine 62 ppt   

Density Brine 1046.4 kg/m3 1018.7 kg/m3 

Nozzle exit velocity 5.4 m/s 0.70 m/s 

Density 1026.2 kg/m3 999 kg/m3 

Density Difference  20.2 kg/m3 19.7 kg/m3 

Modified Gravity 0.2 0.2 

Port Froude Number 20.1 20.1 

Reynolds Number 2.00E+06 4.33E+03 
 

The inner jets, being those from each riser that interacted (Figure 4), achieved a substantially lower 
dilution than individual, outer jets. The test results are presented at prototype scale in Figure 5. The impact 
point shown on Figure 5 represents the best interpretation of where the centre of the plume touched down on 
the bed of the tank. Roberts (1999) relationships predict an impact point dilution of 32 at a distance of 17m 
which fits well with these observations, albeit with a slightly different interpretation of the impact point. 
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Figure 4.  Overhead photograph of laboratory testing of the two risers, showing the four outer jets being 

separated and the four inner jets interacting. 
 

 
Figure 5.  Results of laboratory testing showing the decrease in dilution from merging plumes. 

 
3 FIELD DYE DISPERSION TESTS 

Rhodamine WT (a fluorescent tracer dye) was injected into the drop structure chamber at the Sydney 
Desalination Plant at a known rate and concentration. The dye tracer concentration was then measured 
throughout the receiving waters using calibrated fluorimeters. Measurement of the plume in the near vicinity of 
the outfall risers very close to the bed from surface deployed instruments was considered too difficult. Rather, 
divers were used to swim the instruments directly into and around the outfall diffuser jets. This allowed for 
direct and targeted measurement of the plume dilution at the plume impact point and into the far-field. 
Rhodamine WT was used as it is not naturally occurring and provides greater accuracy than simply measuring 
salinity. Experimental dye concentrations of 0 – 5 ppb can be detected with an accuracy of 0.01 ppb.  

The main vessel was a large barge with a qualified commercial dive team on board. This vessel was 
moored between the two risers to enable a stable point to conduct the diving. The diver was cabled back to 
the surface so that engineers on board could see measurements and video in real time from helmet mounted 
video equipment and a WetLabs ECO fluorometer attached to the Buoyancy Control Device (BCD). The diver 
was directed by engineers to make direct and targeted measurements of the plume rise height and plume 
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impact point by swimming into and around the plume jets. The diver’s location at each measurement point 
was noted using a distance tagged grid line attached to the outfall diffuser along with a diver recorded 
compass bearing and a digital depth gauge. Plume measurements by the diver were focussed on the near-
field around the plume impact point. The diver also obtained grab samples as a secondary means to confirm 
dilution. Figure 6 shows the diver equipment and the dyed brine leaving an outfall port. 

 

     
Figure 6.  A diver with camera on head and fluorimeter on shoulder. Dye coloured brine jet. 

 
Field work was undertaken on the 29th and 30th March 2011. As expected, results were not identical on 

both days due to slightly different conditions. Due to space limitations, only a subset of the results that 
demonstrate the effects of merging versus individual plumes are presented here, but the full results can be 
found in Smith et al. (2011). 

During testing on Day 1, outfall discharge was constant at 4.00 m3/s, 24.1oC and 57.9ppt. Rhodamine 
WT was injected into the outfall flow at a rate of 7.1 L/h, providing an active Rhodamine WT concentration in 
the seawater concentrate flow of 98 ppb. Discharge was maintained for approximately three hours. Calm 
offshore winds prevailed and wave conditions were slight. Ocean currents at the site were measured as being 
between 0.16 m/s and 0.30 m/s in a south-westerly direction. There was negligible stratification of temperature 
or salinity throughout the 25m of water column and the water temperature was 22.7oC and salinity was 35.0 
ppt.  

Figure 7 shows a schematic of the locations where measurements were taken. The Day 1 experiment 
concentrated on the southern (downstream) jets from “Riser 3”. The South-Westerly (SW) jet acts 
independently whereas the South-Easterly (SE) jet interacts with the neighboring plume from “Riser 4”. The 
impact of the northward (upstream) jets being turned back onto the downstream jets would have had some 
influence on the observations but the effect was not significant. Note that risers 1 and 2 were not constructed. 

Profile plots showing mean concentrations of Rhodamine WT along the South Westerly (SW) and the 
South Easterly (SE) alignments are shown in Figure 9 and Figure 8 respectively.  These figures show mean 
measured concentration values plotted at the measured distance and depth relative to the riser nozzle, which 
is represented on the bottom left of the figure. These figures also show an envelope of the 30 times dilution 
(calculated as the discharge concentration (98ppb) divided observed concentration) which were interpreted 
based on the recorded values and the plume behaviour observed during the experiment. Solid lines on the 
contour envelope represent sections of the contour that were directly interpreted from the measured data.  
Dashed lines on sections of the contour envelope represent sections of the envelope that were inferred on the 
basis of nearby concentration measurements and the observations of the divers and the engineers during the 
experiment.   

It is clear from the results that a great deal of variability was observed in concentrations near the seabed. 
The South Westerly (SW) plume had an area where there was less than 22 times dilution whereas the South 
Easterly (SE) plume had no such area. The reason for this was unclear, however, it might be attributed to the 
SW plume being oriented up-slope, the interaction with the northbound plumes or simply the variability 
underneath the arc of the plume jet. For both the (SW) individual and the (SE) merging jets, the distance to 
the impact point was between 35 and 45m which were greater than either the empirical relationships or 
laboratory test results. The distance to the impact point was attributed to the mean ocean current of 0.23 m.s-

1. However, under these conditions, there was no noticeable difference between the merging plumes dilution 
and the individual plume dilutions. 
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Figure 7.  Schematic showing the SE measurement line (plume merges with the next riser) and the SW 
measurement line (independent plume) along with indicative plume footprint and plume lines. 
 

 
Figure 8.  (SW) Plume Concentrations. Dilutions can be calculated by dividing 98 by the concentration. 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

2876 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

 
Figure 9.  (SE) Plume Concentrations. Dilutions can be calculated by dividing 98 by the concentration. 

 
 

4  CONCLUSION 
Physical modelling and field observations were compared for the same diffuser configuration, flow and 

brine densities. The physical modelling was under quiescent conditions whereas the field experiment was 
undertaken with currents of approximately 0.23 m.s-1. The physical modelling predicted the impact zone to be 
16m from the diffuser with a dilution of 27 times whereas the field observations indicated that the impact point 
was approximately 30m from the diffuser but with dilutions of approximately 30 times. All observed field 
dilutions including those before and after the impact point were greater than the physical model predicted 
impact dilution.   

In the ocean with a receiving current, bed forms and overall greater variability, the current was observed to 
have a strong influence on the position of the plume, but a lesser impact on the dilution. However, field 
observations did not exhibit the substantial reduction in dilution from a merging jet compared to an individual 
jet. As such, we can conclude that the laboratory testing is conservative and further fieldwork on merging 
plumes may allow for outfall risers to be placed closer together. 
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