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ABSTRACT 
 
The scour hole due to the plunging jets can be characterized by significant geometric dimensions which can 
undermine dam foundations. Therefore, a correct assessment of the main parameters influencing the erosive 
process is fundamental. In general, the equilibrium scour morphology mainly depends on the following 
parameters: jet impact angle into the stilling basin; jet densimetric Froude number; granulometric 
characteristics of the stilling basin material and tailwater level. In particular, the effect of these parameters can 
be different if scour hole morphology is either 2D or 3D. Furthermore, successive studies analyzed the erosive 
process due to multiple jets. The analysis of the scour process was conducted in the presence of both vertical 
and symmetric crossing jets. It has been experimentally proven that these two geometric configurations, in 
most of hydraulic conditions, determine a reduction of the scour hole lengths. Nevertheless, the scour process 
due to crossing jets is a complex phenomenon, as it depends on many parameters, including the crossing 
angles and the distance of the jet crossing point from the stilling basin water surface. To the authors’ 
knowledge, no studies are present in literature dealing with vertical crossing jets of different diameters. 
Therefore, a dedicated experimental apparatus is built in order to simulate two vertical crossing jets with 
different diameters. Experimental tests are conducted for different tailwater levels with different jet diameter 
ratios. The resulting morphology is compared with that due to a single plunging jet. This last configuration is 
obtained simply removing the pipe with smaller diameter from the experimental apparatus. The comparison is 
conducted in order to understand for which geometric configurations the presence of the smaller diameter jet 
becomes negligible in terms of scour hole characteristics.  
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1 INTRODUCTION  
 Plunge pool scour is a phenomenon which should be carefully analyzed and predicted in order to 
minimize structural risks. It assumes a particular importance in correspondence with dams. The scour 
phenomenon due to plunging isolated jets has been extensively studied. There are many studies in literature 
dealing with this topic, furnishing useful empirical relationships to evaluate the maximum scour depth and 
length of the scour hole. Namely, the analysis of the scour process involved both the jet characteristics and 
the configurations. In particular, the analysis of the jet characteristics and their effects on the scour process 
were deepened by several author (among others, Rajaratnam and Berry, 1977; Rajaratnam, 1981; Mih and 
Kabir, 1983; Aderibigbe and Rajaratnam, 1996; Chiew and Lim, 1996; Ade and Rajaratnam, 1998; Pagliara et 
al., 2006; Dey and Sarkar, 2006; Faruque et al., 2006; Sarkar and Dey, 2007; Pagliara et al., 2008; Pagliara et 
al., 2015; Pagliara et al., 2016). Nevertheless, due to the complexity of the erosive mechanism, most of the 
cited studies lack generality, i.e., the results and the analyses proposed can be considered valid for relatively 
limited ranges of parameters and configurations. This occurrence is mainly due to the fact that most of the 
studies are related to peculiar configuration and, at the same time, they are mainly based on experimental 
evidences. Despite of this limitation, it appears that there is a clear difference in jet scour behavior in the case 
in which the scour process results either bi- or three-dimensional. Namely, one of the first analyses allowing 
for a derivation of a clear parameter by which the phenomenon can be classified either 2D or 3D was due to 
Pagliara et al. (2008). Based on the study of Pagliara et al. (2006), authors developed a quantitative criterion 
to distinguish the different scour processes. In particular, Pagliara et al. (2006) analyzed the scour mechanism 
due to plane plunging jets, resulting in a two-dimensional scour hole geometry. They experimentally showed 
that the scour process in the case of 2D resulting equilibrium morphology is characterized by a substantial 2D 
flow structure and the equilibrium geometry mainly depends on both the geometric configuration of the jet 
(inclination) and on its flow characteristics (discharge, air entrainment, etc.). In addition, they showed that the 
tailwater level plays a fundamental role, resulting in an increase of the jet diffusion length in the stilling basin. 
This occurrence was also confirmed by Hoffmans (1998). He conducted a theoretical analysis of the erosive 
process, proposing an innovative approach based on Newton’s law by which he was able to derive a 
predictive relationship valid for a large range of hydraulic conditions. Nevertheless, even if it is mainly based 
on theoretical derivations, the approach proposed by Hoffmans is affected by several limitations. In particular, 
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Hoffmans (1998) did not take into account the effect of air entrainment in jets and, at the same time, he 
assumed that the jet impinging angle into the stilling basin is generally bigger than 60°. In addition, he limited 
his analysis to a single jet and did not take into consideration multiple jets configurations. Finally, he analyzed 
the scour process due to an isolated jet, without considering eventual protection structures located in the 
stilling basin in order to reduce the scour geometry. These limitations led researchers to further investigate the 
scour phenomenon due to plunging jets both in the presence of protections structures and for different jet 
configurations. In particular, the first aspect (effect of protection structures in the stilling basin) was deepened 
by Rajaratnam and Aderibigbe (1993), Pagliara and Palermo (2008) and Pagliara et al. (2010b). Namely, 
Rajaratnam and Aderibigbe (1993) analyzed the possibility to use horizontal screens in order to limit scour 
evolution. The use of permeable and impermeable screens (vertical) allowing for a reduction of the scour hole 
geometries was further investigated by both Pagliara and Palermo (2008) an Pagliara et al. (2010b), who 
analyzed the effects of both screen spatial positions and their permeability on the scour characteristics, 
concluding that, if opportunely located, protection structures can lead to a 40% scour depth reduction. Another 
important aspect which has been analyzed only recently is the influence of jet configuration on the scour 
features. Namely, the possibility to use multiple jets was investigated by several authors, and it appeared very 
useful in terms of scour reduction. In particular, Li et al. (2006) analyzed multiple crossing jets and applied 
their findings for a real dam. Nevertheless, their analysis was limited to the prototype characteristics whereas, 
only very recently, many studies have been conducted at the University of Pisa (Pagliara et al., 2010a; 
Pagliara et al., 2011; Pagliara et al., 2012a; and Pagliara and Palermo, 2013). These last studies proposed a 
systematical investigation on the scour features due both multiple vertical and horizontal crossing jets, also 
involving the air entrainment effect. Namely, the investigation of the scour characteristics due to multiple 
vertical crossing jets was conducted by Pagliara et al. (2012a). Authors proposed a set of useful equations in 
order to estimate the main geometric characteristics. In addition, they found that the scour geometry can be 
significantly less if compared to that due to an equivalent single jets for same conditions, mainly depending on 
the crossing angle and on the tailwater level. A similar analysis for horizontal crossing jets was conducted by 
Pagliara et al. (2011), Pagliara et al. (2012b) and Pagliara and Palermo (2013), involving also the effect of air 
discharge. They experimentally showed that the there is a significant reduction of the scour depth when the air 
discharge in the jets increases. Furthermore, they analyzed the scour typologies, proposing useful practical 
criteria to distinguish them.  For both multiple vertical and horizontal crossing jets, a prominent role is played 
by the distance of the jet crossing point from the water surface. This is mostly due to the fact that by 
increasing this distance the resulting impinging jet could be more spread, resulting, generally, in a reduction of 
the forces exerted on the stilling basin material. Nevertheless, to the authors’ knowledge, there are no studies 
relative to the scour process due to multiple vertical crossing jets with different diameters. This reason led 
authors to systematically investigate this aspect, focusing on the scour geometry characteristics. This paper 
aims to analyze the variations due to multiple crossing jets made of different diameters on the equilibrium 
scour morphology, by comparing them with those due to the single jet, located in the same position of that 
characterized by the bigger diameter in the crossing jet configuration. The preliminary results allowed to 
establish that the increase of the crossing jet diameters ratio can result in slight differences in the scour 
morphology under selected hydraulic conditions. Therefore, it can be concluded that a bigger flow discharge 
can be discharged using crossing jets of different diameters, without causing a significant increase of the 
equilibrium morphology characteristics. This paper will show the preliminary results based on the analysis of 
two different crossing jet ratios. In particular, the analysis will focus on the similarities and differences in the 
resulting equilibrium morphology. Nevertheless, further investigations are required in order to generalize the 
proposed results, which can be very useful for practical applications. In particular, they will allow to derive 
useful relationships to evaluate the main geometric parameters of the scour hole and the downstream ridge.  
 
2 EXPERIMENTAL SET-UP 

Tests were conducted in a channel whose geometric characteristics are: 6 m long, 0.8 m wide and 0.9 
deep. The granulometric characteristics of the channel bed material were: d90=10.26 mm, d84= 10.02 mm, 
d16=7.49 mm and σ=(d84/d16)

0.5=1.17, where dxx is the characteristic diameter, for which xx% of the material is 
finer. The two vertical crossing jets were simulated using two pipes characterized by different inclination with 
respect to the horizontal and different diameters. Namely, experimental tests were conducted for different jet 
angles combinations, i.e. for α1=30° and α2=60, α1=30° and α2=85, α1=45° and α2=60, α1=45° and α2=85, and 
α1=60° and α2=85, where α1 and α2 are the inclinations with respect to the horizontal of the lower and upper 
jet, respectively (see Figure 1b). In addition, different diameters were adopted, i.e., tests were conducted 
varying the jet diameters of both lower and upper jets. Namely, for the lower jet two pipe diameters were used, 
i.e., D1=1.67 cm and D1=2.2 cm, whereas, for the upper jet, the tested diameters were D2=3.11 cm and 
D2=4.25 cm. It means that the ratio between the cross section areas A1=D1

2/4 and A2=D2
2/4  of the upper 

and lower jets ranged between 2 and 6.47. Namely, two jet diameter ratios and five crossing angle 
combinations were tested. The total discharge was divided in such a way that both the jets were characterized 
by the same densimetric Froude number. In addition, the diameter of the equivalent single jet Deq=(D1

2+D2
2)0.5 
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(i.e., the diameter of the single jet characterized by the same densimetric Froude number, same flow velocity 
and same total discharge) varied between 3.81 cm and 4.57 cm. Selected tests were conducted for different 
tailwaters and densimetric Froude numbers Fd90=Veq/[g(s/-1)d90]

0.5, where g is the acceleration due to 
gravity, s and  sediment and water densities, respectively, dxx is the material size for which xx% is finer, and 
Veq=V1=V2 is the equivalent jet velocity, with V1 and V2 jet velocities in the lower and upper pipe, respectively. 
For this paper, experimental tests were conducted for Fd90 varying between 8.61 and 10, whereas the non-
dimensional tailwater Tw=h0/Deq ranged between 0.71 and 7.07, where h0 is the water depth above the original 
channel bed level. In addition, tests were conducted by varying the distance S between the jet crossing point 
form the water surface. Namely, the non-dimensional distance =S/Deq ranged between 0 and 5.25. Note that 
=0 means that the two jets cross in correspondence with the water surface in the stilling basin. The duration 
of each test was one hour, i.e., a time sufficient to reach the dynamic equilibrium configuration. During the 
tests, the scour hole profile was measured with a particular point gauge (see Pagliara et al., 2008) at different 
instants, i.e., 5, 10, 20 40 and 60 minutes after the beginning of the test. In addition, when the equilibrium 
configuration had been achieved, all the main geometric characteristics of both the scour hole and 
downstream ridge were measured, i.e. the maximum scour hole depth zmc, the scour hole length, lc and the 
ridge height zMc (see Figure 1c). Figure 2 and Figure 3 report pictures of some tests conducted in the 
presence of crossing jets characterized by different diameters. Namely, Figure 2 shows both frontal and side 
views of an experimental test in which A2/A1=2, whereas Figure 3 shows the same for a test in which 
A2/A1=6.47. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Diagram sketch of the experimental apparatus, along with the main geometric parameters: (a) side 
and (b) planar view for single plunging jet; (c) side and (d) planar view for two crossing jets with different 

diameters. 
 
The same experimental tests were repeated using only one jet located in the same position of the upper jet 
and characterized by the same discharge Q2, same diameter D2 and same non-dimensional tailwater level 
Tw=h0/D2. These last tests were conducted in order to compare the effect of the lower jet presence 
(characterized by a discharge Q1 and diameter D1) on the erosive process. Namely, the aim of the tests 
conducted with single jets was to establish the effect of the lower jet on the erosive process. In other words, 
these last tests were conducted in order to verify which jet cross section area ratio above which the effect of 
the lower jet can be considered negligible. Therefore, also in this case, the scour profile readings were taken 
at different instants and the dynamic equilibrium configuration was carefully surveyed, deriving the values of 
the maximum scour depth zm, the scour hole length l0 and the ridge height zM (see Figure 1a). This last aspect 
can have a huge practical relevance. In fact, it implies that bigger discharge can be discharged using two jets 
without causing significant modifications in terms of maximum scour depth and length. Therefore, all the tests 
with single jets were conducted in the same non-dimensional conditions of the multiple crossing jets.  
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Figure 2. Experimental test for A2/A1=2, α1=30°, α2=60°, =5.25, Fd90=8.61, Tw=7.07: (a) frontal view; (b) side 

view. 
 

  
Figure 3. Experimental test for A2/A1=6.47, α1=30°, α2=60°, =4.16, Fd90=8.61, Tw=7.07: (a) frontal view; (b) 

side view. 
 
3 LITERATURE BACKGROUND 
 
3.1 Single jet 

In order to discuss the findings of the present paper, it is worthy to synthetize the main results of Pagliara 
et al. (2008) relative to a single jet. Namely, in this section we will briefly report the main results obtained by 
Pagliara et al. (2008) for 3D equilibrium scour morphologies due to a single plunging jet. In particular, Pagliara 
et al. (2008) experimentally showed that the maximum non-dimensional scour depth Zm=zm/D2 depends on 
serval parameters, i.e., the non-dimensional tailwater Tw, the jet inclination α2, the densimetric Froude number 
Fd90 and the three-dimensionality parameter  (i.e., a parameter which takes into account if the scour 
morphology is either 2D or 3D). Based on experimental evidences, Pagliara et al. (2008) derived the following 
relationship to estimate Zm: 
 
        μfTfαfFfZ 4w322d901m   [1] 

 
   
where, 
 

  

   90dd901 FFf   [2] 
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      2222 012.0360.15.22sin38.0αf   [3] 

 
   
        www3 T445.0T/1ln12.030.0/1Tf   [4] 

 
   140.0μf4   [5] 

 
In synthesis, Pagliara et al. (2008) showed that the combined effects of the influencing parameters 

determine both the scour hole and ridge shape. Namely, they stated that the maximum scour depth occurs in 
correspondence with high tailwater and low jet inclination. In this case, the scour hole appears longitudinally 
extended and well confined by a prominent ridge. By increasing both the jet angle and the tailwater, the scour 
hole appears more symmetric and semi-spherical. The flow is mostly directed radially and the ridge tends to 
surround the scour hole. In terms of non-dimensional longitudinal and transverse scour hole profiles, Pagliara 
et al. (2012a) proved that there is a substantial similitude, resulting in a not significant dependence of the non-
dimensional shape of the scour hole on the independent variables. Namely, they proposed the following 
equations to predict both the non-dimensional longitudinal and transversal scour hole profiles, respectively: 
 
 X607.1X818.0X433.0-2.852XZ 234   [6] 

 
 Y340.0Y680.14Y463.30Y430.51Z 234   [7] 

 
where Z=z/zm, X=x/l0 and Y=(y+b/2)/b, with b scour width, x, y and z longitudinal, vertical and transversal 
coordinates, respectively, and O axes origin (see Figure 1a,b). 
 
3.2 Vertical crossing jets 

The analysis of vertical crossing jets with same diameter was conducted by Pagliara et al. (2012a). 
Namely, authors analyzed the effects of several parameters on the scour morphology, including the tailwater, 
several combinations of jet inclinations, and different non-dimensional distances of the jet crossing point from 
the water surface. Namely, the ranges of the tested parameters include those tested in the present study with 
different diameters, therefore the results proposed by Pagliara et al. (2012a) are useful to understand the 
similarities and differences for crossing jets with A2/A1>1. In particular, Pagliara et al. (2012a) showed that the 
maximum scour depth Zmc=zmc/Deq mainly depends on Tw, , Fd90 and on jet inclinations, which can be 
equivalently represented by the inclination of the lower jet and the difference α=α2-α1 and proposed the 
following equation to estimate Zmc: 
 
      w13w2d901mc T,fT,f,FfZ   [8] 

 
where, 
 

  

     800.3134.0002.0F500.0,Ff 2
90dd901   [9] 

 
     1022.0T017.0T,f ww2   [10] 

 
      130010.0T003.0,Tf 1w1w3   [11] 

 
In addition, they conducted further experimental tests to compare the maximum scour depth due to a 

single equivalent jet whose inclination was αv=0.5(α2+α1), i.e., located in a symmetric position respect the two 
crossing jets and characterized by the same Fd90. They proved that the scour morphology depends on the 
combined effects of tested parameters. In synthesis, they showed that, generally, the scour depth decreases 
with α because of the spread of the resulting jet due to high α values. Furthermore, a reduction was also 
observed for higher Tw and  values, mainly because of the increase of the diffusion length and of the huge 
air entrainment due to the increase of the distance from the water surface. Finally, it was also shown that, in 
terms of non-dimensional transversal and longitudinal profiles, substantial similitudes with those due to an 
equivalent single jet can be detected. Therefore, Eq. (6) and Eq. (7) also apply for crossing jets with same 
diameters, for which Z=z/zmc, X=x/lc and Y=(y+bc/2)/bc, where the subscript c refers to crossing jets. 
 
4 RESULTS AND DISCUSSION  

Experimental data were compared with those predicted by empirical relationships derived by both 
Pagliara et al. (2008) and Pagliara et al. (2012a), in order to understand the dynamics of the erosive process 
in the case in which two crossing jets are present with two different diameters. Namely, in Figure 4a, the 
measured data of the non-dimensional variable Zmc, relative to the configuration in which the ratio between 
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upper jet cross section area and lower jet cross section area A2/A1 is 4.67, were compared with those 
predicted by Eq. (1) valid for the single jet, characterized by the same Fd90 and Tw=0.71. Figure 4b shows the 
same comparison for Tw=7.07, whereas Figure 4c compares Zmc measured in the experimental tests with 
those predicted by Eq. (8) valid for crossing jets with same diameter (i.e., same cross section area, A2/A1=1). 
Figures 4d-f shows the same for A2/A1=2. The proposed comparison allowed to understand the behavior of 
the tested configuration with respect to the single equivalent jet and two crossing jets with same diameters. It 
can be easily observed (Figure 4a) that for low tailwaters and =0, the crossing angle combinations α1=30°-
α2=60° and α1=45°-α2=60° cause a scour hole whose depth is comparable with that due to a single jet. It 
implies that for α260° the effect of the lower jet is not significant for the equilibrium scour configuration. From 
a practical point of view, this is a very significant result. In fact, being the single jet Fd90 the same of the 
crossing jets, it means that its discharge is less than the sum of those of the crossing jet, i.e., more water can 
be discharged without causing relevant effects on the scour depth. This observation is also confirmed for 
higher tailwater and different  values as shown by Figure 4b. The reasons of this behavior are essentially due 
to: 1) the high A2/A1 value, which, generally, implies a reduced effect of the lower jet; 2) the inclination of the 
upper jet (α2=60°, i.e., α145°).  
 

 
Figure 4. Comparison of measured Zmc values with (a) Zm values computed with Eq. (1) for =0, Tw=0.71 and 

A2/A1=6.47; (b) Zm values computed with Eq. (1) for 1<=4.6, Tw=7.07 and A2/A1=6.47; (c) Zmc values 
computed with Eq. (8) for A2/A1=6.47. Comparison of measured Zmc values with (d) Zm values computed with 

Eq. (1) for =0, Tw=0.71 and A2/A1=2; (e) Zm values computed with Eq. (1) for 3.9<=5.3, Tw=7.07 and 
A2/A1=2; (f) Zmc values computed with Eq. (8) for A2/A1=2. 
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This last occurrence can be explained by considering that for lower single jet inclinations, the scour depth 

increases. In fact, as shown by Pagliara et al. (2008), this peculiar behavior depends on the modified ridge 
geometry, with respect to both the 2D case and the case in which the upper jut inclination is higher. In 
particular, the downstream ridge is longitudinally extended and partially surrounds the scour hole, therefore 
less suspended granular material is retained in the scour hole, contributing to increase its depth. This 
occurrence is clearly evident by observing the non-dimensional profiles reported in Figure 5. Namely, Figure 5 
shows the non-dimensional profiles of selected experimental tests with crossing jets and the corresponding 
tests with equivalent single jet. In this figure Zmc and Zm represent the non-dimensional scour depth for 
crossing jets and equivalent single jet, respectively and X is the non-dimensional longitudinal coordinate, i.e., 
X=x/l0 for single jet and X=x/lc for crossing jets. It is clear that for α260° (Figure 5a-b-d), the scour hole profile, 
along with the dune profile, show substantial similitudes, including the maximum scour depth. Furthermore, 
the scour hole is not longitudinally symmetric for both single jet and crossing jet. This is due to the fact that for 
lower jet angles, there is a significant component of the momentum quantity directed horizontally, which 
contributes to transport sediment downstream.  

For higher α2 values (see Figure 5c), the behavior of a single jet is essentially different. Namely, for single 
jet, the scour hole is quite symmetric and it is confined by a less extended longitudinal dune. In the case of 
crossing jets, the maximum scour depth occurs further downstream and the presence of a lower inclined jet 
contributes to transport sediment of the scour hole downstream, resulting in a more longitudinally extended 
dune.  
The description of the scour dynamics reported above apply also for A2/A1=2. Namely, slight differences can 
be detected. Nevertheless, it is worth mentioning that, in this last case, the role of the lower jet is more 
prominent, therefore more differences in terms of equilibrium configuration can be detected respect to the 
previous case. 

In synthesis, it can be noted that, by increasing the A2/A1 ratio and for lower α2, the equilibrium 
morphology due to crossing jets with different diameters does not differ significantly from that due to an 
equivalent single jet. This result appears particularly important and requires further investigations because of 
the evident advantage to discharge a bigger amount of water, avoiding substantial modifications of the scour 
morphology, i.e., avoiding to increase the maximum scour depth. 

 

 
Figure 5. Comparison between non-dimensional profiles due to crossing jets for A2/A1=6.47 and the 
corresponding single jet for the same hydraulic and geometric conditions reported in figure captions. 

 
Finally, the maximum scour depths due to crossing jets with different diameters were also compared with 

those due to crossing jets with same diameters, for both A2/A1=6.47 and A2/A1=2 (see Figure 4c and 4f, 
respectively). It can be noted that, for the same jet inclinations and hydraulic conditions, the maximum scour 
depths in the case of crossing jets with different diameters is generally bigger if compared with that due to 
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crossing jets with same diameters. This occurrence is due to the fact that if crossing jets have the same 
diameter, the momentum quantities of the two jets are identical, resulting in a huger jet splash and in a 
reduction of the erosive action. 
                           
5 CONCLUSIONS 
 In the present paper a preliminary analysis of the scour process due to crossing jets characterized by 
different diameters is reported. A dedicated experimental apparatus was built and several experimental tests 
were conducted for different hydraulic conditions and jets configurations. Namely, two different crossing jet 
section area ratios were tested. In addition, tests were repeated by using a single jet characterized by the 
same upper crossing jet inclination, in order to compare the scour mechanism. It was experimentally shown 
that for lower inclination of the upper crossing jet, the equilibrium scour morphology is essentially the same of 
that due to the equivalent single jet. Furthermore, also the non-dimensional profiles show substantial 
similitudes. Whereas for higher values of the upper crossing jet inclination, the scour mechanism and the 
resulting morphology exhibit substantial differences. This occurrence allows to state that, in terms of practical 
applications, it is possible to increase the water discharge by using two crossing jets with different diameters 
without causing a substantial modification of the equilibrium morphology. Furthermore, it was also shown that 
in terms of maximum scour depth reduction, it is more appropriate to adopt crossing jets with the same 
diameter. The preliminary results proposed in the present paper are very promising. Further investigations are 
going on, aiming to furnish quantitative criteria to optimize the crossing jet configurations which can both 
reduce the scour depth and increase the water discharge.  
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ABSTRACT 
 
An elaborate experimental study is carried out to develop the understanding of energy dissipation 
phenomenon in both ogee as well as stepped spillway in open channel under varying flow conditions. Non-
dimensional discharge (Q/Qd), Energy loss ratio (EL/E1) and Relative length of roller (Lr/Y1) for ogee spillway 
and Energy loss ratio (EL/E1), Critical depth ratio (Yc/SH) and Relative length of roller (Lr/Y2) for stepped 
spillway are studied and empirical models are proposed for considered conditions. Baffle blocks are also 
considered to find the effectiveness in amount of energy dissipation. Due importance is given to effective head 
ratio (He/Hd) in case of ogee spillway and baffle blocks dimensions (2:4, 2:5 and 3:4) (rise and tread) in case 
of stepped spillway. Results were also compared and validated with other analytical and computational 
models by other authors.  
 
Keywords: Spillway; Dimensional analysis; Non-dimensional discharge; Critical depth ratio; Effective head 

ratio.  
 
 
1 INTRODUCTION 

It is an important task for a hydraulic engineer to design safe energy dissipation structure for reservoir 
storage and discharge. The purpose of such structure is not only to dissipate the kinetic energy of the flowing 
stream in order to have safe flow in downstream but also to eliminate the requirement for stilling basin at the 
toe or considerably reduces the size of stilling basin. Besides this, it not only results in low sequent depth 
combined with high energy dissipation but also provides safety against cavitational erosion and environmental 
aspects. Recent advancement led to construction of compacted concrete dams and necessitated the 
advantages of more energy dissipation. Safe dissipation at downstream of flow is achieved by either providing 
ogee spillway or providing steps in the spillway as per Tozzi (1994) as monolithic structure.  

According to Savage and Johnson (2001), ogee spillways which have a control weir with an S-shape in 
profile have been preferred substantially. It comes out to be  the most commonly used spillways due to their 
function, ability to control floodwater and high safety factor. Horton (1907) and Bazin (1888) presented an 
extensive laboratory investigation which was the first study to determine the ogee shape on the basis of flow 
behavior. Although much is understood about general ogee shape and its flow characteristics, however 
these modifications in the standard shape require engineers to evaluate i t s  performance. On the other 
hand, stepped spillways have been used for centuries (Murillo, 2006). It either eliminates the requirement for 
stilling basin at the toe or considerably reduces the size of stilling basin as Das et al., (2016) suggested. 
Among the other benefits as per Chanson and Gonzalez (2005) of using stepped spillway compared with 
equivalent smooth spillway are compatibility with reinforced concrete placement, a significant increase in the 
rate of energy dissipation takes place on the spillway face, reduction in risks of scouring and cavitations, 
increase in the discharge capacity.  
 
2 THEORY 

Savage and Johnson (2001) compared flow parameters for an ogee spillway using a physical and 
numerical model with existing literature and discussed about the discharge due to aerated sharp-crested 
spillway with negative crest suctions pressure. Kim and Park (2005) gave special attention to study the flow 
structure in consideration of scale and roughness effects. Rageh (2001) considered the effect of baffle block 
and sill on a radial hydraulic jump to investigate and analyze the limiting design parameters. Comparative 
studies have been made by Ellayn and Sun (2012) about the hydraulic jump properties for an artificially 
roughened bed with wedge-shaped baffle blocks; experiments were conducted for both smooth and rough 
beds with a Froude number in the range of 3.06 ≤ Fr1 ≤ 10.95 and a relative bed roughness ranging 0.22 ≤ KR 
≤ 1.4. Morales et al., (2012) discussed about the different concepts introduced in hydraulic engineering to 
ensure energy dissipation in stilling basins to fix the transition of supercritical into subcritical flow in a 
controllable area and to avoid objectionable downstream scour. 
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According to Carlos and Chanson (2004) energy dissipation mainly depends on frictional loss and 

momentum exchange in stepped spillway. They varied bed slope from 11° to 30°, YC/SH ratio between 1 to 
3.2, flow velocity and step height and concluded that having moderate slope (16° and 22°) high amount of 
aeration and high turbulence of flow occur. Nayak and Nagesh (1998) used continuous steps from crest to toe 
as stepped spillway to check its effectiveness. At lowest discharge there is air entrainment on each step, 
afterwards as the discharge is increasing air entrainment is reducing, also at designed discharge, energy loss 
is 80.89 %. Salmasi et al., (2011) extensively studied the overflow and through flow in stepped spillways with 
different porosities. Approximately eight physical models of stepped spillways with three different porosities 
(38%, 40% and 42%) and two slopes (1.1 and 1.2) (V: H) were made with permeable and impermeable faces. 
Rajaratnam (1990) classified the flow by considering submerged flows with baffle blocks and observed the 
variation in flow characteristics. However, Habibzadeh et al. (2012) conducted a preliminary study of the flow 
properties of submerged jumps with baffle blocks.  

Keeping above fact in view, the present experimental study is made and oriented towards the 
development of empirical models of different flow characteristics for flow over both the spillway under different 
flow conditions. 
 
3  EXPERIMENTATION 

As such experiments were conducted in the hydraulics laboratory of JUET Guna, India. Ogee and 
stepped spillway model were tested in 4 m long, 0.2 m wide open channel with flow rates ranging from 0.35–
3.83 m3/s and 0.91-2.14 m3/s respectively. A closed re-circulated controlled water supply from a large tank of 
1.5 X 6.8 X 4.8 m3 with adjustable frequency motor is provided with spillway arrangement followed by an open 
channel and a dissipation tank. The effect of surface roughness ‘ε’ is ignored in the present study due to 
experimental limitations. Work is explored to study the variation of various characteristics namely Q/Qd, EL/E1 
and Lr/Y1 for ogee spillway and EL/E1, Yc/SH and Lr/Y2 for stepped spillway varying the discharge under 
different conditions of baffle blocks (Table 1 and Table 2 respectively). Rise and tread of baffle blocks are kept 
in the ratio of 2:4, 2:5 and 3:4 (Run 2). Run 1 was made without baffle blocks in stepped spillway. Results 
were also compared and validated with other analytical and computational models.  
 
4  DIMENSIONAL ANALYSIS: DEVELOPMENT OF EMPIRICAL EQUATION 
 
4.1  Ogee Spillway 

Ogee spillway is a modified form of drop spillway. Hence the downstream profile of the spillway is made 
to coincide with the shape of the lower nappe of the free falling water jet from a sharp crested weir. If the 
spillway runs with the maximum head, overflowing water just follows the curved profile of the spillway whereas 
the lower nappe does not follow the ogee profile and gets separated from the spillway surface. Horton (1907) 
and Bazin (1888) had given an extensive laboratory investigation which was projected to determine the ogee 
shape and these experiments have served as the basis of many designs. Bhajantri et al., (2006) studied 
hydrodynamic modeling and hydrodynamics were obtained through physical and numerical modeling.  

The important variables affecting the jump pattern and energy dissipation can be expressed as a 
function: 

 

                f (Y1, Y2, He, Hd, V1, V2, Lr, EL, g, ε) = 0                                [1]      

The effect of surface roughness ‘ε’ is ignored in the present work due to experimental limitations. Using 
linear fitting of the experimental data (Table 1) following empirical model for Q/Qd, EL/E1 and Lr/Y1 were 
developed and expressed. Dimensionless groups and hydraulic jump characteristics are the function of 
incoming Froude number, which can be represented as: 

 
Table 1. Range of experimental values for ogee spillway with baffle blocks. 

 
Q
Qୢ

ൌ 0.012 ൬
Hୣ
Hୢ
൰
ଶ

െ 0.066 ൬
Hୣ
Hୢ
൰  0.08 R2 = 0.97 [2] 

	E
Eଵ

ൌ 1.53F୰ଵଶ െ 1.45F୰ଵ  1.33 R2 = 0.95 [3] 

Y1 (m) Y2 (m) V (m/s) Q (m3/s) Fr1 He/Hd Q/Qd EL/E1 Lr/Y1 

0.012-0.025 0.08-0.15 0.40-1.04 0.35–3.83 1.0-5.40 1.53-14.04 1.24-3.65 1.37-27.60 4.19-46.53 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1193



          
 

 
L୰
	Yଵ

ൌ 35.88 ln	ሺF୰ଵሻ െ 24.09 R2 = 0.93 [4] 

 
4.2  Stepped Spillway 

Energy dissipation in stepped spillway is estimated by the indirect method through hydraulic jump 
formation and measuring the sequent depths in a channel. The flow over the stepped spillway is classified into 
two regimes: nappe flow and skimming flow. In the nappe flow regime, the water proceeds in a series of 
plunges from one step to another. According to Rajaratnam (1990), transition from nappe flow to the skimming 
flow occurs when critical depth to step height ratio ‘Yc/SH’ is approximately equal to 0.8. Christodoulou (1993) 
found that the energy loss due to the steps depends primarily on the ratio of critical depth to step height 
‘Yc/SH’ as well as on the number of steps. For stepped spillway EL/E1, YC/SH, Lr/Y2 are modeled and verified 
with the existing results. 

The important variables affecting the jump pattern and energy dissipation can be expressed as a 
function: 

 
                 f (Y1, Y2, Yc, Sw, SH, V1, V2, Lr, EL, g, ε) = 0                         [5] 

 
Using Buckinham’s π-theorem and assuming repeating variables, the various dimensionless groups are 

developed. Using linear fitting of the experimental data (Table 2) following empirical model for EL/E1, YC/SH 
and Lr/Y2 were developed and expressed. Dimensionless groups and hydraulic jump characteristics are the 
function of incoming Froude number, which can be represented as: 

 
Table 2. Range of experimental values for stepped spillway with baffle blocks. 

 
E
Eଵ

ൌ 0.011 ൬F୰ଵ
Yୡ
Sୌ
൰
ଶ

െ 0.18 ൬F୰ଵ
Yୡ
Sୌ
൰  0.98 R2 = 0.98 [6] 

Yୡ
Sୌ

ൌ
0.132F୰ଵଶ െ 0.023F୰ଵ  0.045

ቀ
Sୌ
S୵
ቁ
ଵ.  

R2 = 0.99 [7] 

L୰
Yଶ
ൌ
0.788 F୰ଵ

ଵ.

ቀ
Yୡ
S୵
ቁ
.ହ  R2 = 0.99 [8] 

 
5 RESULTS AND DISCUSSION 
 
5.1  Ogee Spillway  

Figure 1 shows a non-linear variation of non-dimensional discharge with effective head ratio for 
considered condition. There is similar trend obtained for experimental observed values and for other author’s 
model for non-dimensional discharge and effective head ratio. Result has been compared to Savage and 
Johnson (2001) who have obtained similar graph with only exception of lower values of head taken. The crest 
of the model made by these researchers is slightly different; there model was operated at 10 different 
reservoir elevations ‘He/Hd’ ranging from 0.07 - 1.2 as compared to presented model which is designed for 
‘He/Hd’ ratio varying from 1.5 - 14. Also, results produced by Savage and Johnson (2001) is based on their 
numerical and physical model in which they applied few boundary conditions like turbulence, aeration, etc. 
which are neglected in the present study. Similarly, Alhashimi (2013) has proposed computational model for 
flow rate using numerical model, which was found to be greater than those obtained in their experimental 
study. Reason is attributed to the inappropriate matching of physical condition of flow with boundary 
conditions provided in numerical analysis. As a result, the data shows small deviation but follows similar 
pattern in Fig. 1. It is also clear that discharge over the spillway increases as the head over the spillway 
increases.  

Figure 2 shows a nonlinear increasing trend for energy loss ratio against Froude number due to formation 
of hydraulic jump over ogee spillway. Similar trend being also observed by Ranga Raju (1993) except with the 
range of energy loss ratio as it was plotted for different experimental and flow conditions of low head.  

Y1 (m) Y2 (m) V (m/s) Q (m3/s) Fr1 Yc (m) EL/E1 Yc/SH Lr/Y2 

0.16-0.19 0.48-1.54 0.94-6.94 0.903-2.142 1.0-5.5 0.27-2.27 0.97-0.79 0.14-1.13 3.10-9.20 
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Figure 3 shows similar result when compared to that given by Rageh (2001) except that the tests 

conducted are with different dimensions of baffle blocks in horizontal expanding channel. However pattern 
obtained being the same. The relative length of roller is non-linearly varying with Froude number. Slight 
deviation in results is attributed to the baffle blocks distances from the toe of spillway and tail gate. Again, due 
to expansion of channel, flow conditions changes and air entrapment takes place and hence the energy loss. 
Rageh (2001) studied the effect of baffle block on hydraulic jump to investigate and analyze the limiting design 
parameters under such flow condition. The limiting design conditions refer to the radial hydraulic jump, when it 
occurs entirely on the horizontal bed. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Variation of non-dimensional discharge with effective head ratio. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Variation of energy loss ratio with Froude number. 
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Figure 3. Variation of relative length of roller with Froude number. 
 

5.2  Stepped Spillway 
The curves obtained as in Figure 4 shows that the baffles are slightly enhancing the energy dissipation 

with stepped spillway. The curves are almost same in both the Runs (Run 1 and Run 2) indicating the baffles 
have not significant effect on energy dissipation for the considered range of critical depth ratio. Few data 
points are deviating at higher Froude number due to some turbulence and side wave’s generation. Results 
were also compared with the experimental data of Salmasi et al., (2011) and Christodoulou (1993), showing a 
similar decreasing pattern. The Christodoulou (1993) data shows large deviation in graph due to higher range 
of critical depth ratio and considered experimental conditions. 

Figure 5 shows a similar pattern in all conditions whether it is a stepped spillway model or a combination 
of stepped spillway and baffles. The curves are almost same in both the Run (Run 1 and Run 2) indicating the 
baffles have not much effect on critical width ratio. Same is also verified by the study of Salmasi et al., (2011) 
and Christodoulou (1993) which shows similar increasing pattern, were as deviation is attributed to the same 
reason as mentioned above.  

Figure 6 shows the representation of relative length of roller against Froude number. Results of Ranga 
Raju (1993), Chow (1973) and Mohan (2008) is also verified with the present data and found to be 
satisfactory. Other author’s data are seen deviating from the best fit line may be due to inaccurate 
measurement of length of roller as stated by Ranga Raju (1993). It is difficult to locate exactly the roller 
position during the jump formation. However, the trend in all the cases are similar. 

 
 

 
Figure 4. Variation of energy loss ratio with critical depth ratio. 
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Figure 5. Variation of critical depth ratio with Froude number. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Variation of relative length of roller with Froude number. 
 
6  CONCLUSION 

It is observed that non-dimensional discharge shows similar variation against effective head ratio with 
Savage and Jhonson (2001) and Alhashimi (2013) for their numerical and computational models respectively 
for ogee spillway; energy dissipation takes place similar to the Ranga Raju’s (1993) results; also the relative 
length of roller shows the similar pattern to Rageh (2001) for ogee spillway. For stepped spillway, effect of 
baffle blocks can be observed through reduced relative length of roller and increased energy loss; same is 
also in agreement with Ranga Raju (1993), Chow (1973) and Mohan (2008) results. Salmasi et al., (2011) 
result for energy loss also depicts satisfactory performance of provided baffle blocks. Model shown by eqn. 
[2]-[4] for ogee spillway and eqn. [6]-[8] for stepped spillway is therefore used for further application and study. 
 
NOTATIONS 
E1  =  Energy before the jump 
E2  =  Energy after the jump 
EL  =  Energy loss (E1 - E2) 
EL/E1  = Energy loss ratio 
Fr1  =  Froude number 
He  =  Total head 
Hd  = Design head 
He/Hd  =  Effective head ratio 
KR  = Relative bed roughness 
Lr  = Length of roller 
Lr/Y1 or Lr/Y2 = Relative length of roller 
Q  = Discharge 
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Qd  = Design discharge 
Q/ Qd  = Non-dimensional discharge 
Sw  = Spillway width 
SH  = Spillway height 
V   =  Velocity of flow 
V1   =  Velocity of flow at section 1 
V2   =  Velocity of flow at section 2 
Y1  =  Depth before jump 
Y2   =  Depth after jump 
Yc  = Critical depth 
Yc/SH or Yc/Sw =  Critical depth ratio 
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ABSTRACT  
  
A semi-empirical model is proposed to compute the time-dependent scour depth at rectangular/vertical wall 
abutments under unsteady clear-water flow conditions. The parameters used in this model include flow 
shallowness, flow intensity, sediment coarseness, and time factor. The experiments were conducted only for 
time-dependent scour depth under unsteady flows at three types of abutments, namely rectangular/vertical 
wall, semi-circular and trapezoidal/450 wing-wall abutments in uniform sediments under unsteady clear-water 
conditions. Based on the superimpose concept and the correction of shape factor for different types of 
abutments, the proposed model is adopted to compute the temporal variations of rectangular/vertical wall, 
semi-circular and trapezoidal/450 wing-wall abutments scour depth under clear-water with unsteady flow 
conditions. It was found that the proposed model corresponds well with the data of time-dependent scour 
depth in uniform sediments obtained from the present experiments (unsteady flows) and reported by different 
investigators (steady flows). 

 
Keywords: Bridge; abutments; scour; sediment transport; unsteady flows. 
 
 
1 INTRODUCTION   

 In the land transportation system, crossing-river bridge is important to connect the people and 
commodities from each side of rivers. Bridge foundations consisting of bridge piers and abutments are 
founded into mobile riverbeds, and their interaction with the approach flow and bed materials cause the scour 
hole around the bridge pier and abutment. The phenomenon of bridge pier and abutment scour and 
equilibrium scour depth under steady flow conditions have been intensively studied for a long time (Laursen, 
1963, Gill, 1972, Sturm and Janjua, 1993, Melville, 1997). The temporal variation of abutment-scour depth has 
been carried out by Tey (1984), Cardoso and Bettess (1999), Ballio and Oris (2000), Oliveto and Hager 
(2002), Coleman et al. (2003), Dey and Barnhuiya (2005), and Yanmaz and Kose (2009). Also, the study on 
time-dependent of pier-scour depth under unsteady flow conditions has been carried out by Kothyari et al. 
(1992), Briaud et al. (2001), Chang et al. (2004), Oliveto and Hager ( 2005). However, only limited study of 
abutment-scour under unsteady flows has been reported. 

 Therefore, the main objective of the present investigation is aimed to study the evolution of local 
abutment-scour depth under unsteady clear-water scour conditions. An attempt of this study is to develop a 
semi-empirical calculation scheme for the temporal variation of abutment-scour depth under unsteady flows at 
short abutments (rectangular/vertical wall, semi-circular, and trapezoidal/450 wing-wall abutments). 
Experiments were conducted for time variation of abutment-scour depth in uniform sediments under unsteady 
flows with clear-water conditions to validate the proposed model.  

 
2 EXPERIMENTAL SETUP AND PROCEDURE 

 The experiments were conducted in the Department of Civil Engineering at Rajarshi Shahu College of 
Engineering Pune. The tests were carried out in a glass-sided and stainless steel bottom open-channel tilting 
flume 8 m long, 0.3 m wide, and 0.3 m deep. The details of the flume are as shown in Figure 1. Three types of 
Perspex made abutment models, namely rectangular/vertical wall, semi-circular, and trapezoidal/450 wing-wall 
abutment, were employed in the study. The streamwise length (b) and the transverse length (L) of abutments 
are detailed in Figure 2. Two uniform sediments with median grain size (d50) =0.52 and 0.712 mm were used 
for the experiments. All the experiments were run under clear-water scour (V/Vc < 1, where V = average 
approach flow velocity, Vc = critical velocity) with unsteady flow conditions. Three types of hydrographs are 
having the same base period (td = 7 hours) and the same peak flow but different shapes, as shown in Figure 3, 
were considered in this study. The peak flow occurs at the 3rd, 4th and 5th hour for the Type I, Type II and Type 
III hydrographs, respectively. Type I has a steep rising limb and flat recession limb while Type III is reverse of 
Type I. Unsteady uniform flow was developed by regulating the inlet orifice and the tailgate simultaneously, 
and the desired stepwise hydrographs were attained. In addition, the range of flow intensity (V/Vc) for all runs  
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under each step was maintained between 0.7 and 0.85 so that the flow was always at clear-water condition 
(V/Vc < 1). Total eighteen experiments were conducted and the details are furnished in Table 1. As listed in 
Table 1, y = approach flow depth, dsf, m and dsf, c are the measured and calculated final scour depth after the 
hydrograph, respectively. 

 

 
Figure 1. Sketch of experimental flume system. 

 

    

 
Figure 2. Top view of abutment models. 

 

 
Figure 3. Three types of hydrographs used in this study. 
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Table 1. Summary of test conditions under clear-water with unsteady flow. 

Hydrograph  

type 

Abutment  

type 

d50 

 (mm) 

V 

(m/s) 

y 

(m) 

Observed  

dsf,m 

(m) 

Computed 

dsf,c 

(m) 

Type I 

Rectangular 
0.520 

0.20, 0.19, 0.22 0.09, 0.12, 0.18 

0.0265 0.0312 
0.712 0.0240 0.0264 

Semicircular 
0.520 0.0210 0.0234 
0.712 0.0210 0.0196 

Trapezoidal 
0.520 0.0250 0.0265 
0.712 0.0220 0.0223 

Type II 

Rectangular 
0.520 

0.20, 0.19, 0.21, 
0.22 

0.09, 0.12, 0.15, 
0.18 

0.0295 0.0332 
0.712 0.0265 0.0278 

Semicircular 
0.520 0.0235 0.0249 
0.712 0.0225 0.0209 

Trapezoidal 
0.520 0.0270 0.0282 
0.712 0.0245 0.0237 

Type III 

Rectangular 
0.520 

0.20, 0.22, 0.19, 
0.21, 0.22 

0.09, 0.10, 0.12, 
0.15, 0.18 

0.0295 0.0339 
0.712 0.0265 0.0281 

Semicircular 
0.520 0.0235 0.0255 
0.712 0.0220 0.0213 

Trapezoidal 
0.520 0.0260 0.0289 
0.712 0.0240 0.0241 

 
3 EVOLUTION OF ABUTMENT-SCOUR DEPTH 

The proposed abutment-scour model is similar to that presented pier-scour model by Hong et al. (2014). 
The data of rectangular/vertical-wall abutment-scour depth under clear-water with steady flow conditions 
collected from literatures are furnished in Table 2. Uniform sediment particles were used in each study, with 
sediment coarseness (L/d50) ranging from 26 to 844. Flow intensity (V/Vc) ranges from 0.59 to 0.99, while the 
flow shallowness ranges (y/L) from 0.07 to 4.0. Based on the parameter analysis, a regression formula is 
established to compute the abutment-scour depth under steady flow conditions: 
 
 

        
   

21
43

0 10
50

log
aa

aast
d R
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a F T

L L d
                                                           [1] 

 

 
 

where dst= temporal variation of abutment-scour depth, L = transverse length of abutment, y = flow depth, d50 
= median grain size, Fd = densimetric particle Froude number = V/(gd50)

0.5, with V = approach velocity, g’ = 
the relative gravitational acceleration = [(s-)/]g, s = density of sediment particle,  = density of fluid, g = 
gravitational acceleration, TR = t/tR = relative time, t = time, tR = reference time scale = LR/[(g’d50)

0.5], LR = 
L(2/3)y(1/3) and a0 to a4 = regression constants.  

 A schematic figure for the scour evolution under an unsteady flow condition with the method of 
superposition is plotted in Figure 4, and the corresponding calculating steps are as follows: 

(1) For the first flow discharge (Q1) of duration t1, the scour-depth evolution follows the red line (OA 
curve) under the steady flow condition. The final scour depth at t1 is denoted as ds1. 

When the flow discharge increases from Q1 to Q2, the scour-depth evolution changes to follow the blue 
line (AB curve) under the steady flow condition, and point C is the virtual origin for the scouring process. 
Because the scouring process can memorize the previous scour depth and because Q2 > Q1, the time (t*, 1) 
required for the scour depth to reach ds1 is less than t1. The corresponding scour-depth evolution from t1 to t2 is 
represented by the AB curve. To solve t*,1, one can use the intersection point A of OA curve and CB curve, 
and let dst1/L=k1[log10(TR1=t/tR1)]

a4 = dst2/L= k2[log10(t*,1/tR2)]
a4, then t*,1 can be obtained as  
 

 1 4
2 1( )

*,1 2 1[ 10 ]
ak k

R Rt t t t  . 

 
(2) Similar to the computing procedure mentioned in step 2, when the flow rate increases from Q2 to Q3 

(>Q2), the scour-depth evolution follows the green line under steady flow condition, and point E is 
the virtual origin for the scouring process. Because Q3 > Q2, the time (t*, 2) required for the scour 
depth to reach dst2 is less than t*, 1 + (t2 − t1). The corresponding scour-depth evolution from t2 to t3 is  
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shown by the BD curve.t*, 2 can be solved by using the same method as mentioned in step (2),  
 

   1 4
2 3( )

*,2 3 *,1 2 1 2[ 10 ]
ak k

R Rt t t t t t     

 
(3) Repeat the procedure until all of the subdivisions are completed. 
(4) Obtain the temporal variation of scour depth under unsteady flow conditions. 

 
Table 2. Summary of vertical-wall abutment scour under clear-water with steady flow conditions. 
Expt.  

Number 
L 

(cm) 
d50 

(mm) 
V/Vc y 

(cm) 
dsf,m 

(m) 
dsf,c 

(m) 
tm 

(min) 
KW-1 71.7 0.85 0.936 5 0.231 0.183 6944 
KW-2 31.4 0.85 0.936 5 0.157 0.138 3095 
KW-3 16.4 0.85 0.936 5 0.084 0.124 4904 
KW-4 16.4 0.85 0.864 10 0.171 0.135 1430 
CO-1 30 0.82 0.742 20 0.272 0.186 4740 
CO-3 30 0.82 0.742 20 0.112 0.172 2277 
CO-8 60 0.82 0.599 12 0.140 0.112 3711 

CO-14 60 0.82 0.557 20 0.274 0.128 4760 
CO-17 60 0.82 0.742 20 0.367 0.223 5571 
CO-23 30 0.82 0.848 20 0.266 0.239 4868 
CO-25 5 1.02 0.588 20 0.064 0.059 3698 
CO-30 5 1.02 0.731 10 0.079 0.076 4096 
CO-34 30 0.8 0.949 10 0.270 0.209 5285 
CO-37 5 0.85 0.989 20 0.182 0.180 5429 
CO-40 5 0.85 0.980 10 0.148 0.125 3713 
DB-1 8 0.26 0.950 20 0.127 0.136 6795 
DB-2 10 0.26 0.950 20 0.141 0.159 4164 
DB-3 10 0.52 0.950 20 0.176 0.147 3542 
DB-4 8 0.91 0.950 20 0.170 0.136 4205 
DB-5 6 1.86 0.950 20 0.188 0.206 3083 
DB-6 8 3.1 0.950 20 0.250 0.256 3976 
YK-1 12.5 1.8 0.777 8.9 0.126 0.133 360 
YK-2 12.5 1.8 0.777 8.3 0.123 0.128 360 
YK-3 12.5 1.8 0.741 7.5 0.118 0.106 360 
YK-4 12.5 1.8 0.713 6.8 0.116 0.097 360 
YK-5 12.5 1.8 0.682 6.1 0.105 0.084 360 
YK-6 12.5 1.8 0.640 5.3 0.074 0.069 360 
YK-7 10 1.8 0.777 8.9 0.120 0.125 360 
YK-8 10 1.8 0.751 8.3 0.115 0.114 360 
YK-9 10 1.8 0.741 7.5 0.110 0.105 360 

YK-10 10 1.8 0.713 6.8 0.097 0.092 360 
YK-11 10 1.8 0.682 6.1 0.078 0.080 360 
YK-12 10 1.8 0.640 5.3 0.050 0.065 360 
YK-13 5 1.8 0.777 8.9 0.083 0.089 360 
YK-14 5 1.8 0.751 8.3 0.073 0.079 360 
YK-15 5 1.8 0.741 7.5 0.062 0.070 360 
YK-16 5 1.8 0.713 6.8 0.053 0.060 360 
YK-17 12.5 0.9 0.985 5.2 0.095 0.100 360 
YK-18 12.5 0.9 0.899 4.4 0.066 0.077 360 
YK-19 10 0.9 0.985 5.2 0.089 0.094 360 
YK-20 10 0.9 0.899 4.4 0.063 0.073 360 
YK-21 5 0.9 0.985 5.2 0.062 0.059 360 

Note: References; KW-Kwan(1984), CO-Coleman et al. (2003), DB-Dey and Barbhuiya (2005), YK-Yanmaz and Kose 
(2009). 

 
 Coleman et al. (2003) reported that the flow shallowness (y/L) has the significant effect on the evolution 

of abutment scour depth, for obtaining the best regression result, the data shown in Table 2 were classified 
into three groups as: (1) y/L < 1, (2) 1  y/L < 2, and (3) 2  y/L. The coefficients of Eq. (1) based on the range 
of flow shallowness are listed in Table 3. In general, the R2-values for all range of flow shallowness are very 
good. 
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Figure 4. Method of superposition for computing the abutment-scour evolution under a stepwise hydrograph. 

 
Table 3.Summary of coefficients used in Eq. [1].

 Coefficients 1y L  1 2y L  2 y L

0a 0.209 0.100 0.022 

1a 0.263 0.424 0.700 

2a -0.427 -0.523 -0.469 

3a 1.857 2.168 2.274 

4a 1.269 1.594 1.938 

R-square 0.892 0.916 0.935 
 
4 RESULTS 
 
4.1  Comparison using data of steady flow 

 Figures 5-8 compare the experimental data of Kwan (1984), Coleman et al. (2003), Dey and Barbhuiya 
(2005), and Yanmaz and Kose (2009), respectively. The data were collected to include a wide range of 
approach flow depths, approach flow intensities, abutment length (only rectangular/vertical-wall abutment), 
and sediment sizes. The computed normalized temporal variations of abutment-scour depths (dst/L) with (t/tm) 
were plotted along with the corresponding measured normalized abutment-scour depths for comparison. In 
general, the agreement is not as good with the data of Kwan (1984). However, a good agreement was found 
between the observed and computed abutment-scour depths using the proposed model for the data of other 
investigators. In addition, in the initial period of scouring process (t/tm < 0.05), the proposed model gives very 
good agreements with the experimental data. This result is very useful for the calculation of scour depth under 
unsteady flow conditions. In general, for a certain unsteady flow, each flow discharge would not persist for a 
long period. If one would like to apply the concept of superposition method (see section 3), a good prediction 
for the initial period of scouring process is very important. Figure 9 compares the final abutment-scour depth 
under clear-water with steady flow conditions between the measured data and the calculated results using the 
proposed model. The dotted lines show the  25 % error boundaries, while the solid diagonal line shows the 
line of perfect agreement. For the data of Coleman et al. (2000), the proposed model underestimates the final 
scour depth (dsf,m/L < 1). However, for the data of Yanmaz and Kose (2009), the proposed model gives a 
comparatively good agreement as compared to the other data. In general, the proposed model fits well to the 
measured final scour depths. Hence, the accuracy of calculated result by the proposed model is considered to 
be reasonably good.  
 

 
Figure 5. Comparison of temporal variation of scour 
depth between the proposed model and the 
experimental data of Kwan (1984). 

 
Figure 6. Comparison of temporal variation of scour 

depth between the proposed model and the 
experimental data of Coleman et al. (2003). 
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Figure 7. Comparison of temporal variation of scour 

depth between the proposed model and the 
experimental data of Dey and Barbhuiya (2005).

 
Figure 8. Comparison of temporal variation of scour 

depth between the proposed model and the 
experimental data of Yanmaz and Kose (2009).

 

 
Figure 9.Comparison of final scour depth between the proposed model and the experimental data of KW 

(Kwan, 1984), CO (Coleman et al., 2003), DB (Dey and Barbhuiya, 2005), and YK (Yanmaz and Kose, 2009). 
 

 The shape of an abutment plays an important role on the equilibrium scour depth (Melville and Coleman, 
2000; Barbhuiya and Dey, 2004). For streamline abutments, such as semi-circular and 450 wing-wall 
abutments, induce weak vortices; while blunt bodies, such as vertical-wall abutment, generate strong vortices 
causing deeper scour depth, according to the experimental data of Laursen and Toch (1956), Liu et al. (1961), 
Garde et al. (1961), and Wong (1982). Melville and Coleman (2000) used shape factor to account for the 
effect of the shape of abutments on equilibrium scour depth. The vertical-wall is the simplest shape of an 
abutment and used as reference (shape factor = 1). Melville and Coleman (2000) gave the suggested shape 
factors for 450 wing-wall and other type of abutments (shape factors ranges from 0.45 - 0.75). However, the 
shape factor for different types of abutments on the temporal variation of scour depth has not been discussed. 

 Figures 10-13 compare the experimental data of Ballio and Oris (2000), Dey and Barbhuiya (2005) and 
Tey (1984), respectively. The data includes the temporal variations of scour depths at vertical-wall 
(rectangular), semicircular, and 450 wing-wall abutments. The data were not included in the regression 
analysis, as discussed in previous discussion.  

 The coefficients used in Eq. [1], listed in Table 3 were not changed, except for trapezoidal and 
semicircular abutments. For trapezoidal abutment (450 wing-wall abutment), the coefficient ao, rec is adjusted 
as a0, trap = 0.85ao, rec, while for semicircular abutment, the coefficient ao, semi is adjusted as a0, semi = 0.75ao, 

rec.This is similar to the result as reported by Melville and Coleman (2000) and Dey and Barbhuiya (2005). For 
the same transverse, abutment length (L) approaches flow (y, V) and bed sediment (d50) conditions, the 
abutment scour depth in sequential order is ds,rec > ds,trap > ds,semi, this result is the same as Melville and 
Coleman (2000). It is because the abutment scour depth is mainly depended on shape of the abutment. As 
shown in Figures 10-13, in general, the comparison shows a good agreement between computed and 
experimental data. The accuracy of the calculated result is reasonably good. The proposed model for the 
temporal variation of abutment-scour depth under clear-water with steady flow conditions thus allow a wide 
range of flow intensity, flow shallowness,  sediment coarseness, and abutment dimensions related to the 
evolution of abutment scour. In the next section, for the comparison of abutment scour depth under unsteady 
flows, the coefficients were kept the same as previous mentioned, details will also be discussed.  
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Figure 10. Comparison of scour evolution at a 

vertical-wall abutment between the proposed model 
and the experimental data of Ballio and Oris (2000).

 

 
Figure 11. Comparison of scour evolution at a 

semicircular abutment between the proposed model 
and the experimental data of Dey and Barbhuiya 

(2005). 

 
Figure 12. Comparison of scour evolution at a 450 
wing-wall abutment between the proposed model 
and the experimental data of Dey and Barbhuiya 

(2005).

 
Figure 13. Comparison of scour evolution at a 450 
wing-wall abutment between the proposed model 

and the experimental data of Tey (1984).

 
4.2 Comparison using data of unsteady flow 

 From the observation of the unsteady flow experiments, it was found that the abutment-scour depth 
increases steadily during the rising limb of the hydrograph, and reaches the maximum at peak flow and then 
remains unchanged during the recession period. Furthermore, for the same hydraulic and sediment properties, 
the abutment-scour depth varies with the shape of abutment. The magnitude of the abutment-scour depth is in 
the order of vertical-wall (rectangular) abutment, 450 wing-wall (trapezoidal) abutment, and semicircular 
abutment, as shown in Figure 14.The experimental results really make sense. The blunt obstruction produces 
feeble-strength vortices, causing shallow scour depth as compared with the scour depth caused by the 
vortices induced by sharp-wall obstacles.  

 

 
Figure 14. Comparison of the scour evolution for different shape of abutment under                                    

Type I stepwise hydrograph. 
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The simulations of abutment-scour evolution under stepwise hydrographs are carried out using the 
method described in section 3. The computed results are shown in Figures 15-17 for Type-I, Type-II, and 
Type-III hydrographs, respectively, together with the experimental data. For each type of hydrograph, three 
types of abutments, namely vertical-wall (rectangular), semi-circular, and 450 wing-wall (trapezoidal) 
abutments are used. As seen from these figures, reasonably good agreements between the computed results 
and the experimental data indicate that the proposed method can be applied to the calculation of abutment 
scour under unsteady flows. For the practical purpose, the final scour depth for a given hydrograph is also 
important. Figure 18 shows the comparison between the computed and measured final scour depth for 
different type of hydrographs, indicating acceptable agreement of the proposed model results with the 
experimental data. All computed final scour depths under unsteady flows fall within  25 % error boundaries. 
Hence, the proposed model can predict the abutment scour depth remarkably well under unsteady clear-water 
flow conditions. 
 

 
Figure 15.Comparison of computed and measured abutment-scour evolution under Type-I stepwise 

hydrograph. 
 

 
Figure 16.Comparison of computed and measured abutment-scour evolution under Type-II stepwise 

hydrograph. 
 

 
Figure 17.Comparison of computed and measured abutment-scour evolution under Type-III stepwise 

hydrograph. 
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Figure 18. Comparison of final scour depth under unsteady flow conditions  

between the proposed model and the present-experimental data. 
 
5 CONCLUSIONS 

 A semi-empirical model was proposed for estimating the temporal variation of abutment scour at three 
types of abutments, namely rectangular/vertical wall, semi-circular and trapezoidal/450 wing-wall abutments in 
uniform sediments under clear-water conditions with steady and unsteady flows. The development of 
proposed model only uses the data of rectangular/vertical wall abutment scour under steady flow conditions. 
After adopting the shape correction factor, the proposed model on the time-dependent scour depth can be 
employed to semi-circular and trapezoidal/450 wing-wall abutments. Furthermore, on the basis of the 
superimpose concept, the proposed model was applied to compute the temporal variation of abutment scour 
depth at three types of abutments under unsteady flows. The comparisons between the experimental data and 
the calculated results are reasonably acceptable. It was demonstrated that the proposed model is accurate, 
practical and suitable for computing time-dependent scour depth at rectangular/vertical wall abutments and 
thus may be used in the bridge closure for practical purpose.  
 
ACKNOWLEDGMENTS 

 The financial support from the Ministry of Science and Technology, Taiwan, under Grants MOST 105-
2625-M-492-014 and All India Council for Technical Education (AICTE), New Delhi, India are highly 
appreciated. 
 
REFERENCES 
Ballio, F. & Oris, E. (2000). Time Evolution of Scour around Bridge Abutments. Water Engineering Research, 

2(4), 243-259. 
Barbhuiya, A.K. & Dey, S. (2004). Local Scour at Abutments: A Review. Sadhana, 29(5), 449-476. 
Briaud, J.L., Chen, H.C., Kwak, K.W., Han, S.W. & Ting, F.C.K. (2001). Mutiflood and Multilayer Method for 

Scour Rate Prediction at Bridge Piers. Journal of Geotechnical and Geoenvironmental Engineering, 127(2), 
114-125. 

Cardoso, A.H. & Bettess, R. (1999). Effects of Time and Channel Geometry on Scour at Bridge Abutments. 
Journal of Hydraulics Engineering, A.S.C.E., 125(4), 388-399. 

Chang, W.Y., Lai, J.S. & Yen, C.L. (2004). Evolution of Scour Depth at Circular Bridge Piers. Journal of 
Hydraulics Engineering, A.S.C.E., 130(9), 905-913. 

Coleman S.E., Lauchlan C.S. & Melville B.W. (2003).Clear-Water Scour Development at Bridge Abutments. 
Journal of Hydraulics Research, 41(5), 521-531. 

Dey, S. & Barbhuiya, A.K. (2005). Time Variation of Scour at Abutments. Journal of Hydraulics Engineering, 
A.S.C.E., 131(1), 11-23. 

Garde, R.J., Subramanya, K. & Nambudripad, K.D. (1961). Closure of ‘Study of Scour around Spur-Dikes’. 
Journal of Hydraulic Div., A.S.C.E., 98, 1587-602. 

Gill, M.A. (1972). Erosion of Sand Beds around Spur Dikes. Journal of Hydraulics Div., A.S.C.E., 98(9), 1587-
1602. 

Hong, J.H., Chiew, Y.M. & Yeh, P.H. (2014.) Comparisons of Time-Dependent Pier-Scour Models under 
Unsteady Flow Conditions, 7th International Conference on Scour and Erosion, Perth, Australia, 473-481. 

Laursen, E.M. (1963). Analysis of Relief Bridge Scour. Journal of Hydraulics Div., A.S.C.E., 89(3), 93-118. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1208 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

Laursen, E.M. & Toch, A. (1956). Scour around Bridge Piers and Abutments, Iowa Highways Research Board, 
4. 

Liu, S.Y., Chang, F.M. & Skinner, M.M. (1961). Effect of Bridge Construction on Scour and Backwater, CER 
60 HKL 22, Colorado State University, Civil Engineering Section, Fort Collins, Colorado. 

Kothyari, U.C., Garde, R.J. & Ranga Raju, K.G. (1992). Temporal Variation of Scour around Circular Bridge 
Piers. Journal of Hydraulics Engineering, 118(8), 1091-1106. 

Kwan, T.F. (1984). Study of Abutment Scour, Report No. 328, School of Engineering, The University of 
Auckland, New Zealand.  

Melville, B.W. (1997). Pier and Abutment Scour - An Integrated Approach. Journal of Hydraulic Engineering,  
A. S. C. E., 123(2), 125-136. 

Melville, B.W. & Coleman, S.E. (2000). Bridge Scour. Water Resources Publication, LLC. Colorado, U.S.A., 
550. 

Oliveto, G. & Hager, W.H. (2002). Temporal Evolution of Clear Water Pier and Abutment Scour. Journal of 
Hydraulics Engineering, A.S.C.E., 128(9), 811-820. 

Oliveto, G. & Hager, W.H. (2005). Further Results to Time-Dependent Local Scour at Bridge Elements. 
Journal of Hydraulics Engineering, A.S.C.E., 131(2), 97-105. 

Sturm, T.W. & Janjua, N.S. (1993). Bridge Abutment Scour in a Flood Plain. Proceeding of National 
Conference on Hydraulic Engineering, A.S.C.E., San Francisco, California, U.S.A., 767-772. 

Tey, C.B. (1984). Local Scour at Bridge Abutments, Report No. 329, School Of Engineering, University of 
Auckland, New Zealand. 

Yanmaz, A.M. & Kose, O. (2009). A Semi-Empirical Model for Clear-Water Scour Evolution at Bridge 
Abutments. Journal of Hydraulic Research, 47(1), 110-118. 

Wong, W.H. (1982). Scour at Bridge Abutments, Report No. 275, School Of Engineering, University Of 
Auckland, New Zealand.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1209



           

 

 
NUMERICAL INVESTIGATION OF STEP DIMENSIONS IMPACT OVER GABION 

STEPPED SPILLWAYS 
 
 

ALI ADEL ZUHAIRA (1), HARSHINIE KARUNARATHNA(2) & DOMINIC E. REEVE(3) 

                                                                     
(1, 2 3) Energy & Environment Research Group, College of Engineering, Swansea University, Swansea, United Kingdom 

e-mail:801288@swansea.ac.uk; h.u.karunarathna@swansea.ac.uk; d.e.reeve@swansea.ac.uk 
 
 
ABSTRACT 
 
Energy dissipation is one of the most important issues in spillway design as the downstream water flow can be 
highly energetic, which may lead to the creation of a scour hole in the downstream region. As a means of 
dissipating energy, stepped spillways can be used. The presence of steps can generate greater flow 
turbulence dissipating more energy than other types of spillway such as ogee spillways. Gabion stepped 
spillways are one type of stepped spillway which can offer low construction costs, flexibility, porosity and noise 
reduction. A 2D numerical model, NEWFLUME, is implemented in this study to simulate flow over different 
types of gabion spillways. The model is an open source code that solves the Reynolds-Averaged Navier-
Stokes equations using a Volume of Fluid technique. A validation of the model is conducted against the 
experimental data, and good agreement has been found. The model is then set up to investigate a wider 
range of spillway conditions. Flows over gabion spillways with three different step heights (0.06m, 0.09m and 
0.12m) and three different slopes for each step size (1V:2H, 1V:2.5H and 1V:3H) are investigated. All spillway 
types are tested with same initial conditions to evaluate the energy dissipation over the gabion steps. The 
initial results showed that energy dissipation varies with spillway slope and this quantity will play a vital role in 
the effective design of gabion stepped spillways. 
 
Keywords: Stepped spillways; gabion; energy dissipation; numerical simulation. 
 
 
1 INTRODUCTION 

Spillways are the structures located in dams to release any excess water during rainy seasons. During 
the last few decades, there has been a noticeable increase in flooding frequency around the world. Andre 
(2004) claimed that about 40% of embankment dams around the world, not including China, with heights less 
than 30 m are damaged due to overtopping. Therefore, it is crucial to reduce the impact of flooding on dam 
safety and releasing flood waters via spillways is one way to achieve this. Spillways must be designed to be 
able to discharge the excess water which accumulates during the flooding season (Kositgittiwong, 2012). 
Many existing embankment dams experience overtopping because they were built at a time when 
computational modelling and measuring techniques of hydrological data were limited (Andre, 2004). 
Moreover, changes in land use and rainfall patterns have altered catchment hydrology.  

A gabion is a basket that may be filled with gravel, cobbles, stones or rocks depending on the purpose of 
construction. Gabions have been used in China and Egypt since the middle of the 1800s, if not before. 
Gabions have been used for various purposes such as river bed protection, bank stabilization and retaining 
walls. Depending on the water discharge, three types of flow can occur over a gabion stepped spillway: nappe 
flow when the discharge of water is low; skimming flow when the discharge is high; and transition flow which 
might be observed when the discharge is between the nappe flow and skimming flow (Chanson, 1994). The 
nappe flow regime can be recognized by three features: firstly, free falling nappe at each step (series of free 
falling flows); secondly, air bubbles can appear in the pool step when the water are recirculating (Andre, 
2004); finally, a partial or full hydraulic jump may be noticed in some cases at the downstream of the 
impacting point of the jet on each step. The free surface appearance of transition flow is different from the 
skimming flow and nappe flow because the water splashing is greater than the step height by 3-8 times and 
that could be clearly seen at the downstream of the inception point (Andre, 2004). Skimming flow can be 
identified when the water flows down over stepped spillway and all of the cavities are filled with water. Thus, 
the water flow looks like a coherent stream above the pseudo-bottom (a line formed by hitting the external 
edge of the steps). There are two flow regimes over the gabion stepped spillways; the first regime is called the 
non-aerated regime where cavitation damage might be observed because of the absence of air entrainment. 
The second regime is called the aerated regime, where the air entrainment can be observed, (Andre, 2004; 
Chanson, 1994), and the potential for cavitation damage is greatly reduced.  
 
2 BACKGROUND 

Many studies have been conducted to investigate the energy dissipation over stepped spillways; some of 
these studies were done experimentally through the construction of physical models of stepped spillways such 
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as Sorensen (1985), Chanson (1994), Boes (1999), Matos (2000), Fratino and Piccinni (2000), Chanson 
(2002), Andre (2004), Barani et al. (2005) and Hunt and Kadavy (2010). Different instruments to measure the 
velocity have been used in those studies. It is important to mention that all of them were conducted without 
gabions; however, some of these studies were under nappe flow conditions and some of them under 
skimming flow conditions. Important conclusions arising from these studies include: 

 Energy dissipation is dependent on the chute length and type of flow; for instance, the amount of 
energy dissipation under nappe flow conditions for a short chute is greater than for skimming flow, 
whereas a long chute can dissipate more energy under skimming flow conditions; 

 Increasing the discharge for a certain configuration will decrease the energy dissipation; 
 The number of steps, step height and spillway slope can affect the energy dissipation. 

Many numerical studies have been conducted on the energy dissipation over stepped spillways such as 
Tabbara et al. (2005) who studied the energy dissipation by using ADINAA software which uses finite element 
technique to discretise the equation and a K-ɛ turbulence sub-model.  Abbasi and Kamanbedast (2012) 
produced a new numerical model which is based on the turbulent Navier-Stokes equation to investigate the 
sensitivity of the step dimension on the energy dissipation. They solved the governing equation using the 
Finite Volume method (3D) and a k-ɛ turbulence sub-model on a structured grid with a volume of fluid 
technique (VOF) to capture the free surface.  

Regarding gabion stepped spillways (Figure 1), published results have all been conducted 
experimentally. For example, Stephenson (1979) performed a study on the energy dissipation over stepped 
gabion of two to four steps with four different slopes 1/1, 1/2, 1/3 and 2/3. Peyras et al. (1992) conducted an 
experimental study to investigate the energy dissipation over stepped gabion weirs. Kells (1994) studied 
experimentally the energy dissipation over a stepped gabion weir when the critical depth of the discharge is 
increasing or decreasing over the crest. Shafai-Bajestan and Kazemi-Nasaban (2011) investigated the energy 
dissipation over gabion stepped spillways and its influence on the dimensions of the scour hole at the end of 
spillway. Wüthrich and Chanson (2014) carried out a laboratory study to investigate the characteristics of flow 
and Zhang and Chanson (2014) reported on results of a study of the effect of air entrainment on gabion 
stepped spillways. 

In contrast to the case of stepped spillways, there is a dearth of numerical studies of flow over porous 
gabion stepped spillways. As such there is little scientific understanding of the effect of gabion step 
dimensions and the presence of porous media on energy dissipation; and this provides the motivation for this 
paper. 
 

 
Figure 1. Gabion stepped weir at Robina (Wüthrich and Chanson, 2014). 

 
3 NUMERICAL MODEL  

As the flow in this study contains elements that are sub-critical, supercritical and highly turbulent, a code 
that solves the Reynolds-Averaged Navier-Stokes equations with a turbulence sub-model was selected. The 
NEWFLUME code, (Lin & Xu, 2006), is used because it solves the Reynolds-averaged Navier-Stokes 
equations in two dimensions, (2DV), on a fixed grid employing a volume of fluid method to capture the free 
surface. The model also permits areas of porous media to be defined and solves the appropriate flow 
equations in these areas. The reader is referred to Lin & Liu, (1998a) and Lin & Xu, (2006) for further details of 
the numerical implementation. The Reynolds equations for an incompressible fluid are used as the governing 
equation of the mean motion of a turbulent flow (Lin and Xu, 2006): 
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where, 
 〈ui〉 the mean velocity in the i directions (ms-1) 
 〈P〉	mean pressure (KNm-2) 
		ૉ fluid density (Kgm-3)   
 gi gravitational acceleration in the i direction (ms-2ሻ	
	ૄ molecular viscosity (m2s-1) 
	〈ui

 uj
 〉			Reynolds stress (KNm-2) 
Reynolds stress has been calculated by using a nonlinear viscosity model. This model uses mean 

velocity, turbulence kinematic energy (k) and dissipation rate of turbulence (ɛ). The k- ɛ transport equation is 
used to calculate the last two parameters k and ɛ, (Lin and Xu, 2006), as follows: 
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where, 
σk, σɛ,c1ɛ and c2ɛ  are empirical coefficients (unitless) 

vt and v=
cd* k2

ɛ
   are kinematic and eddy viscosity m2s-1  

and cୢ is a coefficient.  
For free surface tracking, the NEWFLUME model uses the volume of fluid method. The VOF equation for 

incompressible flow is 
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where, 
F is volume of fluid function and refers to the fraction fluid in the cell. For instance,  
F=1 means that the cell is completely full, 
F=0 means that the cell is empty,  
F between 1 and 0 means that the fluid surface lies within the cell. 

The mean flow in porous media is governed by 
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where,  
n porosity of the porous medium,  
CA, ap and bp are coefficients of the porous medium, and the subscript K refers to the summation of velocities 
in two directions. 
 
4 VALIDATION  

Since the main purpose of this work is to simulate flow over gabion stepped spillways, numerical model 
validation was conducted against the experimental work of Wüthrich and Chanson (2014). Their test section 
consists of a broad crested weir with length 1.01m and height 1.0m, followed by ten identical impervious steps 
with height 0.1m and length 0.2m.  Gabion steps were installed over the impervious steps, which are made 
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from marine plywood, with 0.1m height and 0.3m length. The gravel inside the gabions had a D50 of 0.01m. 
The porosity ranged from 0.35 to 0.4. 

The same experimental details were established in the numerical model and the mesh size was set to 
0.01m and 0.005m in the x-direction and y-direction respectively. The depth of the initial water was set to 1.4 
m in order to achieve the required discharge. The discharge has been calculated by determining the critical 
section over the broad crested weir from an estimation of the Froude number. To ensure numerical stability, 
the initial time step was set to 0.001s and the total time for the simulation was 24s. As in the experimental 
works, all of the boundaries were closed except the right boundary which was open. Finally, the porosity of the 
gravel particles was fixed to 0.375 representing the average value used in the experimental study.           

The fluid was initially at rest. The barrier at x = 9m was removed instantaneously and the resulting flow 
computed. The time needed to achieve the skimming flow was 2.848s (Figure 2).  Four different discharges 
were used for comparison. The discharge value was calculated by multiplying the water depth at the critical 
section over the broad crested weir by the velocity at that point, (Chow, 1959). To determine the critical 
section, the Froude Number was calculated and it should be equal to 1 at the critical section. The Froude 
Number is defined as: 
 

                                                                        
Yg

VFr


                                                      [8] 

 
where, 
V: velocity (ms-1) 
Y: water depth (m) 
g: gravitational acceleration (ms-2) 
 

 
Figure 2. Free surface of skimming flow at 2.848s. 

 
According to Husain et al. (2014), the location of the inception point may be estimated from the 

assumption that the inception point represents the intersection point between the free surface water and the 
point where the velocity equal to 99% of the maximum velocity over the pseudo-bottom (Figure 3). Also, it can 
be defined by that point where the depth of the turbulent boundary layer equals to the water depth. Therefore, 
inception point represents the point where the turbulent velocity near the flow surface is high enough to eject 
water slugs into air (Andre, 2004).  

Chanson (2002) report that the length of the non-aerated zone might be affected by three important 
factors: discharge, step height and chute slope. Andre (2004) claimed that one of the important benefits of 
using steps to increase the roughness of the spillway which consequently will accelerate the growth of the 
turbulent boundary layer. This will increase the opportunity to have the inception point closer to the upstream 
weir. Minimising the length of the non-aerated zone is significantly important as that will reduce the probability 
to achieve cavitation damage which might be observed due to the absence of air entrainment. Results from 
the four experiments are summarised in Table (1); the results reveal good agreement between the numerical 
and experimental work. 
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Figure 3. Inception point location for the second experiment at 5.936s. 

 
A comparison of the measured and computed velocity profiles is shown in Figure 4 for the third 

experiment. This show the velocity profiles on steps 8 to 10, all the values of velocity profiles were divided by 
Vc and Yc to present them in dimensionless form, Vc and Yc represent the velocity and the depth of the water 
at the critical section. There are differences in the velocity values near the gabion surface, however, the 
results agree closely towards the top of the velocity profile where the maximum velocity is achieved. The 
average value for the root mean square error and the correlation coefficient of the three profiles was 0.32 and 
0.991 respectively. 

It should be noted that due to the absence of measurements of velocity profiles in the non-aerated zone, 
the comparison with the numerical results was conducted against velocity profiles in the aerated zone. 
Therefore, discrepancies are expected in the profile as the numerical model simulates single phase flow in 
which air entrainment is not considered while the velocity profiles were measured where air entrainment is 
present.  

Overall, the discrepancies at the bottom of the profile are not entirely unexpected. They could arise from 
the intrinsic limitation of the measurement methods and equipment and also from the limitations of the 
computational model which simulates single phase flow and in two-dimensions (2D). Work by Kalal et al. 
(2014) states that the k-ɛ model underestimates the turbulent quantities, which results in underestimation of 
the power number computed from the integral of the turbulent dissipation rate. However, current design uses 
the peak value of the velocity, normally located near the top of velocity profiles, and the numerical results 
reproduce the observed maximum velocities with a relative error of less than 5%, (Figure 4). The numerical 
code has given an acceptable level of accuracy considering all the points mentioned earlier, and in particular 
has reproduced the observed location of the inception point very well.     
       

Table 1. Comparison between the inception point location in the experiment and numerical results.  
Experiment 

Number 
Time(s) Discharge (m2s-1) Inception point location 

(Wüthrich & Chanson 2014) 
Inception point location 

(Computed) 
1 5.568 0.114 Step 8 to step 9 At the end of step 8 
2 5.984 0.095 Step 7 to step 8 At the end of step 7 
3 6.432 0.076 Step 5 to step 6 At the end of step 5 
4 7.008 0.059 Step 5 At the middle of step 5 
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Figure 4. Comparison between the velocity profiles of the experimental results (red circles) 

and numerical results (blue squares) of the second discharge. 
 
5 STEP CONFIGURATION IMPACT   

Three different step heights and different widths were tested with the numerical code to investigate how 
the step configuration can affect the energy dissipation over gabion stepped spillways. Step widths were set to 
give spillway slopes of 1:2, 1:2.5 and 1:3. The porosity and the grain size for the gabions were fixed to the 
values p=0.35 and D50=0.005 as the purpose of this study was investigated the effect of slope on the energy 
dissipation. 

In the numerical model, stepped spillways with 0.06 m step height were located at 7.5 m while the weir 
was placed at 6.9 m with length 0.6 m, (Figure 5). Stepped spillways with 0.12 m and 0.09 m step height were 
positioned at distance 8 m from the boundary edge, while the weir of 0.6 m length was placed at a distance of 
7.4 m, (Figure 6 and 7). 

The initial water depth was 1.58 m, 1.7 m and 1.8 m for 0.12 m, 0.06 m and 0.09 m step height 
respectively; so that the contents of the upstream tank was sufficient to achieve the required discharge and to 
allow transients to dissipate. As mentioned above that the gabion stepped spillways were located in different 
positions and also with different values of initial water depths, this is because the numerical tests have 
established in dam break conditions; therefore, it is important to set both of them in a way to achieve all the 
required discharge and to diminish the wavy free surface in the upstream tank. 

The total simulation time was set to 15s for 0.12m step height, 16.5s for 0.09m step height and 18s for 
0.06m step height. The time step was taken as 0.0001s to satisfy the stability criterion in all cases. The mesh 
sizes in the x- and y-directions were 0.01m and 0.005m respectively for 0.09m and 0.12m step height, 
however, for 0.06m step height, it was chosen as 0.0075m in the x-direction and 0.003m in the y-direction in 
order to maintain numerical stability. The model domain has closed boundaries except the right-hand 
boundary which was set as an open boundary to let the water exit the flume.  
 

 
Figure 5. Gabion stepped spillway with 0.06 m step height. 
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Figure 6. Gabion stepped spillway with 0.09 m step height. 

 

 
Figure 7. Gabion stepped spillway with 0.12 m step height. 

 
As mentioned earlier, energy dissipation represents the most important parameter over gabion stepped 

spillways as the energy gained through loss of head can lead to severe scouring downstream of the spillway. 
Turbulent kinetic energy (TKE) is associated with eddies in the turbulent flow so there is a direct relation 
between the energy dissipation and TKE. For instance, when the eddy energy increases in turbulent flow due 
to one of the effective parameters such as fluid shear or friction, high values of TKE are expected and that 
could lead to an increase in the energy dissipation. The turbulent kinetic energy was computed directly from 
the instantaneous velocities over the whole domain. Figures 8, 9 and 10 show the variation of the turbulent 
kinetic energy over the whole domain as a function of time and slope for each of the three different step 
heights. 

 

 
Figure 8. TKE of gabion stepped spillway with 0.06 m step height for three different slopes. 
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Figure 9. TKE of gabion stepped spillway with 0.09m step height for three different slopes. 

 

  
Figure 10. TKE of gabion stepped spillway with 0.12 m step height for three different slopes. 

 
All plots show a similar morphology: from being initially at rest the fluid gradually accelerates down the 

spillway resulting in a rise in the TKE (Turbulent Kinetic Energy). There are some fluctuations in TKE as 
skimming flow establishes and it gradually reduces as the head in the upstream tank falls towards the level of 
the weir. In all the step heights, slope 3.0 always gives the best results in comparison with slope 2 and slope 
2.5. In Figure 9, TKE value of slope 3.0 is around 0.16 and it’s around 0.14 and 0.12 for slopes 2.5 and 2 
respectively, considering the same initial conditions these differences in TKE values are quite high, thus slope 
can consider as one of the crucial parameters which can affect the energy dissipation. The same differences 
are captured for step heights 0.06m and 0.12m and reinforce the conclusion above. 

Comparisons were conducted for each individual step height as slope impact represents the main 
interest in the present work. However, it is important to highlight that the peak values for the step heights are 
different, as can be seen from Figures 8, 9 and 10; the maximum values for TKE are around 0.139, 0.16 and 
0.117 for 0.06m, 0.09m and 0.12m respectively. The reason for that is due to the differences in the initial 
conditions such as the initial water depth and the location of the spillway. The time at which the peak value of 
TKE occurs is also connected to the initial water depth; therefore, 0.09m step height has reached the peak 
value earlier than 0.12m step height due to differences in the initial water depth. 
 
6 CONCLUSIONS 

The hydraulic performances in terms of energy dissipation of different heights and slopes of gabion 
stepped spillways have been investigated using an advanced computational model. High energy flow can 
cause many problems in the downstream area of spillways, such as erosion and scour. As a result, it is 
important for design to promote energy dissipation to mitigate these effects. Gabion stepped spillways offer 
one potential solution. The computational model was used to simulate the flow over gabion stepped spillways. 
The model has been successfully validated against the experimental results of Wüthrich and Chanson (2014). 

The validated model was used to test the impact of slope on turbulent kinetic energy levels. The results 
showed that the energy dissipation over gabion stepped spillways is sensitive to the slope. The reason for this 
is postulated to be that the contact area with rough horizontal part of the steps increases as the slope of the 
spillway becomes shallower, and this has an impact on turbulence generation.  
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We can conclude that the energy dissipation of gabion stepped spillways has a similar behaviour to 

normal stepped spillways in that it is sensitive to step dimension in both cases. A comparison study between 
the performance of normal stepped spillways and gabion stepped spillways is currently underway by the 
authors to investigate the impact of gabions on energy dissipation.     
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ABSTRACT 

This work deals with a brief evaluation of the performance of the computational fluid dynamics (CFD) model, 
shallow water equations (SWE) model and analytical solution for predicting the water surface profiles of 
supercritical bend flows and the demonstration of the 3D characteristics of the velocity field and wall shear 
stress along a bend. Numerical simulations on supercritical bend flow are performed in this study using a 3D 
CFD model that solves the three-dimensional Reynolds-averaged Navier-Stokes equations using the finite-
volume method. The volume of fluid (VOF) method is used to track the free water surface. The obtained outer 
and inner wall wave profiles, maximum and minimum depths and first wave crest and trough locations using 
the CFD model are successfully validated against laboratory measurements. A good agreement is also found 
between the CFD predictions and the analytical solutions for the free surface profiles. The CFD model 
appears to be more robust than the SWE one in reproducing the flow field for large approach Froude 
numbers. Velocity characteristics along the bend are captured by the CFD model, which are consistent with 
observations in physical model. The CFD simulation shows zones of high shear stress along the outer wall 
responding to each wave crest and ones on the bed located between two wave crests.  

Keywords: Supercritical bend flow; RNG k–ε model; free surface profile; velocity field; shear stress. 

1 INTRODUCTION 
The study of free-surface flow in bends is a relevant topic in engineering practice. A bend is an important 

element in chutes, whose presence is unavoidable in open channel designs. For channels with a considerable 
curvature, the selection of wall height depends on the maximum flow depth and its location. The supercritical 
flow pattern around a curve is complex because cross waves are generated at changes of channel alignment, 
size or shape (Hager et al. 1994). The streamlines of supercritical flows are curvilinear and interwoven along a 
bend, resulting in cross waves. Furthermore, the centrifugal force acting on the flow around a bend produces 
a unique feature known as super-elevation (Chow 1986). Since flows in channel bends were first analyzed by 
Ippen and Knapp (1936), it has been extensively studied theoretically, experimentally and numerically in 
recent decades.  

Analytical relationships for the extremum wave heights and locations of shock wave that is produced 
along a bend were proposed by Knapp and Ippen (1938) and by Ghaeini-Hashemi and Tahershamsi (2009). 
Supercritical flow in bends has also been studied experimentally (Poggi 1956, Marchi 1988, Reinauer and 
Hager 1997, Beltrami et al. 2007). Due to the cost and time requirements of laboratory studies, investigators 
attempt to apply the numerical models to the analyses of the features of supercritical bend flow. 

The classical, widely used shallow water equations (SWE), which are based on the restrictive hypotheses 
of hydrostatic pressure distribution along each vertical and negligibility of the acceleration along the vertical 
direction (Liggett 1994), was adopted by Valiani and Caleffi (2005), Ghaeini-Hashemi et al. (2011) and 
Jaefarzadeh et al. (2012). The limits of the SWE formulation was observed by Valiani and Caleffi (2005), such 
as systematic underestimation of computed maximum water depths with respect to measured values and 
systematic increasing of the same underestimation with an increasing relative curvature and undisturbed 
Froude number of the flow. Fully three-dimensional (3D) models are required to accurately represent the flow 
field in bends. 3D simulation on the turbulent flow in S-shaped chutes was conducted by Ye et al. (2006) using 
a k–ε turbulence model. Montazeri-Namin et al. (2012) used the FLUENT software package to simulate the 
water surface profiles along a bend. The aforementioned numerical simulations on supercritical bend flow 
focus on water surface profiles. However, velocity field and wall shear stress are seldom involved, which are 
important as the same as water surface profiles in bend designs. 

Herein, numerical simulations on supercritical bend flow were performed using a 3D computational fluid 
dynamics (CFD) model. The aims of the present work are to: (1) briefly evaluate the performance of the CFD 
model, SWE model and analytical solution for predicting the water surface profiles of supercritical bend flows; 
and (2) demonstrate the 3D characteristics of the velocity field and wall shear stress along a bend. 
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2 SELECTED EXPERIMENTAL DATA SETS 

A significant experimental study on three horizontal, smooth and rectangular channel bends was 
conducted by Reinauer and Hager (1997). The experimental data obtained in channel I was selected for 
comparison with numerical simulations, because the main experiments were conducted in this channel. The 
geometrical characteristics of channel I was: bend radius = 3.607 m, bend angle = 51° and channel width = 
0.25 m. The flow depth at the inlet of channel I was 0.05 m, and the approach Froude numbers were between 
1.42 and 4.84. 
 
3 MODEL DESCRIPTION 

The CFD solver ANSYS FLUENT version 6.3.26, a commercial computational fluid dynamics package 
used to simulate the supercritical bend flow in the present study, solves the three-dimensional Reynolds-
averaged Navier-Stokes (RANS) equations for incompressible flow. The governing equations are solved in 
FLUENT using the control volume method; and they are integrated over each control volume to construct 
discretized algebraic equations for the dependent variables. These discretized equations are linearized using 
an implicit method. 

 
3.1 Governing Equations 

The Reynolds-averaged conservation equations for mass and momentum for an incompressible fluid can 
be expressed respectively as (Ferziger and Peric 2002) 

Continuity equation: 
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 are the Reynolds-averaged velocities, xi and xj are the Cartesian coordinate axes; ρ is the 

fluid density; t is the time; and μ is the molecular viscosity. The variable p represents the Reynolds-averaged 

pressure and 
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 denotes the Reynolds stress or sub-grid-scale Reynolds stress 
components. 
 
3.2 Turbulence model 

In the present work, the RNG-based k–ε model, which is derived from the Navier-Stokes equations using 
a mathematical technique called “renormalization group” theory (Yakhot and Orszag, 1986), is utilized for 
turbulence closure. It consists of the following two transport equations for an incompressible fluid: one for the 
turbulent kinetic energy k and the other for its dissipation rate ε: 

 

 
( )( )    

   
        

i
k eff k

i i i

u kk k
G

t x x x
 [3] 

 
2

*
1 2

( )( )
  

      
   

        
i

eff k
i i i

u
C G C

t x x x k k
 [4] 

 
where μeff  is the effective viscosity and Gk is the generation of turbulent kinetic energy (Orszag et al. 1993, for 
more comprehensive description). 
 
3.3 VOF method 

The partial volume of fluid (PVOF) approach is used to track the free surface, which is partly based on 
the VOF method outlined by Hirt and Nichols (1981). In the VOF method a special advection technique is 
used that gives a sharp definition of the free surface, whereas in Fluent the combined air–water flow is solved 
(Bombardelli et al. 2001). 
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3.4 Domain and Grid 

For sake of comparison, the computational domain having upstream- and downstream-bend channel 
trenches and the bend adopted in the simulations by Valiani and Caleffi (2005) was used in the present study 
as shown in Figure 1(a). Both the upstream- and downstream-bend channel trenches are 0.4 m long. The 
height of the bend wall is 0.35 m. Grids were created using GAMBIT version 2.4.6, a mesh generation 
package. Structured 3D hexahedral mesh elements were used to discretize the geometry for simulation, as 
shown in Figure 1(b). The average grid size in the radial and tangential directions of the bend is about 0.01 m, 
which was used in the 2D simulation conducted by Valiani and Caleffi (2005). The size of the vertical side is 
also 0.01 m. A total of 369,250 cells were used for discretizing the equations. A post processing check on 
mesh quality in GAMBIT based on assessing the skewness of the generated cells indicated that the mesh is 
of high quality and would not compromise solution stability. To test for grid independence, the Fo = 8 case was 
repeated using a finer mesh with 738,500 cells, i.e. the size of the vertical side was 0.005 m. The finer mesh 
gave the same results as the coarser mesh so the remaining simulations were conducted with 369,250 cells. 

 

(a) Velocity Inlet (water inlet)

0.4 m

Pressure Outlet

Pressure Inlet (air inlet)

Bend exit

0.4 m
Bend entrance

(b)  
Figure 1. Computational domain and mesh used for modelling the Channel I of Reinauer and Hager (1997). 

 
3.5 Boundary Conditions 

The inlet boundary includes a water inlet and an air inlet. The velocity inlet boundary was adopted as the 
water inlet. As the water depth at the inlet was measured in the experiments and the approach Froude number 
was given by Reinauer and Hager (1997), the average velocity of the water inlet could be calculated. All the 
air boundaries were defined as pressure boundaries. A pressure outlet boundary condition was used at the 
channel exit to allow free-air flow. Both the side and bottom walls were defined as wall boundaries with no slip. 

 
3.6 Solution Procedures 

A small initial time step is required in the unsteady free surface calculations. A time step equal to 0.001 s 
was selected, which was based on the Courant-Friedrichs-Lewy (CFL) condition. During the calculations, 
solution convergence and the discharges of both at the inlet and outlet of channel were monitored. 
Convergence was reached when the normalized residual of each variable was on the order of 1×10−3. The 
free surface was defined by a value of VOF=0.5, which is a common practice for volume fraction results 
(Fluent 2006). 
 
4 RESULTS AND DISCUSSIONS 

 
4.1 Maximum Wave Height and the Location 

Knapp and Ippen (1938) proposed a model for predicting the location and the crest height of the first 
wave at the outer wall for small relative curvature 
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where θM = angular location of first wave crest, b = channel width, Ra = bend radius, β = wave front angle, YM 
= ratio of the maximum flow depth hM to the approach flow depth ho, Fo = approach Froude number, Fo 
=Vo/(gho) 

1/2, Vo = approach velocity, g = gravitational acceleration. 
Based on the experiments, Reinauer and Hager (1997) developed empirical expressions for the 

maximum wave height and its location at the outer wall as well as the minimum wave height and its location at 
the inner wall as follows: 
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where B = bend numbers = Fo(b/Ra)

1/2, Ym = ratio of the minimum flow depth hm to the approach flow depth ho, 
θm = angular location of the minimum flow depth. 

The flow profile along the upstream-bend channel trench is a backwater curve due to the contributions of 
the horizontal bottom and skins friction. Thus the water depth at the bend entrance is larger than 0.05 m; and 
the consequent Froude number Fo is lower than the one in the experiment of Reinauer and Hager (1997). The 
water depth at the domain inlet, denoted by hi, and the water depth at the bend entrance ho, in the present 
simulations are given in Table 1, where the corresponding Froude numbers Fi and Fo are contained. 

 
Table 1. Values of hi and Fi at the domain inlet and ho and Fo at the bend entrance. 

Domain inlet Bend entrance 

hi (m) Fi ho (m) Fo 

0.05 2.5 0.05163 2.383 

0.05 3.0 0.05153 2.867 

0.05 4.0 0.05145 3.832 

0.05 5.0 0.05141 4.796 

0.05 6.0 0.05139 5.758 

0.05 7.0 0.05138 6.719 
0.05 8.0 0.05137 7.681 

 
The maximum dimensionless depth YM obtained from the analytical solutions of Eqs. [7] and [8], the SWE 

simulations by Valiani and Caleffi (2005) and Jaefarzadeh et al. (2012), the CFD predictions and the 
experiments of Reinauer and Hager (1997), are plotted against Fo, as shown in Fig. 2(a). The solution of Eq. 
[7] compares well to the experimental results up to Fo = 4, whereas an increasing deviation is found as the 
value of Fo is larger. The maximum depth is predicted well using Eq. [8] except a notable discrepancy in the 
vicinity of the inflection point, i.e. B = 1.5. The CFD results are in close agreement with the experimental data. 
The SWE results are nearly identical, although the Roe solver used by Jaefarzadeh et al. (2012) is different 
from the HLL solver used by Valiani and Caleffi (2005). For Fo > 4.5, the maximum depth is underestimated 
using the SWE model. 

The minimum dimensionless depth Ym produced from CFD and the experiments of Reinauer and Hager 
(1997), are plotted against Fo, as shown in Fig. 2(b), where the data points relating to a dry inner bend bottom 
(i.e., Fi = 6, 7, 8) are not shown. Both the CFD predictions and the solution of Eq. [10] compare well with the 
experimental data. 
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Figure 2. Maximum dimensionless depth YM(Fo) and minimum dimensionless depth Ym(Fo). 

 
Fig. 3(a) shows the crest location tanθM versus Fob/Ra, in which the solution of Eq. [9], the SWE 

simulations by Jaefarzadeh et al. (2012), the CFD predictions and the experiments of Reinauer and Hager 
(1997) are included. The increasing tendency of tanθM with Fob/Ra is captured using Eq. [9]. The SWE model 
under-predicts the crest location and the discrepancies between SWE predictions and experimental data 
increase when the value of Fob/Ra is larger. The crest location estimate provided using the CFD model is in 
the vicinity of the measured data. 

The solution of Eq. [11], CFD predictions and the experiments of Reinauer and Hager (1997) for the crest 
trough location tanθm are plotted against Fob/Ra in Figure 3(b). Good agreement is found between the 
predictions and the experimental data. 
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Figure 3. Crest location tanθM and trough location tanθm versus Fob/Ra. 

 
4.2 Wall Surface Profile 

The surface profiles along the outer and inner bend wall were normalized as follows: 

    M o M oh h h h     [12] 

    m o m oh h h h     [13] 

An empirical expression for the outer wall wave configuration was proposed by Reinauer and Hager 
(1997) based on the experiments: 
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where τM = normalized outer wall profile. 

Beltrami et al. (2007) suggested an alternative surface profile along the outer wall as 
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  [15] 

where J0 = Bessel function of the first kind and of order zero. 
The numerical results for τM are shown in Fig. 4(a), where the analytical solutions of Eqs. [14] and [15], 

the SWE simulations by Jaefarzadeh et al. (2012), the CFD predictions and the experiments of Reinauer and 
Hager (1997) are plotted. The wall profile is repeated well using Eq. [14] when θ/θM ≤ 1.25. Equation [15] is 
close to Eq. [14] if 0.75 ≤ θ/θM ≤ 1.25 and catches the tendency of the observed profiles if 1.25 < θ/θM ≤ 2.00. 
The CFD model provides good estimates of water surface profiles for different Fo when θ/θM ≤ 1.6. 
Discrepancies between CFD predictions and experimental data are found when 1.6 < θ/θM ≤ 2.0. The SWE 
results are lower than the experimental data for 0.5 < θ/θM < 0.8. The SWE model appears not robust for 1.5 < 
θ/θM ≤ 2.0. 

Figure 4(b) shows the CFD predictions and the experiments of Reinauer and Hager (1997) for τm. The 
numerical results compare well to the experimental data when θ/θM ≤ 1.2. Substantial discrepancy occurs in 
the range 1.2 < θ/θM ≤ 2.0, due to the possible occurrence of wave breaking. 
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Figure 4. Normalized outer and inner wall profiles. 

 
4.3 Velocity field 

Velocity fields were studied in various horizontal layers, z, above the channel bottom. For length limit, the 
velocity field of only one selected run with approach Froude numbers Fo = 3.832, as shown in Fig. 5. The data 
points of flow velocity were reduced by half for visual observations. 

It is seen that the tangential velocity in the streamwise and radial directions decays slowly. Furthermore, 
the decay of velocity in the vertical direction is negligible. The velocity direction is almost tangential throughout 
the flow field. A notable decay of velocity may be found in the radial direction towards the centre of curvature. 
These characteristics of velocity decay captured by the CFD model were observed in the experiment by 
Reinauer and Hager (1997). For Fo = 5.758 similar findings apply, as shown in Figure 6. 
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Figure 5. Vector plots of velocity for Fo = 3.832 when z/ho is equal to: (a) 0.2; (b) 0.4; (c) 0.6; (d) 0.8; € 1.0; (f) 
1.2 and (g) 1.4. 
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Figure 6. Vector plots of velocity for Fo = 5.758 when z/ho is equal to: (a) 0.2; (b) 0.4; (c) 0.6; (d) 0.8; (e) 1.0; 
(f) 1.2 and (g) 1.4. 
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Figure 7. Contours of velocity near water surface for (a) Fo = 3.832 and (b) Fo = 5.758. 

 
Contours of velocity near water surface for Fo = 3.832 and 5.758 are shown in Figure 7. In the upstream--

bend channel trench, the velocity in the radial direction is uniform. When the flow enters the bend, the decay 
of velocity in the range of first wave is small along the outer wall; whereas a minimum value of velocity is 
found in the vicinity of wave trough along the inner wall. 
 
4.4 Shear stress 

Figure 8 shows the distribution of shear stress τw on the bed and outer wall for Fo = 3.832 and 5.758. The 
approach flow value of τw is high because the velocity gradient in the near-wall zones is great due to an 
average velocity defined at the inlet. τw decreases along the bend because of the readjustment of velocity. 
This phenomenon may be considered as an exception produced by the inlet boundary definition. Emphases 
should be placed on the zones of high shear stress, excluding the effect of the inlet boundary definition. Zones 
of high shear stress along the outer wall respond to each wave crest; and the ones on the bed are located 
between two wave crests. In the zones, the channel is prone to erosion damage. 
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Figure 8. Contours of bed and wall shear stress for (a) Fo = 3.832 and (b) Fo = 5.758. 
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5 CONCLUSIONS 

The RNG k–ε turbulence model was applied to simulate supercritical flows in bends. The CFD 
simulations were compared with the selected experimental data, analytical solutions and the SWE predictions. 
Specific conclusions are summarized as follows: 

1. The maximum and minimum depths, and first wave crest and trough locations produced by the CFD 
model show good agreement with laboratory measurements. The solutions by Knapp and Ippen 
(1938) and Reinauer and Hager (1997) have their own limitations for calculating the maximum depth. 
The SWE model under-predicts both the maximum depth and crest location for Fo > 4.5.2. The CFD 
model provides good estimates of the outer wall surface profiles for different Fo when θ/θM ≤ 1.6, but 
discrepancies between CFD predictions and experimental data are found when 1.6 < θ/θM ≤ 2.0. The 
CFD predictions for the inner wall surface profiles compare well to the experimental data when θ/θM ≤ 
1.2, however substantial discrepancy occurs in the range 1.2 < θ/θM ≤ 2.0. The SWE model 
underestimates the outer wall surface profiles for 0.5 < θ/θM < 0.8 and appears not robust for 1.5 < 
θ/θM ≤ 2.0. 

3. The CFD simulations show that the tangential velocity in the streamwise and radial directions decays 
slowly; and the velocity direction is almost tangential throughout the flow field. These velocity 
characteristics are consistent with observations in the experiment by Reinauer and Hager (1997). 

4. It is observed from the CFD simulation that there are zones of high shear stress along the outer wall 
responding to each wave crest and ones on the bed located between two wave crests. In these zones, 
the channel is prone to erosion damage. 

5. It is demonstrated from this study that the CFD model is an alternative or effective supplement for 
experiments and is superior to the SWE model in reproducing the bend flow field. 
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ABSTRACT 
 
The issue of critical submergence of water intakes under flow near the intake has been studied through 
experimental considerations. The depth or submergence at which air-entrainment occurs with tip of air-cone of 
the vortex just reaches the intake is called as critical submergence. Formation of air-entraining surface 
vortices at the intakes can cause operational difficulties and affect efficient functioning of the water intakes. 
The present work has been carried out on a laterally placed horizontal circular intake with bellmouth 
transitions under uniform channel flow. The parameters affecting the critical submergence has been identified 
and thoroughly studied experimentally. Formulas for computing the critical submergence of intakes are 
presented based on the experimental data, which gives an error of less than 15%. 
 
Keywords: Critical submergence; circular water intakes; Bellmouth transitions. 

 
 

1 INTRODUCTION   
Formation of air-entraining surface vortices at the intakes can be considered as the most serious threat to 

the efficient functioning of the water intakes. These air-entraining vortices cause operational difficulties 
including loss of efficiency, vibrations and cavitation in the conveyance system and mechanical damages to 
the associated machineries like turbines, pumps. Vortex formations are reported in so many installations like 
Nimbus Dam in California, USA, Harspranget Dam in Sweden, Hirfanli Dam in Turkey and Kariba Dam in 
Zambia. The best solution for avoiding air-entraining vortices is to provide sufficient submergence of water 
above the intake. The depth or submergence at which air-entrainment occurs with tip of air-cone of the vortex 
just reaches the intake is called critical submergence. Figure 1 shows an air entraining vortex formed at the 
experimental study of present work.  
 

 
Figure 1. Air-entraining vortex formation  
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Several experimental and analytical studies have been conducted for the estimation of critical 
submergence (Sc) for water intakes (Gordon, 1970; Anwar et al., 1977; Jain et al., 1978; Gulliver and Rindels, 
1987; Hite and Mih, 1994; Eroglu and Bahadirli, 2007; Ahmad et al., 2008; Yildrim and Kocabas, 1995; Yildrim 
and Kocabas, 2002; Yildrim and Kocabas, 2003; Yildrim, 2004; Yildrim, 2012; Wang et al., 2011). These 
studies reveals that critical submergence depends on approach flow Froude number (Fr), intake Froude 
number (Fri), bottom clearance (c), channel width (B), circulation (Г), shape of intake and size of intake 
(diameter in case of circular intake Di), flow characteristics in the front of the intake, orientation of the intake 
etc. Most of the earlier studies have been conducted for water intakes having almost stagnant water in the 
front of the intakes. However, in the diversion type of the hydropower projects, velocity of flow in the front of 
water intake cannot be ignored. Many of these studies also considered the effects of flow and boundaries on 
critical submergence. Most of the studies indicate that Froude number is the predominant factor which affects 
critical submergence. Odgaard (1986) found that the Froude number and circulation number are the major 
controlling parameters of the critical submergence. The vortex core is considered to be controlled by both 
kinematic and eddy viscosity, which is a function of the imposed circulation. Yildrim and Kocabas (2002) 
reported that the occurrence of air core vortex and critical submergence are very sensitive to circulation 
imposed on the flow. Hai-Feng and Hong-Xun (2008) conducted both experimental and numerical studies of 
air-core vortex and also determined the relation between the critical submergence and the Froude number 
and compared with other empirical formulas. Yildrim et al. (2011; 2012) also studied the effect of critical 
submergence on multiple intakes. This paper studies the critical submergence of horizontal intakes both 
analytically and experimentally using the concept of potential flow theory by a combined point sink and 
uniform flow condition. Hashid et al. (2015) studied the flow characteristics of an intake with bellmouth under 
uniform flow conditions.  

This paper addresses the issue of critical submergence of water intakes under flow near the horizontally 
placed circular bellmouth intake through experimental considerations. Experiments were conducted in the 
Hydraulics Laboratory of I.I.T. Roorkee, India. Water intake having bellmouth inlet was designed and 
fabricated in the laboratory and installed in an open channel keeping intake perpendicular to the flow direction 
in horizontal plane. The discharging capacity of bellmouth intake is high as compared to intake without 
bellmouth opening. Experiments were performed for intakes of varying sizes, different flow conditions in front 
of the intake. Various parameters affecting the critical submergence have been identified and an empirical 
equation has been proposed for computing the critical submergence of a horizontal side intake under uniform 
approach flow condition. 

 
2 DIMENSIONAL ANALYSIS  

Dimensional analysis of different parameters has been conducted for finding the functional relationship of 
critical submergence. These parameters includes intake size (Di), main channel velocity ( V1), intake velocity 
(Vi), bottom clearance (c), channel width (B), head of water at the intake (Ym), circulation (Γ), density (ρ), 
viscosity (μ), surface tension (σ), and acceleration due to gravity (g). Treating the critical submergence (Sc) as 
the dependent variable, the functional relationship may be written as follow 
 

                                          1
, , , , , , , , , ,

c i i m
S f D B V V c Y g                                                                      [1] 

Taking ρ, V1 and Di as the repeating variables, Eq. (1) can be expressed in non-dimensional groups using 
PI theorem of dimensional analysis as 

 

                                                                    [2] 

 

Rearranging the terms, Eq. (2) may, alternatively, be written as 

 

                                                                  [3] 
 

Yildirim and Jain (1981) and Padmanabhan and Hecker (1984) have reported that surface tension may 
be important for vortices with low circulation only. Based on the experimental results on a horizontal intake, 
Ahmad et al. (2008) neglected the effect of circulation on critical submergence. Previous studies reveal that 
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the critical submergence mainly depends on the intake Froude number (Gordon, 1970; Reddy and Pickford, 
1972; Gulliver et al., 1986 and Swaroop, 1973). Based on the experimental study, Jain et al. (1978) concluded 
that there is no influence of surface tension on the critical submergence when Weber number (We) > 120. 
Padmanabhan and Hecker (1984) suggested We > 600 and Reynolds number (Re) > 7.7 X 104 for neglecting 
the effects of surface tension and viscosity. Odgaard (1986) studied about vertical gravity intake and showed 
that in the case of air entraining vortices in a still water body, for We > 720, Re > 1.1 x 105, the effects of 
surface tension and viscosity can be neglected. In the present experiments, the Reynolds and Weber numbers 
are generally larger than these thresholds; therefore, these terms have been dropped out from Eq. (3). Bottom 
clearance, c has been kept constant throughout the experimentation. Hence the term c/Di can also be omitted. 
Considering the effect of various parameters as discussed above, Eq. (3) may be written as 

 

                                                                Fr, Fri, c

i i

S
f

D

B

D


 
 
 

                                                               [4] 

 
The data collected in the experimental program have been analyzed for obtaining the relationship for 

Sc/Di. Effect of the parameters in Eq. (3) on the critical submergence has also been discussed.  
 

3 EXPERIMENTAL PROGRAMME 
Experiments were conducted at the Hydraulic Engineering laboratory of IIT Roorkee.  An open channel of 

length of 9.47 m, width of 0.495 m and height of 0.65 m is used for this study which is shown in Figure 2. 
Discharge was provided through a valve into the approach channel from where it flows to the main channel. 
Splitter plates and flow wave suppressors were used to get a uniform flow at the bellmouth intake. Approach 
channel length upstream of the intake was sufficient to form a developed flow at the intake section. The intake 
was placed at a distance of 3.47 m from the downstream end. Intake pipes of three diameters, 0.0675 m, 
0.106 m and 0.131 m were used for this study. Each pipe was positioned at a clearance with c = Di. Bell 
mouth transitions were designed as per IS: 9761 for each intake pipes and placed in flush with the left wall of 
the flume. A sluice gate was provided at the end of channel in order to maintain the desired depth of water in 
the channel by adjusting the gate. The intake pipe was of length 1m and attached to an outlet pipe which was 
connected to a 30HP centrifugal pump. A magnetic flow meter was placed on the outlet pipe as shown in the 
Figure 2. Discharge in the inlet pipe was controlled using a valve fitted in the inlet pipe. The water drawn from 
the intake was discharged into the sump. Water discharging from the tail gate was passed over a sharp 
crested weir to measure the discharge. This discharge was also passed to the sump. The water from the 
sump was recirculated into the test system for further experimentation. Photographic view of the experimental 
setup is shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Schematic diagram of experimental setup 
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Figure 3. Photographic view of experimental setup 

 
After placing one of the intake pipes (Figure 3) and passing the required discharge to the main channel, 

observations were taken. All the observations were made under stable and uniform flow conditions. 
Observation for 1-2 h was made to see whether or not any free vortex develops. If no air entrainment vortex 
occurred during this time, the downstream sluice gate was lifted for some very small amount (submergence 
was decreased). These steps were repeated until the air-entraining free vortex developed. When the air 
entraining vortex developed, the measurements related to channel discharge Qo, intake discharge Qi, critical 
submergence Sc, and uniform flow depth Ym were measured after stabilizing the flow in the main channel. The 
experiments were conducted for 6 - 8 different discharges through intake keeping the discharge in the main 
channel constant. The experiments were also conducted for constant discharge through intake and varying 
the discharge in the main channel. The intake discharge was adjusted through a valve fitted at the end of the 
intake pipe just after the pump end. The above steps were repeated for all intake pipes. All experiments were 
conducted for the subcritical flow. Range of data collected in the present study is given in Table 1. 
 

Table 1. Range of data collected in the experimental study 
Parameter Unit Range of data 

  Min. Max. 
Qi m3/s 0.0124 0.027 

Di m 0.0675 0.131 

H m 0.1973 0.4462 

Fr Dimensionless 0.081 0.435 

Fri Dimensionless 1.06 7.21 

Re Dimensionless 56157 2991355 

Qm m3/s 0.021 0.068 

 
4 RESULTS AND DISCUSSION 

Data obtained from the experimentation was analyzed thoroughly to understand the effect of different 
parameters on the problem of critical submergence. Observations are made during the experimentation 
showed that the formation of air-entraining vortex is a gradual process. Critical submergence was noted when 
the tail of air core vortex enters into the bellmouth intake and sometimes producing sharp noise indicating the 
size of vortex. Larger turbulence caused by the higher channel flow velocity created bigger air entraining 
vortices.  

Figure 4 shows the variation of the Sc/Di with channel Froude number (Fr) for different intake sizes. It 
shows that critical submergence of the circular intake decreases with increase of the Fr of channel flow when 
other parameters such as size of the intake and bottom clearance are kept constant. As the velocity in the 
channel increases Fr also increases since it is a function of velocity in the channel and hence only those 
streamlines which are nearer to the intake can enter into the intake while the rest pass without entering into 
the intake. Hence, with the increase of Fr, Sc/Di decreases.  
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Figure 4. Variation of Sc/Di with channel Froude number (Fr) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Variation of Sc/Di with intake Froude number (Fri) 

 
Figure 5 shows the effect of Fri on the Sc/Di. This graph shows an increasing trend of Sc/Di with Fri when 

other parameters are kept constant like Di, Fr and B/Di. The same behavior was observed for each size of the 
intake. The intake Froude number increases with increase of discharge in the intake. Such increase in intake 
Froude number results in increase in surface area of the Critical Spherical Sink Surface (CSSS), which is an 
imaginary body created in front of the intake where the intake suction acts as explained in the theory of 
potential flow (Yuan 1967) and stream lines from higher level approaches towards intake which result in an 
increase of Sc/Di.  
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The data from the experiments were used to validate the available equations from the literature. Figure 6 
shows the validation of accuracy of Reddy & Pickford (1972) and Swaroop (1973) equations using present 
data for c = Di. Reddy and Pickford (1972) studied the vortices at intakes in conventional sump and Swaroop 
(1973) worked on the vortex formation at intake structures. Ahmad et al. (2008) studied the critical 
submergence in a horizontal circular intake without bellmouth transition. The available equations did not give 
satisfactory results with the present data. This may be due to effect of bottom clearance as  the present study 
neglected the boundary effect from bottom clearance by keeping the intake sufficiently high.ie. c =Di. .  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
\ 

Figure 6. Validation of accuracy of Reddy & Pickford (1972) and Swaroop (1973) equations using present 
data for c = Di 

 
In the light of the above, it is difficult to comment on the accuracy of the available equations for critical 

submergence and also the reliability of the available data. Therefore, it is proposed to develop new equations 
for critical submergence using the data collected in this study. The total data sets collected is used to evolve 
relationship for Sc/Di for the different positioning of the intake pipes. In literature many researchers have used 
the method of least square (Hammerstrom, 1993; Hussain et al., 2011; Hashid et al., 2015) for proposing an 
equation. Following equations are proposed for Sc/Di for c = Di, using the least squares technique, 
 

                                                       =1.12-4.54Fr+0.175Fri+0.169c

i i

S B

D D
                                                   [5] 

 
Graphical comparison of the observed and computed values of Sc/Di for the side bellmouth intake is carried 

out as shown in Figure 7. It is found that most of the data for computed Sc/Di lie within ±15% of the observed 
ones, which is a satisfactory prediction of Sc/Di for side bellmouth intake. This error in the computation of Sc/Di 
remains even which may be due to neglecting the parameters like circulation, surface tension and boundary 
effects in the practical equation. Even though the bellmouth transition at the intake increase the efficiency of 
the intake and decreases the critical submergence when compared to those without bell mouth, the hindrance 
of flow created due to the boundaries affects the critical submergence adversely.  
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Figure 7. Validation of Eq. 5 for finding critical submergence at c = Di 

  
5 CONCLUSION 

A detailed study on the critical submergence for the side intake with bellmouth transition in an open 
channel under uniform flow has been done experimentally at the hydraulics laboratory of IIT Roorkee. Based 
on the experimentation done in the present work, it can be concluded that the proposed equation for critical 
submergence gives satisfactory results with an error less than 15%. In the case of critical submergence, 15% 
error is obvious as it is difficult to obtain error free observations. Analysis of data reveals that Sc/Di increases 
with an increase in intake Froude number, but decrease with an increase in channel Froude number.  

 
REFERENCES 
Ahmad, Z., Rao, K.V. & Mittal, M.K. (2008). Critical Submergence for Horizontal Intakes in Open Channel 

Flows. Dam Engineering, 19(2), 71-90. 
Anwar, H.O., Weller, J.A. & Amphlett, M.B. (1978). Similarity of Free Vortex at Horizontal Intake. Journal of 

Hydraulic Research, 2, 95-105. 
Durai, E.S.R., Ahmad, Z. & Mittal, M.K. (2007). Critical Submergence at Vertical Pipe Intakes. Dam 

Engineering, 18(1), 17-33. 
Eroglu, N. & Bahadirli, T. (2007). Prediction of Critical Submergence for Rectangular Intake.  Journal of 

Energy Engineering, 133(2), 91-103. 
Gordon, J.L. (1970). Vortices at Intake Structures. International Water Power & Dam Construction, 4, 137-138.  
Gulliver, J.S. & Arndt, R.E.A. (1993). Hydropower Engineering Handbook. McGraw-Hill Inc, New York, NY, 

US. 
Hai-feng, L.I., Hong-Xun, C., Zheng, M.A. & Zhou, Y. (2008). Experimental and Numerical Investigation of 

Free Surface Vortex, Journal of Hydrodynamics, 20(4), 485-491. 
Hammerstrom, D. (1993). Working with Neural Networks. IEEE Spectrum, 30(7), 46-53. 
Hashid, M., Hussain, A. & Ahmad, Z. (2015). Discharge Characteristics of Lateral Circular Intakes in Open 

Channel Flow. Flow Measurements and Instrumentation, 46, 87–92. 
Hussain, A., Ahmad, Z. & Asawa, G.L. (2011). Flow through Side Square Orifices in Open Channels. ISH 

Journal of Hydraulic Engineering, 17, 1. 
Indian Standard Code IS 9761 (1995). Hydropower intakes - criteria for hydraulic design, Indian Standard 

Code IS 9761. 
Jain, A.K. (1977). Vortex Formation at Vertical Pipe Intakes, Ph.D. Thesis. University of Roorkee (now IIT 

Roorkee), Roorkee, India. 
Khodashenas, S.R., Roshan, R., Sarkardeh, H. & Azamathulla, H.M. (2010). Vortex Study at Orifice Spillways 

of Karun III Dam. Dam Engineering, 21(2), 1-12. 
Kocabas F & Yildrim N. (2002). Effect of Circulation on Critical Submergence for an Intake. IAHR Journal of 

Hydraulic Research, 40(6), 741-752. 
Marghazar, S.H., Montazerin, N. & Rahimzadeh, H. (1993). Flow Field, Turbulence and Critical Condition at a 

Horizontal Water Intake. Journal of Power and Energy, 217, part A. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1236 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          

  

 

Odgaard, A.J. (1986). Free Surface Air Core Vortex. ASCE Journal of Hydraulic Engineering, 112(7), 610-620. 
Padmanabhan, M. & Hecker, G.E. (1984). Scale Effects in Pump Sump Models. ASCE Journal of Hydraulic 

Engineering, 110(11), 1540-1556. 
Reddy, Y.R. & Pickford, J.A. (1972). Vortices at Intakes in Conventional Sump. International Water Power & 

Dam Construction, 24(3). 
Sarkardeh, H., Zarrati, A.R. & Roshan, R. (2010). Effect of Intake Head Wall and Trash Rack on Vortices. 

Journal of Hydraulic Research, 48(1), 108-112. 
Swaroop, R. (1973). Vortex Formation at Intakes, M.E. Thesis. University of Roorkee (now IIT Roorkee), 

Roorkee, India. 
Wang, Y.K., Jiang, C.B. & Liang, D.F. (2011). Study on the Critical Submergence of Surface Vortices and the 

Design of Anti-Vortex Intakes. Science China Technological Sciences, 54(4), 799–804. 
Yildirim, N. & Kocabas, F. (1995). Critical Submergence for Intakes in Open Channel Flow. ASCE Journal of 

Hydraulic Engineering, 121(12), 900-905. 
Yildirim, N. & Kocabas, F. (1998). Critical Submergence for Intakes in Still Water Reservoir. ASCE Journal of 

Hydraulic Engineering, 124(1), 103-104. 
Yildirim, N. Kocabas, F. & Gulcan, S.C. (2000). Flow Boundary Effects on Critical Submergence of an Intake 

Pipe. ASCE Journal of Hydraulic Engineering, 126(4), 288-297. 
Yildirim, N. & Kocabas, F. (2002). Prediction of Critical Submergence for an Intake Pipe. IAHR Journal of 

Hydraulic Research, 40(4), 507-518. 
Yildirim, N. (2004). Critical Submergence for a Rectangular Intake. ASCE Journal of Engineering Mechanics, 

130(10), 1195-1210. 
Yildirim N & Tastan K. (2009). Critical Submergence for Multiple Pipe Intakes. ASCE, Journal of Hydraulic 

Engineering, 135(12), 1052-1062.  
Yildirim, N. Akay, H. & Karem, T. (2011). Critical Submergence for Multiple Pipe Intakes by the Potential Flow 

Solution. IAHR Journal of Hydraulic Research, 49(1), 117-121. 
Yuan, S.W. (1967). Fundamentals of Fluid Mechanics. Prentice-Hall Inc., Englewood Cliffs. N.J. 
 

 
 
 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1237



          
 

 

 

 
VELOCITY PROFILE IN A SEDIMENT-LADEN FLOW THROUGH MIXING LENGTH 

APPROACH 
 

 
KOELI GHOSHAL(1) & MANOTOSH KUMBHAKAR(2) 

  
(1,2) Department of Mathematics, Indian Institute of Technology Kharagpur, Kharagpur 721302, India 

koeli@maths.iitkgp.ernet.in; manotosh.kumbhakar@gmail.com 
 
 
ABSTRACT  

 
The vertical distribution of stream wise velocity of fluid in an open channel turbulent flow laden with sediment 
is of primary interest and a long standing topic of research. Generally, the velocity comes through the 
Reynolds-Averaged Navier-Stokes equation (RANS eqn.) where the unknown Reynolds stresses are modeled 
by Prandtl’s mixing length hypothesis. However, researchers pointed out that the mixing length model 
introduced by Prandtl is not really correct close to the bed. Present work makes use of a modified mixing 
length model that considers velocity fluctuations parallel and normal to the mean flow directions in different 
ways. On the other hand, in clear water turbulent flows the mean velocity profile is described in near bed 
region by the well-known logarithmic law whose shape is characterized by the von Karman parameter κ 
having a universal value 0.41 for clear water flows. Further research suggests that ߢ is different from 0.41 in 
the presence of sediment particles. Furthermore, previous study shows that the von Karman parameter in 
sediment-laden flow depends on a function called as damping factor. The damping factor is a function of the 
distance to the channel bed and depends on the velocity and concentration profiles as well as their gradients. 
Therefore, this study derives the mean velocity profile of turbulent flow starting from the RANS equation for a 
two-dimensional steady-uniform turbulent flow by taking into account the aforementioned important key factors 
of sediment-laden turbulent flow. The derived model is a first order non-linear differential equation which has 
been solved numerically and validated by comparing it with available experimental measurements. Present 
model shows good prediction accuracy throughout the water depth especially in the region close to the 
channel bed.  
 
Keywords: Turbulent flow; RANS eqn.; mixing length; von karman constant; mean velocity. 
 
 
1 INTRODUCTION  

Understanding the mechanism of sediment transport in natural rivers and laboratory channels is a topic 
of primary interest and this needs essentially the knowledge of vertical distribution of stream wise velocity of 
fluid carrying sediments. Prandtl (1925) was the pioneer in this field to study the vertical velocity distribution in 
an open channel and after that numerous models on velocity (Guo and Julien, 2001; Mazumder and Ghoshal, 
2006; Kundu and Ghoshal, 2012; Pal and Ghoshal, 2016) have been developed on the basis of his model 
which is widely known as ‘log-law’. The model is based on two fundamental assumptions: (i) the mixing length 
is proportional to the vertical distance from the channel bed, and (ii) velocity fluctuations, normal and parallel 
to the channel bed behave similarly. But further research revealed that the Prandtl’s mixing length model is 
not very much correct near the channel bed. The RANS equation contains both the gradient of mean velocity 
profile and the Reynolds stresses and difficulties arise due to the fact that close to the wall the gradient of 
mean velocity is very large compared to the Reynolds stresses and at the center of the flow the Reynolds 
stresses are very large compared to the gradient of velocity. Therefore small errors in modeling stresses may 
affect the mean velocity seriously which may result into the poor prediction accuracy of the time averaged 
velocity profile starting from the channel bed to the center of the channel. To overcome these discrepancies, 
researches have been carried out since long. Different models on mixing length were developed by 
researchers (van Driest, 1956; Eckelmann, 1974; Umeyama and Gerittsen, 1992) some of which is well 
applicable for sediment-laden flow also. But all these models are based on modified mixing length which is 
same for both ݑ′ fluctuations in the mean flow direction and ݒ ′ fluctuations normal to the mean flow direction. 
Such modeling for Reynold stresses present in the RANS equation may lead to errors which will affect the 
determination of the vertical profile of mean velocity. Obermeier (2006) was the first to modify the Prandtl’s 
model based on differently modified mixing lengths ݈௨ for ݑ′ fluctuations and ݈௩ for	ݒ ′ fluctuations. His velocity 
model derived from RANS equation for fully developed turbulent flow applying the two different mixing lengths 
݈௨ and ݈௩ lead to satisfactory result. But it lacks in showing how good the model is when compared to 
laboratory channel data. Also that, it is yet to be known from the study that if the model works to study velocity 
in a flow field where sediments are present.  
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Castro-Orgaz et al. (2012) showed that the so called von-Karman constant is not a constant in a 
sediment-laden flow and it is influenced by quite a number of factors. Taking into account the effect of the 
added mass force on a particle in a sediment-fluid mixture together with the density stratification effect, they 
proposed a correction factor ߰which relates the von-Karman constant ߢ in sediment-mixed fluid and the von 
Karman constant ߢ in clear fluid by the relation κm=κψ. Apart from the added mass & stratification effects, their 
߰ factor includes the concentration gradient and velocity gradient. 

The main objective of the present study is to derive vertical distribution of mean velocity in a sediment 
mixed fluid starting from RANS equation for a two-dimensional steady-uniform turbulent flow by taking into 
account velocity fluctuations normal and parallel to the bed differently and by including the effects of 
sediments present in the flow through a modified von-Karman constant. The equation developed for stream 
wise normalized velocity gradient is a first order non-linear differential equation which is solved numerically. 
Unlike log-law, it is able to predict the velocity well in the near-bed region also. Validation of the model has 
been done by comparing it with experimental data available in literature.  

 
2 MATHEMATICAL MODEL 

Let us consider a steady-uniform flow (i.e. zero-pressure gradient in the stream wise direction). It is 
assumed that the channel bed makes an angle ߠ with the ݔ-direction. For two-dimensional steady flow, the 
well-known Reynolds-Averaged Navier-Stokes (RANS) equations reduce to ݔ-component (along the channel 
bed) and ݕ-component (normal to the channel bed) (Dey, 2014) 
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where ݑത, ̅ݒ are the time-averaged velocity in x and y	directions respectively and ݑᇱ, ݒᇱ are the 
corresponding fluctuations, ̅ is the time-averaged pressure,ߥ is the kinematic viscosity of fluid, ߩ is the 
density of fluid,݃௫ and ݃௬ are the gravitational acceleration components in ݔ and ݕ directions respectively. 

Furthermore, if uത=uത(y), vത=0, gx=g sinθ and the flow parameters are invariant along the stream wise 
direction (ݔ-direction) due to uniform flow, then Eq. (1a) reduces to the following equation 
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Here τ0=ρghS0and sinθ ≈S0, μ is the coefficient of dynamic viscosity of fluid (=ρν), τ0 is the bed shear 

stress, S0 is the bed slope and h is the maximum flow depth. Integration of Eq. (2) yields the equation 
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The non-dimensionalization of Eq. (3) gives  
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where the non-dimensionalization is done as the following: 
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Reτ is the Reynolds number based on the shear velocity. 
 

To obtain the mean velocity profile from Eq. (4), Reynolds stress needs to be known. The most popular 
model for the Reynolds stresses was given by Prandtl based on the mixing length hypothesis is given as: 
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where normalized mixing-length	݈ା ൌ  being the von Karman constant. However, the model of ߢ  ,ାݕߢ
Prandtl is based on two assumptions (i) mixing length ݈ is linearly proportional to the distance ݕ from the 
channel bed, and (ii) velocity fluctuations ݑᇱ and ݒᇱ behave similarly. But these assumptions are not totally 
correct in near-bed region (Obermeier, 2006). To overcome these discrepancies, following modifications are 
used according to Obermeier (2006): 
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The parameter β accounts for the deviation for the linear behavior of	ݑᇱା, ߜ determines the location of 

maximum of ݑᇱାଶതതതതതത and Aା characterizes the distance from the wall where ݈௨ and ݈௩ behave similarly. The 
values of these parameters were obtained by fitting the model to experimental data (Obermeier, 2006) and the 
values obtained are β=3, δ=7.5 and A+=43. Using the modified mixing lengths, Reynolds stress can be written 
as follows: 
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All the above mentioned models have been derived for clear-water flows. However, the present study 

deals with sediment-laden open channel flows. Castro-Orgaz et al. (2012) discussed the effects of sediment 
suspension on κ. They proposed the parameter for sediment-laden flows in analogy with the clear-water flows 
as follows: 

 
κm=κψ                                                                           			    (9)                                     

 
This equation suggests that ߢ which varies with the vertical distance ݕ depends on the function ψ=ψ(y). 

The function ߰ can be interpreted as a correction factor to the universal value of ߢ ൌ 0.41 for clear water flows. 
Furthermore, it includes the effect of velocity and concentration gradients in suspension flows, as can be seen 
in the following. The function	߰ can be written as follows: 
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where ܴ is the submerged specific gravity, ܥ is the volumetric concentration of sediment and ߚଵ ൌ 1 െ
 being the added-mass coefficient. Using Eqs. (6), (7), (8), along with the von-Karman parameter of	ܭ,ܭ
sediment-laden flow Eq. (9), in Eq. (4) the result: 

 

ቀ
du+

dy+ቁ
2

+ ቄ4u+T1+
1

T2
ቅ

du+

dy+ +4u+2T1
2-

1-
y+

D+

T2
=0                             (11)         

 
From Eq. (8), gradient of stream wise normalized velocity can be obtained as follows: 
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It can be seen that to obtain the mean velocity profile from Eq. (12), a concentration profile of sediment is 

needed as can be observed from the expression of ଵܶ. For that purpose, an exponential-type concentration 
profile proposed by Montes (1973) is used here: 
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where ܥ is the maximum concentration, ܣ and ܦ are empirical coefficients. According to Montes (1973), 
 can be taken approximately as 30 and the value of A depends on the ratio of settling velocity of sediment ܦ
particle ߱௦	to the shear velocity ݑ∗.  

Figure 1 plots the mean velocity profile obtained numerically from Eq. (12) with the use of concentration 
profile Eq. (13). Also, the well-known logarithmic velocity profile (von Karman, 1930) is compared with the 
present model. It can be observed that for the very large Reynolds number, log-law model agrees very well 
with the proposed model. But significant differences are found in the figures for smaller Reynolds number. The 
differences increase for decreasing Reynolds number simply because log-law is not satisfactory near the 
water surface in sediment-laden flow.  

 
(a) 

 
(b) 

 
(c) 

Figure 1. Comparison between the mean velocity profile (Eq. 12) and log-law profile (von Karman 1930) for 
different shear Reynolds number (a) ܴ݁ఛ ൌ 5000, (b) ܴ݁ఛ ൌ 500 and (c) ܴ݁ఛ ൌ 200. 

 
3 VALIDATION OF THE MODEL 

Present model is validated with the experimental data set of Einstein and Chien (1955) and Wang and 
Qian (1989). For that purpose, Run S4, S8 and S11 from Einstein and Chien (1955) and Run 7, 14 and 21 
from Wang and Qian (1989) are used. Figure 2 plots the present velocity profile in comparison with the three 
different sets of data from Einstein and Chien (1955) with two different particle diameters starting from 
medium sand (d50=0.94 mm) to coarse sand (d50=1.3 mm). It can be observed from the figures that the 
present model can predict the mean velocity profile near the channel bed with some slight deviations in the 
upper region. Figure 3 shows the comparison between the proposed model and the three different sets of data 
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of Wang and Qian (1989) having particle diameters 0.268, 0.960 and 1.420 mm. It can be seen from the figure 
that the derived model agreed with the observed values well throughout the water depth. 

 
                                    (b)                                                                            (c) 

 
  (c) 

Figure 2. Comparison between the mean velocity profile (Eq. 12) and three data set of Einstein and 
Chien (1955) (a) S4, (b) S8 and (c) S11. 
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(a) 

 
(b) 

 
(c) 

Figure 3. Comparison between the mean velocity profile (Eq. 12) and three data set of Wang197 and Qian 
(1989) (a) Run 7, (b) Run 14 and (c) Run 21. 

 
4 CONCLUSIONS 

Present study derives the mean stream-wise velocity profile vertically in a sediment-laden flow starting 
from the Reynolds-Averaged Navier-Stokes (RANS) equation. Derivation of the present model uses modified 
mixing lengths by addressing the discrepancies associated with the well-known Prandtl’s mixing length model.  

The model is compared with the classical logarithmic velocity profile. Also, the proposed model is 
validated with the experimental observations and a good agreement is found between the observed and 
measured values.  
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ABSTRACT 
 
Surfing is a popular water sport in regions with ocean access. In countries without ocean access, standing 
river waves occurring in flood situations are often employed for surfing. The hydraulic conditions involving high 
flow velocities and large recirculation zones impose a risk of injury to the surfers. As an alternative, artificial 
surf wave conditions are provided at a number of river locations in Europe and worldwide. In most locations, a 
wave-type hydraulic jump is generated at a bottom drop. Based on the experiences with those engineered surf 
waves, adjustable installations demonstrate a positive effect on the surf wave characteristics. Physical 
laboratory experiments were conducted to quantify the effect of adjustable flaps on the generated wave 
characteristics at abrupt bottom drops. Whereas the wave-jump at a plain bottom drop without flap is very 
sensitive to the tailwater flow depth, adjustable flaps prevent the change of flow type from the favored wave-
jump to non-surfable conditions for a wider range of downstream flow depths. Depending on the approach 
flow conditions, flaps significantly increase the wave height. However, adjustable flaps may also implicate 
additional limitations to the parameter range. Flaps with a small angle led to a wave height reduction, as 
compared to the plain bottom drop without flap. This paper details the above descriptions, and selected wave-
type flow features are discussed. The research thus contributes to the general process understanding of 
surfable river waves and safer surf conditions, as compared to the common use of standing waves in rivers at 
flood situations. 
 
Keywords: Flow separation zone; physical modelling; river surfing; wave type flow; wave-jump. 
 
 
1 INTRODUCTION 

 Surfing is a popular water sport in regions with ocean access. Windsurfers use a sail to convert kinetic 
wind energy into board motion on the water, for which favorable wind conditions are necessary. For wave 
riding, the local sea bathymetry is important in addition to wind conditions. The incoming ocean waves, usually 
generated in a distant wind region, propagate to the shore and are subject to shoaling, as the still water depth 
continuously reduces. The wavelength then decreases, whereas the wave height increases. The wave 
steepness as the ratio between the wave heights to the wavelength therefore increases, leading to wave 
breaking at the shore. Particularly, spilling and plunging type breakers are favorable for ocean surfing. The 
optimum wave riding conditions depend on the combination of favorable incoming wave characteristics, and 
the local sea bottom features, such that worldwide surf spots are limited. 

 In landlocked countries without ocean access, surfers commonly use standing waves in rivers mostly 
during flood events. Due to the then high flow velocities and additional floating debris, this might be risky, 
especially for untrained beginners. Downstream of sills or drops, a dangerous plunging jet can establish, also 
known as a so-called ‘drowning machine’. The recirculation zone is difficult to detect by eye, can have a large 
expansion, and may drag objects and persons back toward the structure and thus into the plunging jet zone. 
Surfers may be trapped at the jet, as they are hardly able to rescue themselves by own effort. In addition, the 
strong air entrainment decreases the water buoyancy, thereby complicating the situation for victims. In June 
2008, such a drowning machine caused a rubber boat to capsize at Kander River in Switzerland during a 
military exercise, thereby leading to five fatalities (Swiss Army, 2008). 

 At Eisbach River in Munich, Germany, a standing wave at a bottom drop is used intensively for river 
surfing since the 1980s (Figure 1a). The standing wave occurs coincidentally due to the combination of given 
upstream and downstream flow characteristics, and the riverbed geometry. The wave properties were further 
optimized by installing a flow deflector on the riverbed. Based on the successful surf wave at Eisbach River, a 
number of river surfing initiatives were established for other locations. In Switzerland, these initiatives 
concentrate on the Reuss River near Lucerne, the Limmat River near Zurich, the Aare River in Berne, or the 
Aare River in Bremgarten (Dietsche, 2015). Installations to the riverbed aim to create controlled surfable river 
waves available throughout the entire year without any risk for wave riders. Some projects such as the surf 
waves at Almkanal (Figure 1b and c) in Salzburg, Austria, or at Cunovo, Slovakia, were successful. Their 
adjustable installations to control upstream flow conditions proved advantageous. In contrast, the surf wave 
planned at the river mouth of Sill River in Innsbruck, Austria, does not develop satisfying surf wave properties.  
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 The river mouth discharging into the Inn River in Innsbruck, Austria, was reconstructed in 2012 to 
generate a surf wave. The channel is divided into an ecologically valuable block ramp, and a concrete sill 
without flap or flow deflector, at which the surfable hydraulic jump was planned. At this location, the tailwater 
flow depth is directly controlled by the Inn River with natural flow depth fluctuations and fluctuations caused by 
downstream hydropower plant operation. For decreasing downstream flow depth, the designed wave-type 
hydraulic jump becomes unstable and collapses, thereby changing into a not-surfable plunging jet. The site 
access is restricted by local authorities due to dangerous hydraulic conditions. 

 In 2013, 2014, and 2016, the Bayerische Ingenieurekammer-Bau (“Bavarian Chamber of Civil 
Engineers”) together with Workshop Wellentechnik (“Workshop wave engineering”) organized a forum for ≈ 
100 participants. With presentations and exhibitions, these events served as a platform for both responsible 
authorities and river wave initiatives to discuss various perspectives of planned European river surf waves. 

 In contrast to river surfing during flood events, artificial river waves can be utilized throughout the entire 
year and without particular risk for surfers. However, a number of hydraulic, ecologic, and legal constraints 
need to be respected. Due to the often vague legal situation, local authorities or owners of hydropower plants 
disclaim liability. In addition, usage restrictions may arise during fish migration periods, given the wave project 
is located in the main channel of a fish habitat. Transverse structures including sills or weirs may lead to 
sediment discontinuity with upstream deposition and downstream erosion. Changes in the sediment 
continuum may have negative effects on the hydraulics of river surf waves. 
 

 
Figure 1. Surf wave at (a) Eisbach River in Munich, Germany (photo by author), (b) and (c) Almkanal in 

Salzburg; arrow indicates flow direction (photo by Ingenieurbüro Gostner & Aigner, Wals, Austria). 
 

 Surfable river waves are generated by four different basic hydraulic principles: (1) sheet-flow on a wave-
like bathymetry, (2) generation of a spatial wave-tube, (3) plain hydraulic jump at bottom drops, and (4) plain 
hydraulic jump at bottom drops with additional adjustable installations. A sheet-flow on a wave-like bottom 
topography (1) is often used in water parks (e.g. Alpamare Pfäffikon, Switzerland), to offer mainly children 
surfing possibilities using small surfboards without fins on shallow flows (flow depth h ≈ 10 cm). The Cunovo 
surf wave at the Danube River close to Bratislava, Slovakia, is based on this principle, but with larger flow 
depths of h ≈ 40 cm, thereby compensating variations of the upstream and downstream flow conditions 
(Bauer, 2015). The location is commercially used and a surfing day-pass is offered for ≈10 EUR. Surfers 
partially reported damaged surfboard fins caused by the small flow depth. 

 Spatial wave tubes (2) are similar to the collapsing free surface profile of a pronounced plunging wave 
breaker. They can be generated by relatively large flow deflectors installed at the channel bottom (Hornung 
and Killen, 1976; Oertel et al., 2012). Due to the increased injury risk and the relatively high installation effort, 
this wave type is not favored for river surf projects. 
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 The plain hydraulic jump at bottom drops (3) is one of the classic hydraulic phenomena and was 
therefore widely investigated in the past (e.g. Moore and Morgan, 1957, Rajaratnam and Ortiz, 1977, Hager 
and Bretz, 1986, Kawagoshi and Hager, 1990, Ohtsu and Yasuda, 1991, Mossa et al., 2003). However, these 
studies mainly focus on fixing the hydraulic jump within a stilling basin, and to increase energy dissipation. As 
classified by Moore and Morgan (1957), an A-jump (jump upstream of bottom drop), wave-jump (pronounced 
wave crest directly downstream of bottom drop) or B-jump (jump downstream of bottom drop) occurs 
depending on both approach flow Froude number and tailwater flow depth. The wave jump, which is favorable 
for surf projects, occurs only for a specific combination of approach and tailwater flow conditions and 
transforms rapidly into a non-surfable A- or B-jump as the downstream flow depth changes. 

 A plain hydraulic jump involving adjustable installations (4) is a promising method to generate surfable 
river waves for a wide range of flow parameters. The above described wave characteristics are positively 
affected by regulating the approach flow conditions. For the surf wave at Almkanal in Salzburg, Austria, a 
lk = 0.6 m long flap is installed, which can be adjusted to angles between 0 – 30° to the horizontal. The 
approach flow depth is ho ≈ 0.4 m, and the drop height s = 0.725 m (Figure 1b, c and 2). Similar to regulated 
gates, e.g. at spillways, the operating personnel needs to be responsible. The wave regulation mechanism 
can be combined with an adjustable upstream weir to further improve the approach flow conditions (Aufleger 
et al., 2015). 
 

 
Figure 2. Cross-section of Almkanal surf wave in Salzburg, Austria (adapted from Gostner et al., 2010). 

 
 Adjustable flaps at abrupt drops appear promising to optimize existing structures with minimum structural 

adaptations to obtain surf wave conditions. The generated hydraulic jump is stabilized for varied tailwater flow 
conditions, thereby leading to safer surf conditions, as compared to the common use of standing waves in 
rivers at flood situations. Since literature on this configuration does not exist, hydraulic model tests were 
conducted, investigating the effect of flaps on the wave properties for various downstream and upstream flow 
conditions. Selected experimental results are presented and discussed below. 
 
2 EXPERIMENTAL SETUP 

 Physical model experiments were conducted in a 6 m long, 0.3 m wide and 0.5 m deep flow channel at 
the Laboratory of Hydraulics, Hydrology and Glaciology (VAW) of ETH Zurich. Whereas the back wall is made 
of steel, the channel bottom and front wall are made of glass to enable optical access. Figure 3 shows a 
definition sketch with the governing parameters, namely approach flow depth (ho), approach flow velocity (Vo), 
drop height (s), flap length (lk), flap angle (, downstream flow depth (hu), wave height (hw), as well as wave 
crest height (hwb), and wave crest length (Lwb). The origin of the horizontal and vertical coordinates (x ,z) is set 
at the drop toe. 
 

 
Figure 3. Definition sketch of surf wave at abrupt bottom drop with adjustable flap. 
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 The investigated parameter range is specified in Table 1. A jetbox (Schwalt and Hager, 1992) was used 
to control the inflow conditions with approach flow Froude numbers Fo = Vo/(gho)

1/2 = 2.0 - 4.0, involving g as 
the gravity acceleration. The downstream flow depth was regulated with a weir at the channel end. Free 
surface profiles were measured to  1 mm with a point gauge mounted on a traverse system. For selected 
parameter combinations, the wave-type flow field was recorded using Particle Image Velocimetry (PIV). 
 

Table 1. Investigated parameter range. 

Parameter Range 

Q 20 - 40 l/s 

ho 3.3 - 7.7 cm 

F 2.0 - 4.0 

S 5 cm, 10 cm 

lk 1.0, 2.5, 5.0 cm 

κ 10°, 20°, 30° 

 
3 RESULTS 

 Favorable surf wave properties are shown in Figure 4 for Q = 30 l/s, Fo = 3.0, lk = 2.5 cm, and  = 30°. 
Flow features are separated into four reaches: (1) supercritical approach flow, (2) surf wave, (3) recirculation 
zone, and (4) subcritical tailwater. If air is entrained by a surface roller, the water buoyancy reduces, thereby 
complicating surf maneuvers. Waves with a smooth surface are therefore easier to surf. Based on existing 
river surf waves, a favorable prototype wave height is hw = 0.5 - 1.2 m. The subsequent recirculation zone 
should be separated from the surf wave, and possibly short to diminish the risk of injury. Particularly for long 
recirculation zones, fallen surfers may be unable to rescue themselves. Again, aeration may lead to 
decreased buoyancy, and thus a complicated situation for victims to emerge from the water. In the subcritical 
tailwater region, the turbulence reduces, leading to air detrainment. 

 

 
Figure 4. Favored surf wave properties for Q = 30 l/s, Fo = 3.0, lk = 2.5 cm, with four characteristic reaches in 

(a) side view and (b) top view. 
 

 The maximum wave height occurred for Q = 40 l/s, Fo = 4.0, lk = 5.0 cm, and  = 30° (Figure 5). This 
wave-type flow condition is considered unfavorable due to the strong air entrainment caused by high 
turbulence, and the large extension of the recirculation zone. 

 As a major benefit, adjustable flaps demonstrated a stabilizing effect on the surf wave for decreasing 
tailwater flow depths. Given a reference configuration of a bottom drop without flap and F = 2.5, the wave-type 
flow changes into a (non-surfable) undulating jump for a reduction of the downstream water depth by only 
2.5%. In contrast, an installed flap of lk = 2.5 cm and  = 20° maintains a surfable wave-type flow. 
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Figure 5. Maximum wave height with hw ≈ 23 cm for Q = 40 l/s, Fo = 4.0, lk = 5.0 cm, and  = 30°. 

 
 The free surface profiles of surf waves for Q = 30 l/s, Fo = 3.0, lk = 5.0 cm are shown in Figure 6 for 

different flap angles  = 30°, 20°, 10°, and the reference geometry without a flap. The maximum wave height 
hw = 0.18 m is generated if  = 30°, and reduces to hw = 0.15 m ( = 20°), hw = 0.126 m ( = 10°), and 
hw = 0.14 m (no flap), respectively. A long flap with a high angle therefore increases hw by ≈ 29 %, whereas for 
a flat angle the flow attaches to the flap and deflects downward, leading to wave height reduction by ≈ −10%. 

 The effect of the flap length on the free surface profiles of the surf wave is shown in Figure 7 for 
Q = 30 l/s, Fo = 3.0, and both  = 10° and 30°. Given a flat angle of  = 10°, the flap length has no significant 
effect on the free surface profile. However, the wave heights generated at the drop with flap are smaller as 
compared to a simple drop without flap (Figure 7a). Given a large flap angle of  = 30°, hw increases by ≈ 29 % 
(lk = 5.0 cm, hw = 0.18 m) and ≈ 16 % (lk = 2.5 cm, hw = 0.162 m) as compared to the plain drop without a flap. 
Note that the free surface profile generated for lk = 1 cm is identical to those generated by the drop without a 
flap. 
 

  
Figure 6. Free surface profiles z(x) of surf wave for Q = 30 l/s, Fo = 3.0, and lk = 5.0 cm. 

 

 
Figure 7. Free surface profiles z(x) of surf wave for Q = 30 l/s, Fo = 3.0 with (a)  = 10° and (b)  = 30°. 

 
4 PIV MEASUREMENTS 

 The flow field downstream of the bottom drop was recorded using Particle Image Velocimetry (PIV) for 
selected test conditions. Polyamide particles of 1.03 g/cm3 density and a mean diameter of 5 – 35 µm were 
used as seeding material. The particles were illuminated using a Litron-DualPower 200-15 with a pulse rate of 
15 Hz at a wavelength of 532 nm, and an energy per pulse of 2 x 200 mJ. The laser beam was coupled into a 
laser-guiding arm and led underneath the channel bottom. A cylinder lens was used to create the vertical light 
sheet along the flume axis. Images were captured using a Dantec 2 MP FlowSense camera of 1200 x 1600  
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pixels (V:H) resolution. The corresponding field of view was ≈ 300 mm x 400 mm (V:H). The correlation grid 
size of 32 x 32 pixels resulted in a spatial vector resolution of ≈ 4.15 mm x 4.15 mm. 

 The hydraulic jump generated at an abrupt bottom drop was characterized by strong turbulence and 
pronounced vortex formation, resulting in a continuously changing flow field. For a meaningful comparison of 
the flow field for different parameter combinations, the temporal average was created from 75 double frames, 
corresponding to 5 s of flow. The flow field at an abrupt bottom drop is shown in Figure 8 for Fo = 3.0, 
ho = 4.8 cm, and lk = 5 cm with different flap angles (a)  = 30°, (b)  = 20°, (c)  = 10° as well as (d) without 
flap. The main approach flow (dark grey) aligns to the flap and is deflected with the flap angle. For a large flap 
angle  = 30°, the approach flow is significantly deflected upwards at x ≈ 50 mm, but orientates back 
downward to the channel bottom for x ≈ 250 mm (Figure 8a). Given a small flap angle (Figure 8c), the 
approach flow is deflected almost horizontally, resulting in a smaller wave height as compared to the plain 
bottom drop without flap (Figure 8d). The corresponding free surface profile is therefore flat and not suitable 
for surfing. 
 

 
Figure 8. Flow field at abrupt bottom drop for Fo = 3.0, ho = 4.8 cm, and lk = 5 cm with (a)  = 30°, (b)  = 20°, 

(c)  = 10°, and (d) without flap. 
 

 
Figure 9. Flow field at abrupt bottom drop for Fo = 3.0, ho = 4.8 cm, and  = 30° with (a) lk = 5 cm, 

(b) lk = 2.5 cm, (c) lk = 1 cm, and (d) without flap. 
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 Figure 9 shows the flow field at an abrupt bottom drop for Fo = 3.0, ho = 4.8 cm, and  = 30° with different 
flap lengths (a) lk = 5 cm, (b) lk = 2.5 cm, (c) lk = 1 cm as well as (d) without flap. For all three configurations 
involving a flap, the main approach flow is deflected upwards at x ≈ 50 mm. As described above, the flow 
orientates back downward to the channel bottom at x ≈ 250 mm. Longer flap lengths thereby result in stronger 
flow deflection. A short flap with a large flap angle (lk = 1 cm,  = 30°) therefore generates a flatter free surface 
profile as compared to the plain bottom drop without flap (Figure 9c and d). 
 
5 CONCLUSIONS 

 Only sparse literature exists on the hydraulics of river surf waves at abrupt drops. However, experiences 
at existing river surf wave locations demonstrate a positive effect of adjustable installations on the generated 
wave characteristics. Physical model tests conducted at VAW laboratory confirmed that both wave height and 
steepness, as the important surf wave characteristics, are affected by a flap. Given an approach flow Froude 
Number of Fo = 3.0, the wave height can be increased by ≈ 30 % using a long flap with a large flap angle 
( = 30°), as compared to a plain bottom drop without a flap. 

 Longer flaps have their potentially positive effect on the surf wave characteristics for a wider range of 
approach flow and tailwater conditions. However, adjustable flaps also implicate potential limitations. On the 
one hand, a hydraulic jump can be generated upstream of the bottom drop (A-jump) given the approach flow 
Froude number is small. Meanwhile, flaps with a small angle can deflect the main approach flow downwards, 
thereby decreasing the targeted wave height as compared to a plain bottom drop without flap. Given large 
approach flow Froude numbers, the long flaps with a large flap angle may have similarities to a ski-jump, 
leading to a pronounced wave-jump with large air entrainment, and thus an irregular surface profile. The wave 
is then difficult to surf and can be dangerous for fallen surfers due to the large recirculation zone. 

 Additional model tests are necessary to extensively quantify the effect of adjustable flaps on the surf 
wave characteristics. The effect of the bottom geometry is considered important, but not yet investigated. 
Therefore, in future experiments, the bottom drop height will be varied in a wider range, and a sloped bottom 
ramp will be involved instead of the abrupt vertical drop. 
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ABSTRACT 
  
Haiti is one of the most vulnerable countries to floods and inundations. The development of infrastructures 
enabling systematic river monitoring is quite inexistent and consequently hydrologic and hydrographic data 
are really scarce. In the frame of an academic cooperation project aiming at enhancing the local capabilities to 
manage Haitian rivers, the Dory weir is studied because it will be used as upstream boundary condition for 
further flow simulations. However, due to past severe flow conditions, the weir is seriously damaged and is no 
more working in standard conditions. So, three different approaches are used to re-build a stage-discharge 
relation. Recent floods in May 2016 have recorded a set of water level and river discharge measurements. 
Added to previous field campaigns, these form a first estimate of stage-discharge relation. Then, detailed 
numerical simulations using OpenFoam are used to generate several flow scenarios on the weir, considering 
its exact damaged geometry, in order to rebuild a local stage-discharge. The added value of this detailed 
numerical approach is discussed by comparing a simple approach in defining an equivalent standard profile 
from which the stage-discharge relation. The objective of establishing a proposition for a stage-discharge 
relation from numerical approach is completed. Even if some of this approach could be further improved, the 
OpenFoam model can be easily adapted to other similar applications and researches including the integration 
of a specific shape or topographic surface. The most important benefit of the present work is therefore the 
establishment of a numerical-based reproducible method to generate stage discharge relations from real 
topographies that could, as in Dory’s case, be deteriorated and differ from standard shapes. 

 
Keywords: Damaged weir; stage-discharge relation; CFD simulation; Haitian River. 
 
 
1 INTRODUCTION  

 Haiti is probably one of the most exposed countries to dramatic floods and inundations due, among other, 
to intense deforestation. Haiti is also extremely poor in hydrologic and hydrographic data, as this is not 
considered as a priority in a context numerous social and economic emergencies. The present work is done in 
the frame of a cooperation program funded by the Belgian Cooperation Administration (ARES-CCD) that aims 
to develop, through an exemplary watershed and river reach along the Cavaillon River (Figure 1a), a simple 
and repeatable methodology for enhancing hydrologic data and designing flood protection procedures. 
 

Figure 1. Localization of the studied river reach: (a) general map of Haiti and indication of the Cavaillon river 
basin, (b) Details of the Cavaillon River and tributaries. 

  
Within this project, the discharge in the river is one of the important required data. The Dory weir, built for 

irrigation purpose, represents the upstream limit of the studied reach (Figure 1b). It provides a possibility to 
evaluate the river discharge from a continuous water level measurement at a station located 50 m upstream of 
the weir. Unfortunately, the infrastructure is in a very bad condition as time and recurrent floods have  

(a) (b)
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considerably degraded the initial weir profile (Figure 2). The weir crest is no longer horizontal (see Figures 2a 
and 2c), the upstream approach is partly invaded by sediments (Figures 2b and 2d) and the concrete apron 
downstream is partly destroyed by uplift pressures (Figure 2a and 2d). 
 

 
The aim of the present work is to build a stage-discharge relation for the Dory weir, considering that no 

data are available about the design and the construction of this weir and that the damages have the 
consequence that it is certainly not working in standard conditions. So, in order to obtain a usable stage-
discharge relation for this damaged weir, three complementary approaches are used: (1) in situ surveys, (2) 
numerical simulations using the free Open foam software, and (3) tentative application of the classical theory 
of weir flows, in order to extrapolate the stage-discharge relation beyond the limits of observations. 
  
2 FIELD SURVEY 

 In 2015 and 2016, dense topographical surveys were conducted manually (i.e. using a portable total 
station) in Dory, leading to detailed bathymetric data of the weir and surroundings. Form this data, a three-
dimensional model of the weir could be constructed (Figure 3). These measurements highlighted the main 
defects of the weir. First, the crest is no longer horizontal, and presents a difference of 0.23 m between the left 
and right bank, a difference of 0.29 m between the highest and lowest point with severe irregularities along the 
crest. Secondly, significant sediment deposits upstream reduced the weir crest level to only 0.32 m above the 
upstream bottom, while it is about 0.79 m at its maximum. Finally, as illustrated in Figures 2, the concrete 
apron and the downstream face of the weir were seriously damaged during past flood events, resulting in a 
complex downstream bathymetry along all the cross-section. 
 

(a) (b) 

(c) (d) 

Figure 2. (a) Damaged concrete slab on the downstream face of the weir (b) general view of the Dory 
weir (c) aerial view of the crest and the downstream slab d) damaged crest and upstream sedimentation.
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Figure 3. Three-dimensional model of the weir obtained from the topographical survey. 

 
The three-dimensional model of Figure 3 is less accurate near sharp geometry changes, especially near 

the banks. Moreover, as shown in Figure 4b, a radial gate presents on the left bank to guarantee a minimum 
flow in the river even if the upstream water level does not reach the weir crest. This radial gate is not included 
in the topographical model. Due to these considerations, the useful section of the weir on which we can 
perform further calculations and simulations is limited to a 28 m width section (represented by the blue box in 
Figure 4a).  
 

   
Figure 4. (a) Useful section of the weir on which reflection is performed (b) Picture of the right bank  

located gate. 
 

The field campaign also included stage-discharge measurements. The water level was measured 50 m 
upstream from the weir, while velocity measurements by propellers, in a cross-section located 66 m 
downstream of the weir, were used for estimating the discharge by integration on the cross-section area. 
Unfortunately, conditions to obtain regular, good quality measurement covering a broad spectrum of values 
are not fulfilled. First, the whole region mainly suffered from drought during the last five years, reducing the 
frequency and intensity of precipitation events. Moreover, as the region is difficult to access (without paved 
road, tributaries to be crossed by fording), any climatic event makes transport to the Dory area even more 
difficult. Due to technical difficulties and lack of maintenance capabilities, the installation of automated 
measurement stations is impossible. In consequence, only low discharges could be observed, up to 
27.94 m³/s, even if we know, after Hurricane Matthew, much larger discharges can occur in the river. The 
scarce available measured points, measured from a common reference point at the base of the right bank, z = 
1.91 m (Figure 4b), are listed in Table 1. 

 
 
 
 

(a) (b) 

z = 1.91 m  
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Table 1. Available water level and discharge measurements. 
Upstream water level (m) 2.16 2.22 2.25 2.3 2.36 2.36 

Discharge (m³/s) 12.01 15.66 16.56 21.53 24.29 27.94 

 
In conclusion, even if intuitively, the field approach seems to be the most appropriate to reconstruct a 

stage-discharge relation for the weir, the conditions in which any field campaign has to be conducted make it 
necessary to use a combined approach with theoretical reflection and numerical simulation as proposed in this 
work. 

 
3 NUMERICAL APPROACH  

 
3.1 Open foam model 

The Open Foam software was used to simulate the flow over the Dory weir for several discharge 
conditions. This software solves the Navier-Stokes equations by a Volume of Fluid method (Hirt and Nichols, 
1979), and, for the present application, the inter Foam solver was applied, which consists in a solver for two 
incompressible and immiscible fluids. So, the water flow and a layer of air above it are represented, the 
interface between these two phases being captured by a phase-fraction based interface capturing approach. 
In other words, in each computational cell, the fluid state is described by the value of a variable,  
representing the relative volume of water (or air) in the cell, with  = 1 corresponds to a cell occupied by fluid 
only, and  = 0 corresponds to a cell with air only. The free-surface then located in cells with an  value 
between 0 and 1. 

In order to select the best appropriate parameters of the simulation, i.e. mesh size, local refinement, and 
turbulence closure model that allow for accurate results and reasonable computational time, a convergence 
analysis was performed (Roelandt and Verschoore, 2016). As a result, the Dory weir and the surrounding 
bathymetry were discretized with finer refinement close to the weir. As regards the turbulence closure, the k- 
SST model was selected for providing the more stable results, as it combines the robustness of the k-w model 
near the walls and the performances of the k- model away from the walls. 

During the first study, only 2D-V simulations were run on a limited number of vertical slices in the 
complete 3D model of the weir, in order to limit the computational time and to obtain a first series of results 
that will, in a later study, be compared to full 3D simulations. 
 
3.2 Applied method 

The weir is divided into five representative slices (Figure 5). For each slice a stage-discharge relation is 
established from the numerical simulations. These five relations are then merged in order to obtain a global 
relation for the whole structure. 

Since the effective part of the structure is located between the transversal coordinates -11 m and 17 m 
(Figure 4) measured along the crest axis, each slice has a width of 5.6 m. For each slice, the central cross 
section is chosen to represent the flow. 

 

 
Figure 5. Five simulation slices representing each a 5.6 m wide portion of the weir. 

 
In order to obtain a relation between the upstream water level and the discharge over the slice, 

simulations are achieved for several inlet flow conditions, since this is the variable that can be easily modified 
in the solver. The selected flow conditions span over the range of observed discharges (Table 1). Figure 6 
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shows the steady-state flow observed for four different discharges, and the corresponding upstream water 
level (according to a common reference explained above) that can be deduced from the simulations. 

 

 

 
Figure 6. Simulation results on slice 3 with four discharges (1.12 m³/s, 3.36 m³/s, 5.6 m³/s, 7.84 m³/s) – Red is 

water, Blue is air, transition is clearer. 
 

The free-surface is found as the location where the  variable representing the water/air ratio of an 
element is equal to 0.5. Using this condition, the free surface can be extracted as illustrated in Figure 7. 
 

 
Figure 7. (a) Simulation of the slice 3, Q = 5, 6 m³/s, and (b) limit layer between water and air (α = 0.5). 

 

(a) 

(b) 

Slice 3         Q = 1.12 m³/s  

Slice 3         Q = 3.36 m³/s  

Slice 3         Q = 5.6 m³/s  

Slice 3         Q = 7.84 m³/s  

zw = 1.91 m  

zw = 2.13 m  

zw = 2.29 m  

zw = 2.42 m  
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Couples of point (zupstream, Q) were calculated for each slice in order to build a specific relation between 
the discharge and the upstream water level. The resulting relations are illustrated in Figures 8a-b-c-d-e. These 
relations are then combined to establish a single relation considered as representative for the complete weir 
(Figure 8f). This latter relation is expressed in terms of the upstream water level measured from the common 
reference system, and not in terms of the head, and the actual head cannot be defined with respect to the 
crest level because the crest is not horizontal. 

 

 
Figure 8. Stage discharge relations calculated for (a) slice 1, (b) slice 2, (c) slice 3, (d) slice 4, (e) slice 5, and 

(f) the complete weir. 
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4 THEORICAL APPROACH  
If the use of sophisticated approaches seems to be promising, it could be instructive to observe an added 

value this work has in comparison with a basic idea, replacing the actual damaged Dory weir by an equivalent  
simple standard profile for which the stage-discharge relation could be extrapolated beyond the range of 
measurements. In the present work, the exercise is only done for the basic assumptions, i.e. limitless 
upstream approach depth, vertical upstream face, no influence from downstream flow and negligible inlet 
velocity. 

To build a standard profile, a design stage (H0) has to be defined. This design stage is indeed an 
unknown, because there is no information available about the design and construction of the weir. Two 
methodologies to find the design conditions are developed hereunder. The first idea was to fit the profile of a 
slice directly with a standard profile through the Eq. [1]. By adjustment of H0, minimizing the least mean square 
error, it is possible to obtain a curve fitting with the theoretical standard bathymetry (Figure 9a). The normal 
stage found is H0 = 0.065 m. Two elements are however questionable: (1) how to choose the representative 
slice along the crest to define a “mean” standard profile? (2) Does the geometrical similitude ensure hydraulic 
similitude? To answer the second question, an alternative way to build an “equivalent” standard profile was 
developed. Based on numerical simulation results, the stage discharge relation obtained from the OpenFoam 
model and Eq. [2] with μ0	=	0.492 were compared. By adjusting the stage-discharge relation to the one 
obtained from the OpenFoam model and minimizing the least mean square error, as shown on a log-log graph 
in Figure 9b, another estimation of the normal stage H0 could be obtained. The value found is H0 = 0.635 m. 

 

y

H0
 =0.47 ቀ

x

H0
ቁ

1.8
           

 

 
 [1] 
 

 

Q = μ L ඥ2g H1.5=μ0 ൬
H

H0
൰

0.17

 L ඥ2g H1.5= 
μ0 L ඥ2g

H0
0.17   H1.67  [2] 

 

 
Figure 9. (a) Standard profiles (geometrical and OpenFoam) for their respective nominal head with 

background central slice profile (dotted line) (b) Comparison Stage-Discharge relations built by OpenFoam 
model and two equivalent standard profile fitted to geometrical shape and to OpenFoam model results. 

 
5 COMPARAISON BETWEEN THE DIFFERENT APPROACHES 

Figure 10 shows the stage-discharge relation for each of the approaches developed in this paper. The 
poor availability of field data encouraged to use alternatives methods to represent the flow over the Dory weir. 
First, it is interesting to notice that the best approximation of the measured field data is the one based on the 
OpenFoam numerical results (blue curve in Figure 10). Moreover, it can be observed that there are two ways 
of fitting an equivalent standard profile for the Dory weir, based on geometry or numerical results, which give 
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significantly different results. So, it seems more appropriate to consider in terms of hydraulic convergence 
than pure bathymetric data fitting. 

 

 
Figure 10. Stage-discharge curves obtained from the different methods. 

 
6 CONCLUSIONS 

The damaged weir of Dory on the Cavaillon River in Haïti will be used as an upstream boundary 
condition of a flow model developed in frame of a scientific cooperation project. Therefore, a reliable stage-
discharge relation is required. Unfortunately, no information was available about the design of this weir. So, 
using scarce measured field data, the classical weir theory and detailed numerical simulations, a new stage-
discharge relation was constructed. The results showed that the numerical simulations, even if achieved in a 
simplified way using only five representative slices of the weir, provided interesting results. These appear to 
be close to the field measurements, giving some confidence to use such models. 

Nevertheless, even if this work demonstrates the merits of the combined approach, it also brings up 
some questions. In view of the divergence between the standard Open foam equivalent weir (red line in 
Figure 10) and the detailed Open foam model (blue line in Figure 10) for higher discharges, the question of 
the reliability of the curves arises, especially if it is to be used for extreme cases. 

Further work will be carried out to obtain more information from the Open foam simulations. In particular, 
a new topographical survey was conducted and the data will be treated in order to improve the accuracy of 
the Open foam model close to the banks. Also, the radial gate located on the left bank will have to be included 
in the model in order to represent the overflow in cases of very high discharges. Finally, the full 3D simulations 
with this detailed model will be carried out to compare to the current five-slice model. 
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ABSTRACT 

 
A multi-fluid SPH formulation combined to an elastic-viscoplastic stress model is applied to the modelling of 
non-cohesive sediment transport. The multi-fluid formulation is based on Hu and Adam's (2006) model using a 
modified continuity equation proposed by Vila (1999) so that the model is able to handle free-surface flows. 
The boundary conditions are imposed using the unified semi-analytical wall (USAW) boundary conditions 
model that has proved its efficiency in simulating flows that both require an accurate pressure and shear 
stress treatment at the wall, and present complex boundary geometries (Ferrand et al., 2013). The sediment is 
assumed to be either dry or fully saturated and the water-sediment mixture is modelled using a continuous 
description. Regarding the deviatoric stresses, the soil is assumed to behave as an elastic material when the 
strain rates are low, similarly to Ulrich (2013). Otherwise, it behaves as a viscoplastic fluid for non-negligible 
strain rates. Hence, the material has a yield stress under which no significant deformation occurs. When it is 
exceeded, the soil starts to flow following a shear thinning rheological law. The transition between solid and 
liquid state is made using a blending function driven by the magnitude of strain rate. A new liquid-solid 
transition threshold based on the granular material properties is proposed, making the model free of numerical 
parameter. A particular attention is paid to the computation of the yield stress that has a key role in the solid-
liquid transition as well as in the rheological behaviour of the non-Newtonian fluid state. The model is tested 
on 2D soil collapse test case and a dam break over mobile bed where the rapid transient flow involves erosion 
of sediment and bed-load transport. Results are compared with experimental data (Bui et al., 2008; Spinewine 
and Zech, 2007) and a good agreement is obtained. 
 
Keywords: Sediment transport; scouring; non-newtonian; smoothed particle hydrodynamics (SPH). 
 
 
1 INTRODUCTION 

The study of sediment transport is a major concern for many industrial and environmental stakeholders. 
In addition to experimental studies, the simulation of sediment transport has become an essential tool for the 
design and the maintenance of hydraulic structures. Simulations are used to evaluate the effect of the 
sedimentation on their functioning and efficiency, to measure the effect of such structures on the natural 
sediment transport and the resulting impact on the environment. The simulation of these phenomena allows to 
anticipate the resulting costs, but also to test sediment management strategies. 
The Smoothed Particle Hydrodynamics (SPH) is particularly adapted for modelling sediment transport at a 
local scale. To do so, the main idea is to represent the sediment as a fluid with its proper physical properties 
(density, viscosity, and so on). Then, rheological laws, erosion criteria and suspended-transport model can be 
used to improve the modelling of physical phenomena involved in sediment transport.  

In SPH literature, these problems have been mainly addressed using a rheological approach. The 
sediment is usually treated as a viscoplastic fluid. Thus, under a critical shear-stress, referred to as yield 
stress, the sediment is supposed to behave like a solid and there is no significant deformation. When the yield 
stress is exceeded, the fluid starts to flow and its viscosity decreases as the strain rate grows. For practical 
reasons, the solid state is usually approached using a highly viscous state. Ulrich (2013) proposed a more 
complex formulation modelling the solid state with a linear solid-elastic model.  

In the present work, an improvement of Ulrich’s model is proposed. The solid stresses are calculated 
from SPH particles displacement instead of integrating the rate-of-strain tensor. Moreover, a liquid-solid 
transition threshold based on the granular material properties is developed, making the model free of 
numerical parameter. The model is combined to a multi-fluid formulation derived from a definition of density 
proposed by Hu and Adams (2006). The continuity equation proposed by Vila (1999) is used so that the model 
can handle free-surface flows, and the boundary conditions are imposed using the unified semi-analytical wall 
(USAW) boundary conditions model (Ferrand et al., 2013). The model is validated on an experimental two-
dimensional case of soil collapse (Bui et al., 2008) and applied to a case of dam-break over a mobile bed. 
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In this paper, the governing equations and the elastic-viscoplastic model are presented is section 2. Then, the 
multi-fluid SPH model and discretized equations are summarized in section 3 while the simulations results are 
exposed in section 4. 
  
2 GOVERNING EQUATIONS  
 
2.1 Lagrangian form of weakly-compressible Navier-Stokes equations 

In this work suspended load transport is neglected. Therefore, the problem is reduced to the modelling of 
bed load transport. To do so, a two-fluid approach was adopted where the water and the soil are treated as 
two non-miscible homogeneous fluids, having their own physical properties. The same set of equations is 
used for both of them but the deviatoric stresses are calculated with different behaviour laws. In the framework 
of weakly-compressible flows, the Lagrangian form of continuity equation reads: 
 
 dρ

dt
=-ρ div u [1]

 
with ߩ the fluid density, ݐ the time and ࢛ the velocity. Then, the momentum equation reads: 
 
 du

dt
=-

1

ρ
grad p+

1

ρ
 div τ+g [2] 

 
with  the pressure, ࢍ the gravity and ࣎ the deviatoric component of the stress tensor. The pressure is 
calculated from density using the following state equation: 
 
 

p=
ρ0c0

2

ζ
ቆ

ρ

ρ0

ቇ
ζ

-1൩ [3] 

 
with ߩ the reference density, ܿ the numerical speed of sound and ߞ the isentropic coefficient. The same state 
equation is used for soil and water, with suitable values of ߩ. To satisfy the weakly compressible condition, 
the numerical speed of sound has to be 10 times greater than the flow maximum velocity. The isentropic 
coefficient is set to 7 for both water and soil. Finally, water being treated as a Newtonian fluid, the deviatoric 
stress is nothing but the viscous stress tensor: 
 
 div τ=div൫ηൣgrad u+ሺgrad uሻT൧൯ [4] 

 
where ߟ represents the sum of dynamic and turbulent viscosity obtained from the ݇ െ ߳ model developed in 
Leroy et al. (2014).  
 
2.2 Soil Model 
 
2.2.1 Homogeneous mixture model 

The bed of sediment is composed of grains having a density ρg, and it has a porosity ϕ that is assumed 

to be constant and homogenous. The soil can be either dry or saturated with water. Therefore, an equivalent 
density of the bed in both cases could be defined: 
 
 

൝
ρeq

DRY=ሺ1-ϕሻρg+ϕρw

ρeq
SAT=ሺ1-ϕሻρg+ϕρw

 [5] 

 
where ߩ௪ is the density of water.  
 
2.2.2 Definitions and generalities about rheological approach for the modelling of soil 

Adopting a rheological approach, the soil is usually treated as a viscoplastic material. As a consequence, 
below a yield stress τy, there is no deformation and the material behaves like a rigid body. When the yield 
stress is exceeded, the material starts to flow. In such a model, the yield stress has to be compared to an 
invariant measure of the deviatoric stress tensor τ. In this work, the tensor second invariant is used according 
to von Mises (1913) criterion: 
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 τ=ඨ
1

2
 τijτij

i,j

     [6] 

 
Many viscoplastic materials can be described using the ideal Bingham model that reads:  
 
 

ቐ
γሶ=0                           if  τ<τy

τ=2 ൬η∞+
τy

γሶ
൰γሶ     if  τ> τy

 [7] 

 
with η∞ the plastic viscosity, γሶ  the strain rate tensor and ߛሶ  its second invariant defined as: 
 
 

γሶൌඨ2γሶ ijγሶ ij
i,j

			  
[8] 

 
where γሶ ij are components of the strain rate tensor: 

 
 

γሶ=
1

2
൫grad u+ሺgrad uሻT൯ [9] 

 
Note that the Bingham model is discontinuous and requires to track down beforehand the yielded and 
unyielded regions to know which equation should be applied. Indeed, the liquid-solid transitions are not 
explicitly given by the model. This can be verified calculating the second invariant of the deviatoric stress 
tensor corresponding to liquid state: 
 
 τ=η∞γሶ+τy [10] 
 

Thus when the strain rate ߛሶ  vanishes, the deviatoric stress tends to the yield stress and never goes 
below. As a consequence, this model is not suitable for numerical simulation. To circumvent this issue, 
viscoplastic materials are usually approximated as uniformly liquid materials, exhibiting an infinite viscosity in 
the limit of low strain rates. Numerically, this is achieved using shear thinning rheological law and limiting the 
viscosity to a huge but finite maximum value. This method is straightforward and has been widely applied to 
the simulation of sediment transport with finite volumes (Morichon et al., 2013), Moving Particle Semi-implicit 
method (Nabian et al., 2016) and Smoothed Particles Hydrodynamics method (Capone et al., 2010). 

This approach is particularly adapted for highly dynamic scenarios but exhibits severe drawbacks 
regarding small strain-rates and deformations. Indeed, the maximum viscosity has to be large enough to 
guarantee that no significant motion occurs in unyielded regions, and to ensure that results would not be 
affected by a new increase of this parameter. But in practice, the maximum value of viscosity is actually 
limited for explicit time integration scheme, because of computational cost. 

In the present paper, following the work of Ulrich (2013), the soil is treated as a linear-elastic solid in 
unyielded regions, and as a shear thinning fluid in yielded regions. A continuous transition between the two 
states is ensured by a blending function driven by the strain rate magnitude. 
 
2.2.3 Yield stress 

The yield stress is calculated according to Mohr-Coulomb's yield criterion. For non-cohesive material, it 
reads:  
 
 τyൌpeff tanψ [11] 
 
with peff the effective pressure and ߰ the internal friction angle which is a constant physical property of the 
granular material. 

The effective pressure is the normal stress that actually applies between the grains. It takes into account 
the pressure due to the weight of sediment above the point of interest, partially compensated by buoyancy 
forces when the soil is saturated with water. Effective pressure can be calculated with Terzaghi’s expression: 
 
 peffൌptot‐ppw [12] 
 
where is ptot is the total pressure due to the weight of overlaying sediment and water, and ୮୵ is the pressure 
of water inside the pores, referred to as pore water pressure. Usually, ୮୵ is assumed to be close to 
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hydrostatic pressure. Thus, the effective pressure can be calculated from the vertical position of the point of 
interest z, and the position of soil-water interface ݖூ: 
 
 peffൌgሺzI‐zሻሺρeqSAT‐ρwሻ [13] 
  
Note that ୣ doesn’t depend on the weight of water overlaying the soil. Obviously, for dry sediment, the 
effective pressure is equal to the total pressure. Furthermore, by combining equations [10] and [12], the result 
was the yield stress is zero in ݖூ, as expected for non-cohesive sediment. 
 
2.2.4 Solid deviatoric stress tensor 

In unyielded regions, the soil is treated as a linear elastic solid. Following Hook’s law for an isotropic 
material, the Jaumann derivative of the solid deviatoric stress tensor ࣎௦ reads: 
 
 

௦ሶ࣎ ൌ
ܧ

ሺ1  ሻߥ
ሶࢽ  ሶࡶ  [14] 

 
with ܧ the Young’s modulus, ߥ the Poisson’s coefficient and ܬሶ the rate of Jaumann tensor: 
 
ሶࡶ  ൌ ௦࣎ ሶ࣓ െ ሶ࣓  ௦࣎

[15] 

 
where ሶ࣓  is the rotation rate tensor, that is to say the anti-symmetric part of the velocity gradient tensor: 
 
 

ሶ࣓ ൌ
1
2
ሺ܌܉ܚ ࢛ െ ሺ܌܉ܚ  ሻ [16]ࢀሻ࢛

 
Note that the Jaumann derivative is used so that the time derivative of stress does not depend on the 

frame of reference. To compute the deviatoric stress, equation [14] is integrated in two steps. Regarding the 
Jaumann tensor, equation [15] is integrated using an explicit time integration scheme. Then, regarding the first 
term in equation [14], referring to the Lagrangian property of SPH, that is by computing the shear strain from 
the displacement of particle X instead of integrating the strain rate: 
 
 

ࢽ ൌ
1
2
ሺ܌܉ܚ ࢄ  ሺ܌܉ܚ  ሻ்ሻ [17]ࢄ

 
with the displacement ࢄ defined by: 
 
ሻݐሺࢄ  ൌ ሻݐሺ࢘ െ ሺ0ሻ [18]࢘
 
where is ࢘ the SPH particle position. The following expression was obtained:  
 
 

௦࣎ ൌ
ܧ

ሺ1  ሻߥ
ࢽ  [19] ࡶ

 
Furthermore, the material is supposed to yield when the stress magnitude reaches the yield stress. Thus, the 
solid deviatoric stress tensor ࣎௦ should be rescaled when its invariant ߬௦ measure exceeds the yield stress ߬௬: 
 
 

൝
௦௦࣎ ൌ ௦࣎ if ߬௦  ߬௬

௦௦࣎ ൌ
߬௬
߬௦
௦࣎ if ߬௦  ߬௬

 [20]

 
where ࣎௦௦ denotes the rescaled deviatoric stress tensor. 
 
2.2.5 Fluid deviatoric stress tensor 

In yielded regions, the soil is in a fluid state and exhibits a non-Newtonian behaviour. Thus the fluid 
deviatoric stress tensor ࣎ is calculated according to the following constitutive equation: 
 
࣎  ൌ ୣߟ2 ሶ  [21]
 
with ୣߟ the effective viscosity defined as: 
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ୣߟ  ൌ

߬௬
ሶߛ

 [22]

 
With this model, the magnitude of fluid deviatoric stress is always equal to the yield stress. 
 
2.2.6 Solid/fluid transition 

A continuous transition between solid and liquid state is ensured by a blending function ξ driven by the 
magnitude of strain rate. Since the physical threshold delimiting yielded and unyielded regions is expressed is 
terms of stress (i.e. the yield stress ߬௬), a new one expressed in terms of strain rate was built, denoted ߛሶ௬. To 
do so a yield viscosity ߟ௬ was defined as the maximum possible viscosity for the material in fluid state. Thus 
the result: 

 
 γሶ yൌ

τy
ηy

 [23]

 
Similarly to the simple rheological approach, Ulrich chose the value of ߟ௬ in a trial and error approach, 

increasing incrementally its value until obtaining the expected result. Here to find a value based on the 
physical properties of the material the Deborah number ݁ܦ was used which characterize the fluidity of a 
material under the flow conditions of a specific experiment: 
 
 

De=
tR
tC

 [24]

 
where ݐ is the characteristic time scale of the experiment and ݐோ the stress relaxation time. For a granular 
material, Sun and Wang (2013) proposed to use the characteristic time of Rayleigh waves propagating along 
a grain surface: 
 
 

tR
G=

πR

0.163 ν+0.877
ට
ρ

G
 [25]

 
with ܴ the grain radius and ܩ the shear modulus defined by: 
 
 

G=
E

2ሺ1+νሻ
 [26]

 
On the other hand, in the plastic regime, the soil can be seen as viscoelastic material. In that case, the 
Deborah number is calculated with a relaxation time defined as: 
 
 

tR
VE=

ηy

G
 [27]

 
Therefore, combining equations [26] and [27] and assuming that the two characteristic times are equal a 
definition of the yield viscosity was found: 
 
 

ηy=
πRඥGρ

0.163 ν+0.877
 [28]

 
Therefore the blending function ߦ proposed by Ulrich (2013) was defined: 
 
 

ξሺγሶ ሻ=൞
3ቆ

γ

γሶ y

ሶ
ቇ

2

-2ቆ
γሶ

γy
ሶ
ቇ

3

        if    γሶ<γሶ y

  1                                         if    γሶ>γሶ y  

 [29]

 
It is important to note that the solid stresses in the soil should vanish when the fluid state is reached. 
Therefore, the displacement is reinitialized when ߦ  0.8. Finally, the fluid/solid deviatoric stress tensor is 
given by: 
 
 τ=ξ τf+ሺ1-ξሻ τss [30]
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3 NUMERICAL MODELLING 
 
3.1 SPH method 

Within SPH framework, the fluid is discretized in a set of macroscopic volumes, thereafter referenced as 
particles. The SPH particles move at fluid velocity, and carry physical quantities such as the mass ݉, the 
position ࢘, the velocity ࢛, and so on. The fluid governing equations are discretized using a discrete 
interpolation of fields and differential operators. For a particle ܽ, the contribution of a neighbour ܾ to the SPH 
interpolation functions is weighted by a kernel function ݓ that only depends on inter-particle distance 
rabൌหra‐rbห. 
 
3.2 USAW boundary conditions 

The USAW boundary conditions model is a semi-analytical approach that allows to impose accurately the 
boundary conditions, even for flows involving complex boundary geometry. In this model, boundaries are 
discretized using a mesh composed of boundary elements ሺܵሻ (see Figure 1a). Truncated fluid particles are 
placed at the vertices of the mesh, they move at wall velocity and are referred to as vertex particles ሺܸሻ. 
Contrary to boundary elements, they carry a mass ݉ and should be taken into account in the continuity 
equation. Their volume ܸ depends on the local geometry of the boundary and is calculated as a fraction ߠ of a 
reference volume തܸ : ܸ ൌ ߠ തܸ  (see Figure 1b). In two dimensions, ߠ is defined as the angle between two 
connected segments, divided by 2ߨ. Thus, the vertex particles identified as ߠ ∈ ሾ0; 1ሿ. In order to have a 
general formulation, the definitions are ߠ ൌ 1 for free particles ሺܨሻ and ߠ ൌ 1/2 for boundary elements. In 
three dimensions, ߠ is calculated in a similar way using solid angles. Moreover, for a particle of fluid close to 
the walls, the interpolation functions are under-estimated because of the lack of particles beyond the 
boundary. Therefore, a renormalization factor Γୟ was used and defined by: 
 
 

Γaൌ න w൫หr'‐rห൯dnr'
Ω∩Ωa

 [31] 

 
where ߗ is the simulation domain, ߗ the kernel support centered on particle ܽ and ݊ the space dimension. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. (a) Sketch of a boundary with: a vertex particle ܾ ∈ ܸ; a segment ݏ ∈ ܵ	ሺߠ௦ ൌ 1/2ሻ; a fluid particle 
ܽ ∈ ߠሺ	ܨ ൌ 1ሻ. (b) Sketch of a vertex particle in a right-angled corner. 

 
3.3 SPH Multi-Fluid Model 

Hu and Adam’s SPH density definition adapted to USAW boundary condition (Ghaïtanellis et al., 2015) is 
given by: 

 
 ρa=

ma

θaΓa
 θbwab

b∈F∪V

 [32]

 
denoting ݓ ൌ ࢘|ሺݓ െ  :reads ܣ |ሻ. In this framework, the gradient of a scalar field࢘
 
 

GaሼAbሽ=
1

VaΓa
 ቆAaVa

2 θb

θa
+AbVb

2 θa

θb
ቇwab

b∈F∪V

 -
1

VaΓa
Vs ቆAaVa

2 θb

θa
+AsVs

2 θa

θs
ቇΓas

s∈S

≈〈grad A〉a [33]
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where  ߁ࢺ௦ is the contribution of boundary element ݏ to the gradient of ߁. For a boundary element ݏ, 
delimited by two vertex particles ሺݒଵ,  :௦ is defined by߁ࢺ ,ଶሻݒ
 

Γas=ቌන w(r)

v2

v1

dlቍns [34]

 
where ௦ is the inward normal of the boundary element ݏ. The divergence of vector field  was defined as: 
 
 

DaሼAbሽ=-
Va

Γa


θb

θa
ሺAa-Abሻ⋅wab

b∈F∪V

+
Va

Γa


θs

θaVs

ሺAa-Asሻ⋅γas
s∈S

≈〈div A〉a [35]

 
Finally, a discrete form of the following second order operator is needed: 
 
 〈divൣB൫grad A+ሺgrad AሻT൯൧〉a≈La൛Bb, Abൟ [36]

where ܤ and  are respectively a scalar and a vector field. Extending Espanol and Revenga’s (2003) formula 
to USAW framework (Ghaïtanellis et al., 2016), the formula obtained: 
 
 

LaሼBb,Abሽ=
1

Γa
 Vb

b∈F∪V

2 BaBb

Ba+Bb
 ሾሺn+2ሻሺAab⋅eabሻ⋅eab+Aabሿ

wab⋅eab

rab
-

1

Γa
2 Ba

Aab

rab
γas 

s∈S

 

     [37] 

Time integration is done with a full explicit symplectic method that leads to the following scheme: 
 
 

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۓ ρa

nua
n+1=ρa

nua
n-δt ቂ Ga൛pbൟ+ρag+ξ Laቄηeff,b,ubቅ+ሺ1-ξሻሺLaሼG,Xbሽ+DaሼJbሽሻቃ
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[38]

 
Note that in water the blending function ߦ is always equal to 1 and ୣߟ is just the sum of dynamic and turbulent 
viscosity. 
 
4 SIMULATION RESULTS 
 
4.1 Simulation of 2D Soil Collapse 

To validate the present model, a simulation of an experimental two-dimensional collapse of dry soil is 
carried out. The experiment was conducted by Bui et al. (2008) the experimental set-up is illustrated in Figure 
2a. The material is composed of aluminium bars of diameter 1 mm and 1.5 mm, length 50 mm and density 
2650 kg/m3. The material porosity is not specified by the authors so it is approximated by using the highest 
compact binary circle packing, leading to ߶ ൎ 0.1. All other physical parameters were determined 
experimentally by Bui et al. (2008) and are summarized in Table 1. 
 

 
 

 

 

 

 

Figure 2. Experimental setups – (a) 2D soil collapse. (b) Dam-break flow on movable bed. 
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The simulations were performed using approximately 20,000 particles of soil and 1,400 vertex and 

boundary particles, with an initial particle spacing of ݎߜ ൌ 0.001 m. In all simulations, the ratio between ݎߜ and 
the smoothing length ݄ is ݎߜ/݄ ൌ 2. The numerical speed of sound was set to ܿ ൌ 10 m/s. 
 
 

Table 1. Physical properties of the material. 
߶ ሾ݉ሿ	ሾ݇݃.݉ିଷሿ ݀	ߩ  ሾ1ሿ ܧ ሾܲܽሿ ߥ	ሾ1ሿ ߰ ሾ°ሿ 
Aluminium bars 2650 1.25 ⋅ 10ିଷ 0.10 8.4 ⋅ 10ହ 0.3 19.6 
 

Figure 3 shows the simulation result after 5 seconds of physical time. Note that the model is able to 
represent the solid state even after a large time compared to the characteristic time of the experiment 
ݐ ൌ ඥܪ/݃ ൌ 0.1s. In Figure 4, the surface configuration at the end of the experiment is compared with 
numerical results obtained after 5 and 10s showing a very good agreement even after 100ݐ. 
 

 
Figure 3. SPH simulation result at ݐ ൌ 5 s. 

 

 
Figure 4. Surface configuration at times 5 and 10 seconds. Solid state is well represented even after 100ݐ. 

4.2 Simulation of 2D Dam-break over a mobile bed 
The model was also tested on a case of dam-break wave propagating over a saturated granular bed. The 

study is based on the small-scale experiments carried out by Spinewine and Zech (2007). The experiments 
were performed in a flume being 25 cm wide and 6 m long. The initial configuration of the experiment is 
illustrated in Figure 2b. The dam-break is initiated by the sudden lowering of a gate that is not taken into 
account in the simulation. Two materials are tested to investigate the capability of the model to exhibit different 
behaviours with respect to different materials. The physical parameters of the materials are summarized in 
table 2. Note that experimental Young’s modulus and Poisson’s coefficient were not given for these materials. 
Consequently, for similar cases the generic values from Ulrich (2013) was used. The simulations were carried 
out setting a particle spacing of ݎߜ ൌ 0.002 m, resulting in 525,000 particles of water, 150,000 particles of 
saturated soil and 13,000 particles vertex and boundary particles. The same numerical speed of sound and 
isentropic coefficient are set for the two fluids, that is ܿ ൌ 37 m/s and ߞ ൌ 7. 

Figure 5 shows a comparison of the experiment and the SPH simulation carried out for the sand. It could 
be seen that the dynamics of the flow is qualitatively well reproduced by the model. Figure 6 shows the 
interface between moving and motionless sediment (black), the water-sediment interface (blue) and the water 
free-surface (red) for the two materials. Continuous lines represent the numerical results while experimental 
data are represented as dotted lines. A good agreement is obtained for sand and PVC and the differences 
between the two experiments are well captured as well. Furthermore, comparing the total mass of sediments 
that have reached the downstream flume outlet the good order of magnitude, with a slightly underestimated 
value was found. For sand, the result was 1.5 kg while the experimental value is 3.0 kg (48% of error). For the 
PVC,  the finding was 5 kg instead of 7.7 kg (36% of error). Nevertheless, the total mass eroded is very 
different for sand and PVC, demonstrating the capability if the model to take the material properties into 
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account. To improve this result, other turbulence models could be tested. Indeed, the force exerted by water 
on the sediment is strongly related to the turbulent viscosity of water near the soil-water interface. The 
modelling of suspended load transport and seepage forces inside the soil could also help improve the results. 
 

Table 2. Physical properties of the material. 
߶ ሾ݉ሿ	ሾ݇݃.݉ିଷሿ ݀	ߩ  ሾ1ሿ ܧ ሾܲܽሿ ߥ	ሾ1ሿ ߰ ሾ°ሿ 
Sand 2683 1.89 ⋅ 10ିଷ 0.47 8.0 ⋅ 10ହ 0.3 30 
PVC 1580 3.90 ⋅ 10ିଷ 0.42 8.0 ⋅ 10ହ 0.3 38 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Comparison of experimental and numerical results, with sand, at time t = 250 ms, 500 ms and 750 
ms. Graduations in meters. 

 
5 CONCLUSIONS 

In this paper, a new formulation of Ulrich’s (2013) elastic-viscoplastic model is proposed and applied to 
the modelling of granular flows and bed load transport. The solid stresses are now calculated taking 
advantage of the Lagrangian character of SPH, using the displacement of SPH particles, and Espanol &  
vRevenga’s second order operator, instead of integrating the rate-of-strain tensor. Furthermore, liquid-solid 
transition threshold is now calculated with physical properties of the material, leading to a model totally free of 
numerical parameters. The model is developed in the frame a multi-fluid SPH formulation with semi-analytical 
boundary conditions and a ݇ െ ߳ turbulence model.  

A validation test case of a two-dimensional collapse of soil was conducted, giving a very good agreement 
with the experiment. The model was also tested on a case of dam-break wave propagating on a movable bed 
of saturated soil. Comparisons were made for two materials that are sand and PVC pullets. The general 
dynamic of the flow as well as the flow interfaces are well predicted by the model for both materials. The total 
mass of sediments that have reach the flume outlet is satisfactorily predicted, giving the good order of 
magnitude but an underestimated value. To circumvent this issue, several options are considered. First, 
another turbulence model could be tested to improve the calculation of the forces exerted by water on 
sediment. The modelling of suspended load transport could also improve the results, as well as the modelling 
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of seepage forces inside the soil to take into account the effect of the water flow in the pores of the saturated 
sediment. 

 

 
Figure 6. Comparison of experimental (dotted lines) and numerical (continuous lines) results at time t = 250 
ms, 500 ms and 750 ms. Flow interfaces with experimental results as circles and SPH results as continuous 

lines. 
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ABSTRACT 
  
A hydraulic jump may occur in a closed conduit such as shaft spillways, culverts, etc. when the upstream 
super-critical flow meets a downstream sub-critical flow. If the sub-critical conjugate depth is less than the 
height of the conduit, a free surface will be present, causing the formation of a hydraulic jump, similar to those 
formed in open-channel flows. However, if the downstream sub-critical conjugate depth exceeds the closed 
conduit height, the flow may fill the conduit completely resulting in a pressurized hydraulic jump known as a 
closed-conduit jump. These jumps are characterized by large vertical surges and low frequency pressure 
fluctuations that lead to significant vibrations and transient hydraulic loads, resulting in the destabilization of 
hydraulic structures.  While hydraulic jumps in open-channel flows have received extensive attention in the 
research fraternity, comparatively less information is available on the characteristics of turbulence, pressure 
fluctuations and energy dissipation in closed-conduit jumps. Consequently, this paper aims to present new 
experimental data on the flow field and pressure fluctuations associated with such hydraulic jumps in view of 
their relevance on the stability of hydraulic structures. The present experiments are concerned with closed-
conduit jumps in a regular rectangular duct. Free surface fluctuations, if present, are measured using a high 
speed camera synchronized with a series of pressure transducers mounted on the conduit bed. Water surface 
dynamics and pressure fluctuations are investigated as a matter of concern in the design of stilling basins and 
other hydraulic structures. The experimental results show that high pressure fluctuations persist at the 
downstream end of closed-conduit jumps. Moreover, the mean depth calculated from pressure measurements 
is smaller than that deduced from the water surface profile obtained using high-speed images, probably due to 
the presence of air in the flow.  
 
Keywords: Hydraulic jump; closed conduit; water surface profile; pressure fluctuation.  

 
 

1 INTRODUCTION   
 A hydraulic jump is categorized by a rapid transition from super-critical to sub-critical flows in natural 
rivers or man-made hydraulic structures. It exhibits sharp discontinuity in the water surface generating 
recirculating rollers that entrain a mixture of water and air.  It has a strong energy dissipative mechanism due 
to the formation of high intensity turbulence in a shear zone layer that forms between the roller and the under-
flowing jet. Interactions between the mean velocity gradients and high-level turbulence produce high pressure 
fluctuations and forces at the boundary of the hydraulic structures (Schiebe, 1971). Neglecting the dynamic 
pressure fluctuations at the bed can lead to catastrophic structural failures through different mechanisms such 
as vibrations, structural resonance and fatigue. In addition, damages due to cavitation also are important in 
cases where the minimum local pressure fall below the saturation vapor pressure. 
 Except for the air model study of Rouse et al. (1959), experimental investigation of pressure fluctuations 
and turbulence in hydraulic jumps have been nearly absent until about 1965.  Attempts in the measurement of 
turbulent velocity fields has encountered many difficulties in the presence of bubbles because bubbles 
adversely affect the hot-film and optical and acoustic methods of flow measurements.  In addition pressure 
measurements at high Froude number hydraulic jumps were not feasible due to the absence of pressure 
transducers with a high sampling rate and data acquisition systems capable of recording and analyzing large 
amount of fluctuating pressure with high accuracy in the pre-mid 1960’s era. 
 Vasiliev and Bukreyev (1967) could be the first study that attempted measurement of pressure 
fluctuations by using strain gauge-type transducers within the hydraulic jump in an open-channel flow. They 
found that the frequency distribution significantly differs from the Gaussian distribution in the initial part of the 
jump but they are close to each other at the downstream end of the jump.  Schiebe (1971) studied the 
statistical characteristics of the fluctuating pressures exerted on the channel bed under the hydraulic jump. His 
measurements showed that the pressure distribution is highly skewed and peaked near the toe; and follows 
the Gaussian distribution in the remaining part of the jump. His results further showed that the maximum root 
mean square (rms) of pressure fluctuations on the bed occurred at approximately the middle part of the jump 
and the large pressure fluctuations diminished near its end. 
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 While statistical analyses of the pressure fluctuations in open channel hydraulic jumps have been the 
subject of numerous researches (Fiorotto and Rinaldo, 1992; Toso and Bowers, 1988; Vasiliev and Bukreyev, 
1967), very few studies were conducted to investigate the pressure distribution in closed-conduit hydraulic 
jumps. These jumps occur when the sub-critical conjugate depth exceeds the height of the closed conduit and 
the free surface flow changes to a pressurized flow downstream of the jump. In a closed-conduit hydraulic 
jump, higher bed pressure fluctuations are observed (Smith and Chen, 1989) and the air bubbles entrained by 
the jump rise to the conduit ceiling to form air pockets that may cause possible oscillations and structural 
damage (Ervine and Himmo, 1984). 
 Lane and Kindsvater (1938) may be the first to study closed-conduit hydraulic jumps. Later Kalinske and 
Robertson (1943) and Fassò (1956) studied air entrainment in closed-conduit hydraulic jumps and Haindl 
(1957) showed that the energy loss in closed-conduit hydraulic jumps are smaller and at most equal to the 
Borda-Carnot loss in hydraulic jumps with a free surface at identical Froude numbers. Rajaratnam (1965) and 
Smith and Chen (1989) also formulated the hydraulic jump conjugate depth in horizontal and sloped closed-
conduit flows (Eqs. [2-3]). Although information on air entrainment and conjugate depth are comparatively 
more abundant in the literature, there is yet little information on the flow surface dynamics (Mouaze et al., 
2005) and its association with pressure fluctuations on the bed. 
 Hitherto, most researches in this topic have been conducted with the aim of determining the conjugate 
depth ratio, energy dissipation and jump length. However none of these studies are concerned with the 
pressure fluctuations in closed-conduit jumps and how it is linked to the water surface profile.  Therefore the 
current study aims to investigate these issues with simultaneous measurements of the water surface profile 
and pressure distribution on the bottom of the hydraulic jump. This is very important because closed-conduit 
jumps can entrain air into the flow under pressure while in open channel hydraulic jumps; the air is released in 
the roller section (Haindl, 1957). 

 
2 EXPERIMENTAL SETUP 

The present experiments were performed in a horizontal rectangular closed conduit that is 5 m long, 0.15 
m deep and 20 cm wide. The conduit had glass-sided walls and the bed was half steel and half glass to 
accommodate flush mounting of the pressure transducers along the centerline of the channel and to provide 
optical access for the laser sheet.  Water was supplied to the head tank from a sump via a centrifugal pump 
and the discharge was measured by using a magnetic flow meter. In an effort to provide a smooth and uniform 
inflow, a sluice gate was positioned 1m downstream of the conduit entrance. The intensity and location of the 
jump were controlled with the sluice and tail gates, with the latter located at the downstream end of the flume.  
The sluice gate had a machined streamline lip so that a supercritical stream with a thickness equal to the gate 
opening was produced.  

The test area was located at a distance of 1 m from the sluice gate.  Ten pressure transducers were 
mounted along the centerline of the conduit on the steel portion of the bed. The distance between two 
successive pressure transducers was 0.1 m (Fig. 1). The location of the toe of the jump was controlled by 
using the tail gate to ensure that the jump always formed within the test section. The gate opening was 
constant (3 cm) in all the experiments and the toe of the jump was located more than 1 m from the sluice gate 
to ensure that the flow is fully developed in the test section. This distance exceeds 50 times the gate opening. 

Free surface elevations were measured by using a monochrome high speed camera with a 50-mm lens. 
Image distortion is kept to a minimum and the entire hydraulic jump from its toe to the end of the jump is kept 
within view of the camera in the experiment. Four LED lamps were used to illuminate the flow in the 
background and a thin translucent acrylic sheet was placed between the lamps and glass wall to evenly 
distribute the light in the background.  The test section of the conduit and the camera were surrounded by 
opaque curtains mounted on a structure; this arrangement ensures that only the desired light is allowed for 
flow field illumination. 

 Since the high speed camera and pressure transducers were connected to the same data acquisition and 
triggering system, data measurement could commence at the same time. Consequently, simultaneous 
measurements of the pressure and water surface profiles were carried out for all experiments. The sampling 
rate of both the high speed camera and pressure transducers was 100 Hz with a frame size of 1920×504 
pixels and the measurement duration was 20 seconds.  Each monochrome frame of the recorded video was 
processed in the image processing toolbox in Matlab for extraction of the water surface profile. The image was 
first subtracted from a reference image taken from the empty conduit. Then, by using the threshold value, the 
water surface was identified, digitized and scaled from the image. This digitized water surface profile was 
used for further analyses. Figure 2 shows the adopted procedure in a sample image. 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1272 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
  
 
 

 

 

 
Figure 1. Sketch of the experimental setup (not to scale). 

 

Figure 2. Extraction of water surface profile for Run 2 (ݎܨଵ = 2.42) on the left and Run 6 (ݎܨଵ = 3.14) on the 
right columns (Flow from left to right). 

 
 Table 1 shows the experimental data obtained in this study. The data comprise 16 runs with the same 
sluice gate opening, resulting in a constant inflow depth of around 0.03 m and conjugate depths varying from 
0.06-0.184 m. Both the open-channel (Runs 1-10) and closed-conduit (Runs 11-16) hydraulic jumps were 
formed in the tests. The super-critical Froude number varies from 1.77-4.59, indicating the formation of both 
weak and oscillating jumps (Te Chow, 1959). It must be stated that the flow depths in Table 1 are extracted 
from pressure measurements on the bed. The conjugate depths for Runs 11-16 are therefore computed using 
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the measured pressure by assuming a hydrostatic pressure distribution. Figure 3 shows the measured profiles 
for all 16 test runs. 
 

Table 1. Experimental conditions. 

Run Q(m3/s) y1 V1 Fr1 y2 

1 0.0060 0.031 0.97 1.77 0.055 

2 0.0080 0.030 1.32 2.42 0.089 

3 0.0071 0.033 1.08 1.91 0.075 

4 0.0097 0.032 1.51 2.70 0.102 

5 0.0100 0.031 1.62 2.96 0.117 

6 0.0106 0.031 1.72 3.14 0.115 

7 0.0112 0.031 1.81 3.29 0.124 

8 0.0119 0.032 1.85 3.31 0.139 

9 0.0126 0.034 1.85 3.20 0.139 

10 0.0134 0.034 1.96 3.41 0.143 

11 0.0139 0.032 2.17 3.88 0.157 

12 0.0146 0.032 2.28 4.07 0.167 

13 0.0151 0.034 2.21 3.82 0.165 

14 0.0159 0.032 2.48 4.44 0.177 

15 0.0164 0.032 2.57 4.59 0.184 

16 0.0170 0.033 2.57 4.53 0.183 

 

 
Figure 3. Dimensionless longitudinal mean pressure distribution in the streamwise direction. 
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 Each of the y-values in Fig. 3 represents the mean flow depths computed from the time-averaged 
pressure measurements. It must be noted that all the pressure transducers were first calibrated in a stagnant 
water tank before the test to ensure accuracy. The horizontal axis in this figure shows the horizontal distance 
x from the toe of the jump, thus making the toe to be the reference position. Moreover, the data in both axes 
are rendered dimensionless by using the super-critical flow depth, ݕଵ. The conjugate depth ݕଶ in Table 1 is 
taken from the most downstream pressure transducer where the water surface showed minimum changes in 
the streamwise direction. 
 
3 Results  
 Using the momentum equation and assuming hydrostatic pressure and uniform velocity, Bélanger (1938) 
derived the well-known simple hydraulic jump equation to compute the conjugate depth ratio for steady open-
channel flows in a horizontal rectangular conduit. 
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where ݎܨଵ ൌ ଵܸ ඥ݃ݕଵ⁄  is the upstream Froude number, ݃ is the gravitational acceleration and ݕଵ, ݕଶ and ܦ are 
previously defined in Fig. 1. Subsequent researchers have proposed equations for the computation of the 
conjugate depth ratio for closed-conduit hydraulic jumps as follows: 
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Lowe et al. (2011) 
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 Figure 4 shows the comparison between the measured and computed conjugate depths from the current 
experiments and those computed using Eqs. [1]-[4]. The figure shows that the results computed using the 
Bélanger equation compare generally well with the experimental data, not only in open-channel but also 
closed-conduit jumps within the range of ݎܨଵ numbers of the study. The results computed from Rajaratnam 
(1965), Smith and Chen (1989) and Lowe et al. (2011) show some deviations from the measured data. 
 
 Energy dissipation in terms of head loss across a simple hydraulic jump can be expressed by 
  

 Δܪ ൌ
ሺݕଶ െ ଵሻଷݕ

ଶݕଵݕ4
   [5] 

 Figure 5 shows the comparison of the computed results and measured data. The figure clearly reveals 
that deviations of the computed head loss using Eq. (5) from the measured data for closed-conduit jumps are 
more significant compared to the conjugate depths.  More specifically, the results show that energy dissipation 
associated with a closed-conduit jump is less than that with an open-channel jump with the same Froude 
number. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1275



  
          

  

 

Figure 4. Comparison of measured and computed conjugate depths. 
 

 
Figure 5. Comparison of measured and computed head loss using Eq. [5]. 

 
3.1 Pressure  
 Figure 6 shows the longitudinal distribution of pressure from three hydraulic jumps with Froude numbers, 
ଵݎܨ ൌ 1.77, 3.29 and	4.53. The maximum and minimum curves, which envelope the mean values, represent, 
respectively, the highest or lowest pressure deviations from the mean value. The data show that such 
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deviations generally increase with Froude number. Another noteworthy observation is that negative pressure 
on the bed is only present in jumps with higher Froude numbers (Runs 7-16). Moreover, the magnitude of the 
negative pressure increases with ݎܨ, an occurrence that may encourage boundary layer separation beneath 
the jump, as was hypothesized by (Schiebe, 1971). 
 

   

Figure 6. Comparison of maximum, mean and minimum values of pressure measured underneath open 
channel (Runs 1 and 7) and closed-conduit (Run 16) hydraulic jumps. 

 
 Figure 7 shows variations of the standard deviation ߪ of the pressure signal beneath the hydraulic jump 
normalized by a reference value ߪ measured in still water in the streamwise direction. In open-channel (Runs 
1-10) and weak closed-conduit hydraulic jumps (Run 11), the standard deviation and hence pressure 
fluctuations are observed to decrease from its peak value at the middle part to the end of the jump.  At the 
downstream end of the jump, the pressure fluctuation is very small. On the other hand, the data in Fig. 7 
reveal that the standard deviation of the pressure associated with closed-conduit jumps (Runs 12-16) 
diminishes much slower towards the downstream end of the jump and the persistence of large pressure 
fluctuations likely will have a strong implication on the design and linings of hydraulic structures in that region. 
To-date, there has been no study to determine to what extent these pressure fluctuations continue to exist 
beyond a closed-conduit jump. 
 

 
Figure 7. Variation of normalized standard deviation of pressure in the stream wise direction. 

 
3.2 Water surface profile and pressure distribution 
 Figure 8 shows the comparison between the maximum, mean and minimum values of flow depths y at 
the same locations obtained from using the pressure transducers and high speed camera recordings in Runs 
7 and 16. The mean depths obtained from the two methods are close to each other, with values from the 
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pressure measurements being, arguably, slightly smaller than those deduced from the images. A possible 
reason for the deviation could be the reduced water density due to air entrainment at the water surface. 
  

 

Figure 8. Comparison between flow depths measured by using high-speed camera and pressure transducers 
in open channel (Run 7) and closed-conduit (Run 16) hydraulic jumps. 

 
 In the open channel hydraulic jump (Run 7), the minimum and maximum values of flow depth are similar 

to each other at locations upstream of the toe and at the end of the hydraulic jump, but they deviate 
significantly in the mid-section of the jump.  

 In the closed-conduit hydraulic jump (Run 16), the free surface exists in a short distance in the upstream 
section before pressurized flow fills the whole conduit and flow depths can only be compared in 4 stations. 
The flow depths deduced from the pressure transducers show negative values on the minimum curve. 
Additionally, the magnitude of peak maximum pressures is more than two times larger than that extracted 
from the images in this run. 

 The water surface profiles and pressure distributions in a hydraulic jump are generally considered to be 
identical to each other if the hydrostatic pressure distribution persists. In this study, although the mean values 
of pressure and water depth are comparable to each other at relatively small Froude numbers, their 
fluctuations are not and it is postulated that this phenomenon should be thoroughly investigated in hydraulic 
jump studies. This is because the occurrence of pressure fluctuations is a result of turbulence and the water 
surface fluctuations appear to be due to the formation of small waves observed at the jump surface. 
  
4 CONCLUSIONS 
 The pressure fluctuations and water surface profiles were simultaneously measured in both open channel 
and closed-conduit hydraulic jumps in a horizontal flume. The comparison of the experimentally measured 
conjugate depths and energy loss with those computed using published equations reveal small deviations in 
closed-conduit hydraulic jumps. An examination of the streamwise variation of the standard deviation of 
pressure shows that the pressure fluctuations with closed-conduit jumps remain high even at the downstream 
end of the jump. This is in contrast to open-channel hydraulic jumps in which the pressure fluctuations 
generally would have reduced to a small amount. Simultaneous measurements of the water surface profile 
and pressure fluctuations showed that the mean depth computed from the pressure transducers is smaller 
than that deduced from the images. This is likely due to the less-dense aerated flow region at the surface of 
the hydraulic jump. In addition, larger pressure fluctuations were observed in comparison to water surface 
fluctuations. The result of this study shows that values of the water surface and pressure may not be simply 
considered identical and should be studied separately in the context of a hydraulic jump, particularly in a 
closed-conduit hydraulic jump. 
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ABSTRACT  
 
This paper describes a method for the estimation of the time-averaged free surface profile measured directly 
from particle image velocimetry (PIV) images of a laboratory open channel flow over a transverse square bars 
of normalized spacings λ/k = 5.2 and λ/k = 10.4 representing transitional and k-type roughness geometries, 
respectively. Three different relative submergence ratios of H/k = 2.4, 2.7 and 3.3 for the transitional geometry 
and H/k = 2.5, 3.0 and 3.5 for the k-type geometry are investigated. 1500 images of the free surface have 
been recorded using a Baumer TXG14F CCD camera in conjunction with a Polytec BUS-11 Wotan Flash 
stroboscope and a halogen lamp. Seeding particles are used in capturing the water surface profile. The large 
spacing is characterized with dynamic free surface profile in which the H/k = 3.5 case is characterized by an 
extremely dynamic free surface with significant spanwise wandering motion of the hydraulic jumps, while the 
small spacing showed of less free surface dynamics. The mean longitudinal free surface profile is determined 
using an image processing approach by the Matlab software. The results by this method is a well-defined 
water surface profile showing visible hydraulic jumps the bars for all the large spacing and low submergence 
case of the small spacing. The PIV determined free surface profiles are compared with the point gauge 
measurements and showed good agreement. In addition to the mean free surface profile the standard 
deviation of the longitudinal free surface profiles are calculated for the six relative submergences. Small free-
surface fluctuations are observed in the case of the small roughness spacing. A significant increase in free 
surface fluctuation is observed in the small-scale roughness at low submergence, and the free-surface 
fluctuations reached a maximum value for the large-scale roughness spacing. 

 
Keywords: Hydraulic jumps; open channel flows; square bars; image processing; water surface profiles. 

 
 

1 INTRODUCTION 
 Determination of air-liquid interface is important in many engineering and geophysical applications such 
as the biological, micro fluidic processes and gas transfer mechanism in natural rivers. Open channel free 
surface profiles, such as natural rivers are influenced by not just the mean stream flow velocity and the water 
depth but also by the bed configuration such as gravel, boulders and vegetation. The turbulence generated at 
the bed play a significant role of the free surface dynamics due to generation at the trailing edge of the 
roughness elements 2-D hairpin vortices “coherent structures” and transferring towards the free surface (Nezu 
and Nakagawa, 1993; Polatel, 2006; Albayrak and Lemmin, 2007; Djenidi et al., 2008; Chickadel et al., 2009). 
These coherent structures are responsible for free surface renewal by ejection and sweep events. To gauge 
water profiles at numerous focuses or to watch the spatial state of the water surface, various accumulations of 
sensors are required. As of late, measuring procedures, for example, CCD cams, radar and satellite pictures, 
have been produced and connected to watch the variety of the water surface in the imaging range. Particle-
image measurements require that the water be seeded with tracer particles; a light source is used to illuminate 
the seeded tracer particles; a video camera is used to capture images of the air–water interface from above or 
below the water surface, and an-processing algorithm is used to detect the location of the air–water interface 
or wave profile. A number of researches have been carried out experimentally to monitor the water surface 
profile. Siddiqui et al. (2001) used the particle image velocimetry (PIV) image, and permeated the seed 
particles as the tracer, to segment the images and detect the wave profiles by applying a constant threshold 
value which was computed based on the average grey-scale value below the water surface. They used a 
video camera looking down at an angle of 34° that captured digital images. The uncertainty in the detected 
wave profiles was estimated to be 0.3 mm. Jensen et al. (2003) extracted water surface profiles using PIV and 
compared with theory which appealed with a good agreement. Yao and Wu (2005) measured surface wave 
motions near the air–water interface using Digital Particle Image Velocimetry (DPIV). The camera was pointed 
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downwards at an angle of about 6° so that there is no optical blocking would occur in the view of the 
illuminated free surface. A highly reflective panel whose thickness was approximately 1 mm was attached 
onto the back sidewall. Therefore, the whole thickness was approximately 1 mm was attached onto the back 
sidewall. Therefore, the reflective panel can serve as a back-lighting source for the water column. Misra et al. 
(2006; 2008) estimated instantaneous air-water interface using particle image velocimetry (PIV) images of a 
laboratory generated air entraining turbulent hydraulic jump. Image processing methods were used to extract 
the free surface profiles. Mukto et al. (2007) used digital CCD camera to capture the wave profile with varied 
angles of overhead posture. Simulated and real wind wave profiles and real still water profiles were used to 
assess the accuracy of the measurement technique. They used the threshold method to correct non-uniform 
illumination and the non-uniform distribution of near surface seed particles. Errors were estimated to be (±0.05 
mm). Hwung et al. (2009) investigated wave profiles experimentally using a digital CCD camera with different 
overhead posture angles. They considered the space and time impact on the intensity of the wave profile 
image. The results showed the mean error of wave height increased from 1.5% to 2.7% as the angle changes 
from 15° to 45°. De Vries et al. (2011) experimentally determined water surface elevations using remote 
sensing applying stereo photogrammetry with excellent spatial coverage and spatial and temporal resolution. 
The most commonly measured parameters are wave period and wave height. Sanchis and Jensen (2011) 
captured an air-water interface free surface flow using PIV. The original PIV image has to be decomposed into 
a number of segments where the local interface position and inclination is found. Interpolation between 
adjacent segments permits the reconstruction of the interface across the whole image with an accuracy of 
±0.67 pixels. Sanjou et al. (2014) investigated experimentally the hydrodynamic effects of ribs roughness (λ/k 
=3.0, 5.0, 8.0, and 16.0) on the water surface velocity divergence using PIV to breakthrough a physical model 
of gas transfer mechanism in natural rivers.  
 There still remain uncertainties about relation of the water surface profile divergence and rough elements 
spacing, λ/k, and submergence ratio, H/k. The present study focused on laboratory measurements of a 2-
Dimensional water surface profile in rough open channel flow using PIV. PIV was used by seeding particles as 
the tracer to segment the images and detect two-dimensional profiles of the water surface profile from one 
side of flume sidewall. Most of the measurements were viewed near horizontally or slightly from above with a 
very small angle. Distortion of the free surface may occur due to refraction and reflection effects at the free 
surface. This can be examined from the loss of some information near the water surface. However these are 
small from the large number of images that tested. All experiments were carried out using discharge ranges of 
(1.7-4.0 l/sec) with bed slope of 1/50. PIV measurements of free surface profiles were achieved from a small 
distance from the sidewall to capture an area showing 2 bars and 4 bars of large-scale roughness for spacing 
between any two successive bars of 12.5 cm and 6.25 cm respectively. Captured video images were carried 
at a range of 1500 images for each case. The video images were transformed into the binary images to detect 
the water surface profiles. 
 Section 2 outlines the experimental set-up; Section 3 presents and discusses the results. Finally, some 
conclusions are drawn in Section 4. 
 
2 EXPERIMENTAL SET-UP 
 Experiments were carried out in a 10 m long, 30 cm wide glass-walled recirculating flume in the Hyder 
Hydraulics Laboratory at Cardiff University. A series of plastic square bars of width 30 cm and cross-section 
12 mm × 12 mm were installed along the length of the flume, perpendicular to the direction of mean flow 
(Figure 1). The roughness height, k, was therefore 12 mm. Two different bar spacings were investigated, ߣ = 
62.5 mm and 125 = ߣ mm, corresponding to normalized spacings λ/k = 5.2 and ߣ/k = 10.4, respectively. 
According to Coleman et al. (2007), the ߣ/k = 5.2 case should be classified as transitional roughness as it is 
very close to the boundary between d- and k-type roughnesses, while the ߣ/k = 10.4 case constitutes k-type 
roughness. Bed slope was fixed at 1:50 for all experiments and three flow rates were tested for each bar 
spacing (Q = 1.7, 2.5, 4.0 l s-1), giving a total of six experimental cases. Each case had a different relative 
submergence, H/k, where H is the double-averaged height of the free surface above the channel bed and the 
double-averaged bulk velocity, ܷܾ, ranged from 0.20 m s-1 to 0.36 m s-1. Table 1 provides a summary of the 
flow conditions for each case. 
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Figure 1. Experimental water surface profile over roughed bed with transverse square bars. 
 

Table 1. Flow conditions. 
Case λ/k H/k Ub,(m/sec) Re  Fr 
C1 5.2 2.4 0.22 5.7x103 0.43 
C2 5.2 2.7 0.28 8.3x103 0.51 
C3 5.2 3.3 0.36 13.3x103 0.59 
C4 10.4 2.5 0.2 5.7x103 0.38 
C5 10.4 3 0.24 8.3x103 0.42 
C6 10.4 3.5 0.32 13.3x103 0.51 

 
 Measurements of instantaneous free surface position were taken in a section of the flume where the flow 
was considered to be uniform and fully-developed. The flow was also considered to be spatially periodic with 
wavelength ߣ in the streamwise direction, that is to say the temporal mean values of all flow variables in 
successive cavities between bars were considered to be the same. The bulk Reynolds number was in the 
range 5700 ≤ Re ≤ 13000 and the friction Reynolds number ܴ݁߬(=ߥ/ܪ∗ݑ) where ݑ∗ is the global friction velocity 
based on the bed shear stress, was in the range 1.8 x 103 ≤ ܴ݁߬ ≤ 3.7 x 103. The global Froude number of 
the flows, ݎܨ = (ܷܾ/ඥ݃ܪ), was in the range 0.38 ≤ 0.59 ≥ ݎܨ; local values based on local depths and velocities 
can be much higher. 
 Water surface position was measured using particle image velocimetry (PIV). A Baumer TXG14F CCD 
camera was used in conjunction with a Polytec BUS-11 Wotan Flash stroboscope and a halogen lamp to 
capture the dynamic free surface (See Figure 2). Seeding particles that had the same approximate density of 
water, making them neutrally buoyant, were used. The camera recorded images during 50 seconds for each 
flow case, at a rate of 30 frames per second. 
 In addition to the PIV measurements a point gauge was used to measure free surface elevation at the 
channel centerline. Measurements were taken over a length spanning two or more cavities, at streamwise 
intervals of between 2.5 mm and 10 mm. Point gauge measurements were taken for all flow cases except C6, 
which was characterized by an extremely dynamic free surface with a significant spanwise wandering motion 
of the hydraulic jump, and was therefore impossible to measure with a point gauge. 
 

 
Figure 2. An instantaneous water surface profile over square bars. 
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3 RESULTS AND DISCUSSIONS 
 The free surface fluctuations properties are presented including the mean and fluctuating profiles. The 
longitudinal free surface profiles were recorded for six experiments. A significant increase in free surface 
fluctuation was observed in the small scale roughness at low submergence, and the free-surface fluctuations 
reached a maximum value for the large-scale roughness spacing.  
 The mean free surface in all three small spacing cases is relatively flat, although some undulation is 
noticeable in the lowest submergence case as shown in Figure 3(a) and explained in Chua et al. (2016). In 
fact two unsteady undular jumps are present in this flow case, slightly upstream of the bars. These jumps 
establish and disestablish periodically. In the large spacing cases well defined hydraulic jumps are visible 
between the bars, where the local Froude number approaches unity and the flow becomes critical. 
 

 

Figure 3. Longitudinal profiles of temporal and spanwise mean free surface elevation for three approaches 
(experimental using PIV, experimental using point gauges and numerical using LES). (Chua et al., 2016) 

 
 Statistical analysis of the experimental data for the longitudinal profiles was examined. The standard 
deviation of the longitudinal free surface profiles were calculated for the six relative submergences. Small free-
surface fluctuations were observed and recorded in the case of the small roughness spacing.  
 A significant increase in free surface fluctuation was observed in the small scale roughness at low 
submergence, and the free-surface fluctuations reached a maximum value for the large-scale roughness 
spacing. This maximum value increased with increasing relative submergence, for which large standard 
deviations in free-surface elevations were linked. The drawings of the standard deviation hrms/H were 
explained as a non-dimensionalized relative to the uniform flow depth versus x/k. Standard deviation results of 
the free surface elevations were explained in Figures (4 to 9). For small spacing, the mean free surface in all 
three small spacing cases is relatively flat and standard deviation values increased with decreasing the 
submergence ratio and some undulation was observed. Upstream the bars large magnitudes of the standard 
deviation were shown (see Figures 4 to 6). For large spacing, the standard deviation values are increased and 
coincide with the observed strong hydraulic jumps for all the submergence ratios (see Figures 7 to 9). 
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Figure 4. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 1.7 l/s, H = 2.53 cm 

and λ/k = 5.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 2.5 l/s, H = 2.93 cm 
and λ/k = 5.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 4.0 l/s, H = 3.52 cm 
and λ/k = 5.2. 
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Figure 7. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 1.7 l/s, H = 2.96 cm 
and λ/k = 10.4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 2.5 l/s, H = 3.54 cm 
and λ/k = 10.4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Dimensionless longitudinal profiles of free surface fluctuations hrms/H for Q = 4.0 l/s, H = 4.24 cm 
and λ/k = 10.4. 
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4 CONCLUSIONS  
 This paper described a method for the estimation of the time-averaged free surface profile measured 
directly from particle image velocimetry (PIV) images of a laboratory open channel flow over a transverse 
square bars. The mean longitudinal free surface profile was determined using an image processing approach 
by the Matlab software. Significant errors to the captured profile images by the PIV may occur for a variety of 
reasons due to the non-uniform illumination, which quantified using an average of 1500 images and compared 
to point gauge measurements accounting by the image processing technique. The results by this method is a 
well-defined water surface profile showing visible hydraulic jumps the bars for all the large spacing and low 
submergence case of the small spacing. The PIV determined free surface profiles were compared with the 
point gauge measurements and showed good agreement. In addition to the mean free surface profile the 
standard deviation of the longitudinal free surface profiles were calculated. Small free-surface fluctuations 
were observed in the case of the small roughness spacing. A significant increase in free surface fluctuation 
was observed in the small scale roughness at low submergence, and the free-surface fluctuations reached a 
maximum value for the large-scale roughness spacing. This maximum value increased with increasing relative 
submergence, for which large standard deviations in free-surface elevations were found. 
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ABSTRACT  
 
For a large discharge and/or small dam height, the nonaerated flow region occupies a large portion of the 
skimming flow in stepped spillways. For the hydraulic design of stepped channels, it is important to know the 
depth and the velocity in nonaerated skimming flows to estimate the specific energy. However, most 
experimental studies for stepped channels have focused on aerated skimming flows, and characteristics of 
nonaerated skimming flows have not yet been clarified. This study presents reasonable equations for 
estimating the boundary layer development and the water surface profile along the spillways for nonaerated 
skimming flows. The energy head along the channel is obtained, indicating that the energy dissipation for the 
stepped spillway becomes larger than that for the smooth spillway. 
 
 
Keywords: Stepped spillway; nonaerated skimming flow; surface profile; boundary layer development; energy 

dissipation. 
 
 
1 INTRODUCTION   

 For a skimming flow in stepped spillways, the upstream flow is nonaerated, and the free-water surface 
appears smooth and glass-like up to the inception point of free-surface aeration. In this nonaerated skimming 
flow region, a turbulent boundary layer develops from the crest and reaches the water surface (Figure 1), after 
which the flow becomes fully developed, and the free surface air entrainment starts at the inception point 
(I.P.); then, the air begins to be entrained in the flow. Downstream of the inception point, the skimming flow 
can be divided into two regions, a gradually varied aerated skimming flow and a quasi-uniform aerated 
skimming flow. The quasi-uniform aerated skimming flow is formed at a certain location if the spillway length is 
sufficiently long. The characteristics of uniform-aerated skimming flows, such as void fraction, velocity profile, 
and energy head, were investigated for a wide range of spillway angles θ and relative step heights S/dc (S = 
step height, dc = critical flow depth = (q2/g)1/3, g = acceleration of gravity, q = water discharge per unit width) 
(e.g. Takahashi and Ohtsu 2012). For the gradually varied aerated skimming flow, Takahashi and Ohtsu 
(2014) developed an analytical equation for the calculation of the aerated flow depth together with the 
continuity equation for the air phase. 

 For a large discharge or/and a small dam height, nonaerated skimming flows may occupy a large portion 
of the flow in stepped spillways. For the hydraulic design of stepped spillways under a large unit discharge or 
a small dam height, it is important to know the flow characteristics of nonaerated skimming flows, such as the 
flow depth, flow velocity, and energy head. For an accurate estimation of the energy head, it is necessary to 
know the boundary layer development and water surface profile in the nonaerated skimming flows. 

 Recently, Meireles and Matos (2009) obtained the energy head of the nonaerated flow region for a 
spillway angle θ = 26°. Additionally, for θ = 53°, Meireles et al. (2012) obtained the velocity profile and the 
energy head. However, the effects of the spillway angles and step heights on the energy head were not 
clarified. 

 This paper developed reasonable equations for estimating the boundary layer development and water 
surface profile along the spillway for nonaerated skimming flows. Flow characteristics of nonaerated skimming 
flows were investigated for a wide range of spillway angles θ from 19° to 55° and relative step heights S/dc 
from 0.03 to 0.9. The boundary layer development is reasonably formulated, and the water surface profile is 
analytically obtained. The effect of θ and S/dc on the specific energy of nonaerated skimming flows E is 
elucidated, and the specific energy for nonaerated skimming flows has been compared with that for flows in 
smooth spillways, showing the effectiveness of stepped spillways on energy dissipation. 
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Figure 1. Flow regions of skimming flow. 
 
2 EXPERIMENTS 

 The experiments were conducted in stepped chutes of constant slope and uniform step height having a 
broad crested weir. The water depth (d) and the velocity (u) within the nonaerated skimming flow region were 
measured at an edge section under the conditions shown in Table 1. The velocities (u) in the nonaerated 
skimming flow region were measured using the Pitot tube. The water depths (d) were obtained using a point 
gage with a least count of 0.1 mm. 

 To know the hydraulic characteristics at the inception point, the air concentration, C [= volume of air / 
(volume of air + volume of water)] and velocity, u were obtained under the conditions shown in Table 2. The 
air concentration (C) and the aerated flow velocity (u) at the inception point were measured using a double-tip 
conductivity void probe with leading and trailing tips of 25 μm in diameter at a sampling frequency of 20 kHz 
and a sampling time of 20 s along the chute axis. 
 

Table 1. Experimental conditions for measurements of the water depth and the velocity. 
θ(deg.) S/dc (–) Hdam (cm) R×10−4(–) 

19 0.2 – 0.9 60 4 – 6 
30 0.2 – 0.9 60 4 – 6 
55 0.03 – 0.3 60 9 

Note: Hdam = total drop height, R = Reynolds number = q/ν, ν = kinematic viscosity 
  
Table 2. Experimental conditions for measurements of the air concentration and the velocity at the inception 

point. 
θ(deg.) S/dc (–) Hdam (cm) R×10−4(–) 

19 0.4 – 0.8 60 6 
30 0.4 – 0.8 60 6 

 
3 INCEPTION POINTS 

 The distance from the upstream end of the stepped chute to the inception point xi is shown as (Chanson 
2005): 

                                                    *
i Ffunc

k

x
          [1] 

 
where k = Scosθ, and F* [= q/(gk3sinθ)1/2] is the roughness Froude number. The roughness Froude number, F* 
can be presented as F* = [(S/dc)

3 sinθ cos3θ]−1/2, indicating that the effects of S/dc and θ are included. Figure 2 
results by arranging the experimental data based on Eq. [1]. The relative distance xi/k can be expressed as: 
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with R2 as a coefficient of determination.  

 The depth averaged air concentration Cm is defined by: 

                                            9.0

0
9.0

m d
1 y yC

y
C          [3] 

where y0.9 = the aerated flow depth defined as y at C = 0.9, and y = the normal coordinate from the pseudo-
bottom. The experimental results of Cmi show that Cmi ≈ 0.2 in the range of 19° ≤ θ ≤ 55°, which agrees with 
the results of other researchers (Bung 2011, Matos 2000). 

 For R ≥ 3×104, the time-averaged velocity u at the inception point follows (Takahashi and Ohtsu 2012): 
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where u0.9 is the time-averaged velocity at y = y0.9. If the experimental data at the edge section are arranged in 
accordance with Eq. [4], the velocity profiles for 0 ≤ y/y0.9 ≤ 1 follow the power-law velocity profile as: 
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.  

Takahashi and Ohtsu (2012) proposed the values of N in the quasi-uniform-aerated flow region as:  
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For a given θ and S/dc, the velocity profiles at the edge section can be approximated by Eq. [5] with Eq. [6] as 
shown in Figure 3. Note that the velocity profiles at the inception point follow Eq. [5] with Eq. [6]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The relative length (xi/k) from the upstream end of the stepped channel to the inception point. 
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[5] 
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Figure 3. Velocity profiles at the inception point. 
 
4 VELOCITY PROFILES IN NONAERATED SKIMMING FLOWS 

 In the turbulent boundary layer of the nonaerated skimming flow region, the time-averaged velocity for R 
≥ 3.0×104 may follow: 

                                                 










cc d
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δ
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U

u
,,f

.  

where U = the velocity outside the boundary layer, and δ = the boundary layer thickness defined as the 
perpendicular distance from the pseudo-bottom to the point y where u = 0.99U. If the experimental data at the 
edge section are arranged according to Eq. [7], an example of the velocity profiles is shown in Figure 4. Note 
that the velocity profiles in the boundary layer (0 ≤ y/δ ≤ 1) follow the power-law velocity profiles as: 

                                                          

N

δ

y

U

u
1









  
and the value of u/U for the flow outside the boundary layer (y/δ > 1) = 1. Figure 4 shows that the velocity 
profiles under a given θ and S/dc are almost independent of x/dc, indicating that the values of N are 
independent of x/dc. The velocity profiles in the nonaerated skimming flow follow Eq. [8] with Eq. [6]. As shown 
in Figure 4, the difference between the experimental value of u/U and the value of u/U obtained from Eq. [8] 
with Eq. [6] is within ± 0.1. 
 

 
Figure 4. Velocity profiles in nonaerated skimming flows. 

[7] 
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5 TURBULENT BOUNDARY LAYER DEVELOPMENT 
For a smooth spillway, the thickness of the boundary layer δ is expressed by (Bauer 1954): 

                                                   

b

k

x
a

k

δ










             [9] 

where a and b = constant values, and k = roughness. For stepped spillways, the value of k may be 
represented by k = Scosθ. 

 The discharge per unit width, q of the central plane is obtained by: 

                                          
 *0 d δdUyuq d                [10] 

where δ* = displacement thickness defined as: 

                                            
   δ yUuδ 0* d/1

.             [11] 

Using Eq. [11] with Eq. [8], δ* is written as: 
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δ
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Combining Eqs. [10] and [12] gives: 
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1/*              [13] 

 At the inception point x = xi, if the water depth and the velocity outside the boundary layer are defined by 
di and Ui, respectively, Eqs. [9] and [13] give: 
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because δ = di is required at the inception point. 
 Outside the boundary layer, if Bernoulli’s principle is applied along the free stream line between section 1 

and the inception point (x = xi), the free stream velocity is given by: 
 

                              





  θddθxgU cos

2

3
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Using xisinθ >> 1.5dc − dicosθ, Eq. [16] can be represented by: 
 

                                                θgxU sin2 ii                 [17] 

 
From Eq. [15], with Eqs. [14] and [17], the relative distance xi/k can be expressed by (Chanson 2005): 
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A comparison between Eqs. [18] and [2] gives: 
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and 
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Substituting Eqs. [19] and [20] into Eq. [9], the empirical equation of the boundary layer thickness is given by: 
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Combining Eqs. [21] and [6], the following relation can be represented as: 
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The experimental data of the turbulent boundary layer thickness, δ are arranged in accordance with Eq. [22]; 
as shown in Figure 5, the calculated lines by Eq. [21] agree with the experimental data for 19° ≤ θ ≤ 55°. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Boundary layer thickness in nonaerated skimming flows. 
 
 To know the effect of x/dc, S/dc, and θ on δ/dc, Eq. [21] may be rewritten as: 

                             
531.0

c

469.0

cc

cos
1

135.0 

















d

x
θ

d

S

N

N

d

δ
.                [23] 

The value of δ/dc for a given x/dc, S/dc, and θ follows from Eq. [23] with Eq. [6], as shown in Figures 6 and 7. 
Note that the values of δ/dc for a given S/dc and θ increase with x/dc. Figure 6 shows that the values of δ/dc for 
a given θ and x/dc increase with increasing S/dc. Additionally, Figure 7 indicates that the values of θ have little 
effect on those of δ/dc for a given x/dc and S/dc. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Effects of relative step heights (S/dc) on the relative water depth (d/dc) and the relative boundary 
layer thickness (δ/dc). 
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Figure 7. Effects of angle of channel slope (θ) on the relative water depth (d/dc) and the relative boundary 

layer thickness (δ/dc). 
 
6 WATER SURFACE PROFILES 

 Along the free stream line between section 2 (x = 0) and the section 3 (x = x), Bernoulli’s principles gives 
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From Eq. [13], the velocity head is obtained by  
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From Eq. [24] and Eq. [25], the generalized water surface equation for stepped spillways is  
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Equation [26] is integrated with respect to x under the boundary condition d = 0.7dc and δ* ≈ 0 at x = 0, and 
substituting Eq. [12] into the integrated equation yields 
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Using Eq. [27] with Eqs. [23] and [6], the value of the relative water depth d/dc can be obtained for a given θ, 
S/dc, and x/dc. Figures 6 and 7 show some examples of the calculated values of d/dc. The lines agree with the 
experimental data for 19° ≤ θ ≤ 55° and 0.2 ≤ S/dc ≤ 0.9, and the predicted lines demonstrate the effect of x/dc 
on d/dc for a given S/dc and θ. 

 Figure 6 shows the effect of S/dc on d/dc for a given x/dc and θ. Note that the values of S/dc have little 
effect on those of d/dc. Figure 7 shows the effect of θ on d/dc, indicating that the values of d/dc decrease as θ 
increases for a given S/dc and x/dc. 
 
7 SPECIFIC ENERGY 

 The step edge section is selected as the reference section to estimate the specific energy E. If the 
pressure at the edge section is assumed to be hydrostatic, the specific energy E is given by 
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where V = the depth averaged velocity, which is shown as 
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and α = the energy correction coefficient. Using Eq. [29] with Eq. [8] for 0 < y/δ ≤ 1 and u/U = 1 for y/δ > 1 
gives 
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From Eq. [30], the value of α is 1 for the undeveloped boundary layer (δ = 0). For a given θ, S/dc, and x/dc, the 
values of α can be obtained by Eqs. [6], [23], [27], and [30] and are represented as 
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To know the effects of θ, S/dc, and x/dc on α, some calculated values of α are shown in Fig. 8. Note that the 
calculated values of α increase with increasing x/dc for a given θ and S/dc. For a given θ and x/dc, Fig. 8 (a) 
shows that the values of α decrease as S/dc increases. For a given S/dc and x/dc, Fig. 8(b) shows that the 
values of α decrease with decreasing θ. 
 

 
Figure 8. Effects of angle of channel slope (θ) and relative step height (S/dc) on the energy coefficient, α for 

(a) θ =19° and (b) S/dc = 0.4. 
 
From Eq. [28] and V = q/d, the relative specific energy E/dc is given by: 
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For given θ, S, x, and dc (or q), the predicted E/dc lines in Figure 9 follow Eq. [32], in which d/dc and α are 
given by Eqs. [6], [23], [27], and [30]. If the loss of head is negligible between section 2 (x = 0) and section 3 
(x = x), the relative specific energy for the potential flow (E/dc)non_loss

 is given by: 
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d
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d
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3
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. [33] 

Figure 9a shows the effect of S/dc on E/dc. For a smooth spillway (S/dc = 0), the values of E/dc are nearly 
equal to those of (E/dc)non_loss in the range of x/dc ≤ 3 – 6, indicating that the loss of head is nearly equal to 0. 
This is because the boundary layer thickness is thin, and the potential flow occupies a large portion of the flow. 
For x/dc > 4 – 6, the loss of head increases with increasing x/dc, so the value of δ/d is in the range of δ/d ≳ 
0.4. Figure 9a compares the loss of head for stepped spillways with that for smooth spillways (S/dc = 0), 
demonstrating that the energy dissipation of stepped spillways is larger than that of smooth spillways for the 
range of x/dc ≳ 5. 

 Figure 9b indicates the effect of θ on E/dc, showing that the values of E/dc for a given x/dc and S/dc 
increase with increasing θ. 
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Figure 9. Effects of the angle of channel slope (θ) and relative step height (S/dc) on the specific energy, E/dc 

for (a) θ =19° and (b) S/dc = 0.4. 
 
8 CONCLUSIONS 

The nonaerated flow characteristics of skimming flows were systematically investigated for a wide range 
of spillway angles (θ) and relative step heights (S/dc). The results are summarized as follows: 
 Velocity profiles in the turbulent boundary layer at the edge section follow the 1/N power-law velocity 

profile. The value of N is independent of x/dc, and the exponent N is given by Eq. [6]. 
 The thickness of the boundary layer δ can be obtained by Eq. [23] with Eq. [6] for a given θ, S/dc, 

and x/dc. 
 The gradually varied flow equation Eq. [27] is developed for the water depth (d) in the nonaerated 

skimming flow region. Using Eqs. [27], [23], and [6] gives the water depth (d) under a given x, θ, q 
(or dc), and S. 

 The relative specific energy E/dc is calculated using Eq. [32] with the energy coefficients Eq. [30] 
considering the development of the boundary layer, indicating that the energy dissipation of stepped 
spillways in the range of x/dc ≳ 5 is larger than that of smooth spillways. 
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ABSTRACT 
  
Collars as an effective scour countermeasure are plates, which are attached to a pier and act as a barrier to 
the downflow, thereby prevent its direct impingement into the streambed. Experiments show that collar cause 
considerable delay in scouring at the pier. There is no information can be found in the literature on how this 
time delay can be calculated or what its relationship with the flow and pier characteristics are. Also,  no 
enough information is available on the scale of time for scouring development in physical models. In the 
present study, experiments were conducted for collar efficiency in a horizontal flume. Two different hollow 
Perspex circular pipes with diameter of D = 5 cm and 7 cm were used as the pier model. In addition, a round 
collar made from 2 mm thick Perspex sheets with an effective width, “W” equals to three times of the pier 
diameter was installed around the pier at the stream bed level. In each experiment, the temporal variation of 
scouring around the collar was recorded. In addition to the present data, experimental data from previous 
study for D = 4 cm were used in the analysis. Formation of scour hole around collar was monitored and 
different stages for scour hole development was recognized. Experimental results showed that by increasing 
the pier diameter, the time that the collar is undermined Tt, increases significantly. For example, in flow 
intensity u*/u*c = 0.91, by increasing pier width from 4 cm to 7 cm, Tt increases for about 4.4 times. In addition, 
experimental results showed that the effect of pier diameter on Tt is larger for lower flow intensities. Finally, 
from dimensional analysis and available experimental data, a new relationship is developed to calculate Tt for 
different diameters of bridge pier based on different important parameters affecting scour depth development. 
 
Keywords: Bridge pier; scour hole; scour countermeasure; collar efficiency; time for undermining collar.  

 
 

1 INTRODUCTION 
 Local scour around bridge piers occurs due to a complex flow field with large-scale structures, such as 

horseshoe and wake vortices generated by the flow around the pier. Based on the report of Hydraulic 
Engineering Circular No. 18, the formation of scour hole around bridge pier is recognized as the root cause of 
bridge failure. 

Due to the danger of bridge failure when piers are undermined, many methods have been presented for 
the prevention of scouring. Collars as an effective scour countermeasure are plates, which are attached to a 
pier and act as a barrier to the down flow, thereby prevent its direct impingement into the streambed (Figure 
1).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Flow and scour pattern around a circular pier protected by a collar  
(Zarrati et al. 2004) 
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A collar at any level above the bed divides the flow into two regions, above and below the collar. For the 
region above the collar, it acts as an obstacle against the downflow and the downflow loses its strength on 
impingement at the collar. For the region below the collar, the strength of downflow and therefore the 
horseshoe vortex is reduced (Tabarestani and Zarrati, 2012). Due to the reduced strength of horseshoe 
vortex, the scour hole depth reduces when a collar is used. In addition, a collar considerably postpones scour 
development at the pier face (Chiew, 1992, Zarrati et al., 2004, Allabi, 2006, Tafarojnorouz et al, 2012). 
Literature review shows that with a collar in place, no scour hole is observed at the pier perimeter in the 
beginning of experiment (Alabi, 2006, Mashahir et al., 2007, Tabarestani and Zarrati, 2012). However, a scour 
hole is formed downstream of the collar, which slowly develops towards upstream. When collar is undermined, 
the flow penetrates below the collar and scouring rate increases. Experimental data from Zarrati et al. (2006) 
showed that for pier with D = 4 cm and a collar with W/D = 3 installed at stream bed under flow condition of 
u*/u*c = 0.91, where u* is shear velocity and u*c is critical shear velocity for bed sediment movement, scouring 
reached the upstream face of the pier after 4 hours and after about 30 hours 30 % of final scouring occurred. 
Mashahir et al. (2007) conducted similar experiments with u*/u*c = 0.86 and showed that the beginning of 
scouring at the pier face occurred after 11 hours from the beginning of the experiment. In addition, they 
reported that, after 30 hours the collar was completely undermined but only 25 % of the maximum scouring 
was developed at the front face of the pier. They also reported that reduction of the scour depth in this test 
was 27 % as compared to the unprotected pier. Finally, similar experiments by Tabarestani and Zarrati, (2012) 
showed that for flow intensity u*/u*c = 0.8, scouring reached the upstream face of the pier after 15 hours. In 
this way, collars can be very effective in reducing the risk of bridge failure when duration of the flood flow is 
not long (Tabarestani and Zarrati, 2016). 

The efficiency of a collar basically depends on its size and location with respect to the stream bed and 
shear stress. The effect of collar in reducing scour depth is previously studied on cylindrical and rectangular 
piers. These studies showed that with increasing the width of the collar and lowering its elevation, depth of the 
scour hole is reduced (Chiew, 1992, Kumar et al., 1999, Zarrati et al., 2006). In addition, Mashahir et al., 
(2007) showed that the development of scour hole around and below a collar depends considerably on bed 
shear stress. As shear stress on bed increases, area of higher shear stress around the collar and 
consequently scouring and its rate increases, or in other words, the efficiency of collar decreases.  

From the literature, it can be inferred that no information is available about the effect of pier diameter on 
the time that a collar is undermined. Time development of scouring certainly depends on scale of the model 
corresponding to the prototype size. However, the time scale of scouring is not given in the literature clearly.  
In the present work, the effect of pier diameter on efficiency of a collar in various bed shear stresses is 
examined experimentally. This work helps in understanding better the effect of various parameters and scale 
of the model on time of scour development in physical models. 
 
2 EXPERIMENTAL SETUP  

Experiments were conducted in a horizontal flume with erodible bed 14 m long, 0.75 m wide and 0.6 m 
deep. Water was circulated in the channel by a centrifugal pump with maximum capacity of 100 (L/s). The flow 
rate in the flume was controlled and preset by a speed control unit attached to the pump system. An electrical 
flow meter was installed in the supply conduit to measure the discharge passing through the channel. The 
channel’s rigid bed was overlaid with about 20 cm thick, uniform sand, with median size of 0.00067 m and 

density of 2650 (kg/m3). The geometric standard deviation of sediment grading 1684 ddg   was 1.2, where 

da is the size of sediment for which a percent of material by weight are finer implying that the sample is 
uniform. Two different hollow Perspex circular pipes with diameter of D = 5 and 7 cm where used as pier 
models in the present study. Therefore, the minimum amount of parameter D/d50 was about 75. Based on 
Chiew and Melville (1987), the effect of D/d50 on local scour depth around bridge pier is negligible when D/d50 
> 50. 

In order to reduce the flow disturbance and producing a nearly uniform approaching flow, a honeycomb 
(flow straightener) was used at the upstream section of the channel. Each pier model was installed at about 8 
m from flume entrance in boundary layer fully developed region. Collar was made from 2 mm thick Perspex 
sheets with an effective width, ‘W’ equal to three times of the pier diameter, ‘D’ were installed around the pier 
at stream bed level (Figure 1). Flow depth in the channel was measured with a point gauge with 0.1 mm 
accuracy. The threshold of bed material motion was found by experiment when the pier was not installed. 
Threshold of material motion was defined as a condition for which finer materials may move, but the elevation 
of the bed would not lower more than 2 to 3 mm during the period of the experiment. 

Table 1 shows the details of the present experiments. As shown in the table, the range of the flow 
intensity was 0.8 ≤ u*/u*c ≤ 0.96. Experiments were continued till the scour hole grooves around the collar 
reached the upstream face of the pier, or in other words, the collar was undermined and scouring started at 
the pier. Time of experiment (Tt), which is the time for undermining the collar was very long especially with 
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lower flow intensity (e.g. more than 5 days for u*/u*c = 0.8 and D = 7cm). The range of Tt in present study was 
180 ≤ Tt ≤ 7605 minutes.  

 Mechanism of sediment movement around collar and pier in different flow intensities was studied 
carefully. The temporal variation of scouring around the collar was recorded by using two high quality 
cameras. Figure 2 shows the experimental setup and the positions of cameras. Camera #1 was placed in the 
hollow Perspex pier to record time development of scouring at the pier nose. In addition, Camera #2 was 
placed upstream of the pier outside of water to monitor sediment movement around the collar. 
 

Table 1. Details of present experiments for steady flow condition. 
Tt (min) u*/u*c Pier diameter D (cm) Test Code Test No. 

301 0.99 7 S-C7-1 1 

550 0.96 7 S-C7-2 2 

1060 0.91 7 S-C7-3 3 

2760 0.86 7 S-C7-4 4 

7605 0.80 7 S-C7-5 5 

180 0.99 5 SC-C5-1 6 

600 0.91 5 SC-C5-2 7 

3900 0.8 5 SC-C5-3 8 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Experimental setup in present study. 

 

3 FORMATION OF SCOUR HOLE AROUND BRIDGE  
 Figure 3 shows different steps for formation of the scour hole around a circular bridge pier protected by a 

collar. In these experiments, scouring was first started downstream of the collar due to action of wake vortices 
(Figure 3a). Simultaneously, two grooves were formed at the downstream of the collar with sediment 
movement in a spiral path towards the center of channel. Over the time, the grooves gradually grew larger and 
deeper as they approach the rear edge of the collar (Figure 3b). After that, the sediment beneath the collar 
was gradually washed away and the scour hole was extended faster due to penetration of flow beneath the 
collar. Finally, the scour hole reached the collar side edge at point 1 as shown in Figure 3b. With a sudden 
acceleration in scour hole development, the grooves at both sides of the collar extended to the upstream side 
of it, around its rim and joint at point 2 as can be seen in Figure 3c. As scouring develops at the downstream 
of the collar, the bed topography and therefore the flow force distribution on the streambed changes and this 
can be one of the reasons for the development of the grooves towards the upstream and beneath the collar. 
Finally, the scour hole reached the upstream face of the pier (point 3 in Figure 3d). As shown in Figure 3d, 
although at this stage scour hole was developed below the collar and reached the pier face, the downstream 
of the pier the collar was still attached to the bed. Finally, the scour hole extended in the plan and collar was 
fully detached from the streambed (Figure 3e). 
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Figure 3. Time development of scour hole around circular bridge pier. 
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4 EFFECT OF PIER DIAMETER ON COLLAR PERFORMANCE  
Table 2 shows the experimental results. In addition to the present data, the experimental data reported 

by other research works are also presented in this table and used in analysis. Figure 4 shows the effect of pier 
width on Tt. As shown in this figure, by increasing the pier diameter, Tt increases significantly. For example, in 
u*/u*c = 0.91, by increasing the pier width from 4 cm to 7 cm (about 75 %), parameter Tt increases for about 
4.4 times. This is due to a larger amount of sediment beneath the collar must be transported, which needs a 
longer time. In addition, from Table 3, it can also be concluded that with u*/u*c = 0.80, by increasing pier 
diameter from 4 cm to 7 cm, parameter Tt increases for about 8.5 times, which is about 2 times larger than 
u*/u*c = 0.91. Therefore, the effect of pier diameter on Tt is more obvious in lower flow intensities. From these 
data, it can be concluded that for size of pier diameter in nature, the time for undermining collar will be much 
larger. Alabi, (2006) conducted  experiments in u*/u*c = 0.7 for 11 cm pier with W/B = 3 collar at the stream 
bed level and found that the collar did not undermined after 1000 hours (more than 40 days). From the 
aspects of dimensional analysis, a new relationship is developed for Tt in the available range of experimental 
data and based on different important parameters that affecting scour depth: 
 

            [1]                                       2.23
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c*u

*u5101.7
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where, Tcp is a time scale parameter calculated as Tcp = D/U, where U is the upstream undisturbed flow 
velocity. Different researchers, such as Franzetti et al. (1982) and Melville and Chiew (1999), have also used 
this parameter to evaluate the rate of scouring around bridge piers. Red is the pier Reynolds number, which is 
defined as: 
 

                    [2] 
                                              

DU
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where ν is the water dynamic viscosity. Pier Reynolds number is used by different investigators, such as Shen 
et al. (1969), as one of the important parameter on the scour depth calculation and strength of horse shoe 
vortex around bridge piers. In addition, Wei et al, (1997) showed that the maximum stress around the pier is a 
function of Red in a numerical study. 

Figure (5) shows the acceptable accuracy of Eq. [2] with coefficient of variation of R2 = 0.96 in predicting 
experimental data. 
 

Table 2. Experimental result for determining collar efficiency in different pier diameters. 
Test No. Test Code Pier diameter (Cm) u*/u*c Tt (hr) Reference 

1 S-C7-1 7 0.99 5.02 

Present study 

2 S-C7-2 7 0.96 9.17 

3 S-C7-3 7 0.91 17.67 

4 S-C7-4 7 0.86 46.00 

5 S-C7-5 7 0.80 126.75 

6 SC-C5-1 5 0.99 2.54 

7 SC-C5-2 5 0.91 8.75 

8 SC-C5-3 5 0.8 48.12 

9 Test #1 4 0.96 2 Mokalaf, (2007) 

10 Test #2 4 0.91 4 Zarrati et al. (2006) 

11 Test #3 4 0.86 11 Mashahir et al. (2007) 

12 Test No. 1 4 0.8 15 Tabarestani and Zarrati (2012) 

 
 
 
 
 
 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1300 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Effect of pier diameter on time for undermining collar in different flow intensity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Accuracy of Equation (1) in predicting experimental data. 
 
5 CONCLUSIONS 

When a collar is installed on a pier, the development of the scour hole is postponed considerably. 
Though the efficiency of collars on reducing the depth of scour hole around piers is studied before, there is no 
enough information available about the time that a collar is undermined. In the present work, experiments 
were conducted to study the effect of pier diameter on the time that a collar is undermined and the scour hole 
is reached at the upstream face of the pier. Two different pier model with diameter of D = 5 cm and 7 cm were 
used. Results of previous studies with D = 4 cm were also used in the analysis. In all the tests, a collar with an 
effective width, “W” equal to three times of the pier diameter was installed around the pier at the stream bed  
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level. Experiments were conducted in various flow intensities. In each experiment, the temporal variation of 
scouring around the collar was recorded.  

 Analysis of experimental data showed that by increasing the pier diameter, the time that the collar is 
undermined, Tt increases significantly. For example, when u*/u*c = 0.91, by increasing the pier diameter from 4 
cm to 7 cm (about 75 %), Tt increases for about 4.4 times. This is due to a larger amount of sediment beneath 
the collar must be transported, when the pier diameter increases (and therefore the collar diameter), which 
needs a longer time. In addition, the experimental results showed that the effect of pier diameter on Tt is larger 
for lower flow intensities. According to these experimental results, it can be concluded that for larger pier 
diameters in the nature, much longer time is expected for collar to be undermined and scouring near the pier 
starts. Finally, from dimensional analysis and available experimental data, a new relationship is developed to 
calculate Tt for different diameters of bridge pier based on different important parameters affecting scour 
depth development. Further research is necessary to find a relationship for time scale in scouring 
development in physical models. 
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ABSTRACT  
 
Sediment resuspended by wind-driven currents and waves releases nutrients that play a critical role in the 
nutrient cycling of large shallow lakes. Previous studies explain sediment resuspension either in a time-
averaged manner based on the laboratory/field experiments or as an instantaneous small-scale turbulence 
process related to coherent structures in the coastal or estuarial areas. However, few studies have been 
conducted in large shallow lakes because it is difficult to measure the instantaneous turbulence fluctuation 
and high-frequency sediment concentration near the lake bottom at the same time, especially because of the 
complex characteristics of wind-induced wave and current interactions. This study examines the effects of 
intermittent turbulent bursts on sediment resuspension at the bottom boundary layer of a large, shallow lake 
by taking high-frequency, synchronous in-situ measurements to monitor fluctuations in velocities and sediment 
concentrations in Lake Taihu, the third largest freshwater lake in China. To identify the relevant sediment 
resuspension processes, the near-bed, three-dimensional velocity; Reynolds shear stress; the instantaneous 
sediment flux (c'w'); and turbulent kinetic energy (TKE) are calculated based on the data collected from 
Acoustic Doppler Velocimeter (ADV) and Optical Backscatter Sensor (OBS) instruments placed close to the 
lakebed. The results suggest that the sediment resuspension process is closely connected with the coherent 
structure in the bottom boundary layers of the lake. The intermittent bursts of coherent structures (dominated 
by ejection and sweep) are the main energy sources and driving forces for sediment resuspension and 
nutrient release in large, shallow lakes. The bulk of the sediment flux is accomplished by ejection (57.52%), 
sweep events (31.49%), and outward interactions (11.17%), whereas the contribution coming from the inward 
interactions is negligible (-0.18%). Large-amplitude events (6.84%) contribute greatly to sediment 
resuspension and vertical transportation (40%), which affect internal nutrient release. The results demonstrate 
the mechanism of sediment resuspension, which are critical for evaluating internal nutrient release. 
 
Keywords: Acoustic inversion; sediment resuspension; suspended sediment concentration; turbulent 

structure; Lake Taihu. 
 
 
1 INTRODUCTION  

Excessive nutrient loading can induce severe blooms of harmful algae, which are a serious problem in 
many shallow lakes, reservoirs, and other freshwater bodies (Paerl and Huisman, 2008; Qin et al., 2010). 
Among the various nutrient sources, internal loading caused by sediment resuspension is the most difficult to 
quantify. For example, the internal phosphorus (P) load from resuspension is estimated to be 5 to 10 times 
that of the external load in Lake Taihu, which is the third largest freshwater lake in China and is often plagued 
by harmful algal blooms (Qin, 2009; Qin et al., 2006). Sediments frequently disturbed and resuspended by 
wind-driven waves and currents affect the water-sediment interface. However, because of the lack of effective 
measurement techniques and sound simulation methods, it still remains unclear how the sediments 
resuspend under the effects of waves and currents. 

Waves and currents are the primary driving mechanisms of sediment dynamics in shallow lakes. The 
combined effects of waves and currents are often stronger than the two forces individually on sediment 
erosion, suspension, and deposition processes in the bottom boundary layer (Jepsen et al., 2004). Prior 
studies have focused on the effects of currents and waves on sediment resuspension process using field 
monitoring and laboratory experiments (flumes and oscillators) (Chung et al., 2009; Hu et al., 2011; Li et al., 
2004; Mian and Yanful, 2004; Reardon et al., 2014; Sheng and Lick, 1979; Wu et al., 2013; Zhu et al., 2005). 
Most of these studies explain sediment dynamics using a time-averaged critical shear stress or velocity and 
pay less attention to the instantaneous driving force on sediment resuspension. It is believed that once the 
shear stress or velocity exceeds the critical value, sediments in the boundary layer are eroded and 
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resuspended into water column. However, the time-averaged shear stress or velocity may level peak values of 
water turbulence in the bottom boundary layers and exclude the instantaneous sediment suspension, which 
results in an underestimation of the sediment resuspension fluxes and internal nutrient release. 

Previous studies show that turbulence near the bottom boundary layers of flumes, estuaries and coastal 
areas controls instantaneous sediment suspension (Bonnin et al., 2006; Cellino and Lemmin, 2004; Williams 
et al., 2003; Yuan et al., 2009). Laboratory studies also show that sediment particles are affected by coherent 
structures, which are a series of large-scale, intermittent motions (Clarkeet al., 1982; Corino and Brodkey, 
1969; Fosteret al., 2006; Gordon, 1974). Coherent turbulent structure, which is also known as “bursting 
phenomenon” is made up of a powerful, well-organized series of events that take place near the boundary 
layer and are ejections, sweeps, and outward and inward interactions. Ejections and sweeps contribute more 
to the positive Reynolds stress than outward and inward interactions (Heathershaw, 1974; Heathershaw and 
Thorne, 1985). Based on a field monitoring study in the south coast of England, Heathershaw and Thorne 
(1985) found that suspended load and bedload transport are dominated by ejection and sweep events. Cellino 
and Lemmin (2004) confirmed the sediment entrainment patterns in an open channel study thereafter. Similar 
bursting phenomena near the boundary layer were also found in the main channel of the Yangtze River and 
western Yellow Sea, in China (Yuan et al., 2009). Overall, these previous studies explain the sediment 
dynamics either in a time-averaged manner in the laboratory/field or as an instantaneous, small-scale 
turbulence process related to coherent structures in the coastal or estuarial areas. However, few studies have 
been conducted in large shallow lakes because it is difficult to simultaneously measure the instantaneous 
turbulence fluctuation and high-frequency sediment concentration near the lake bottom, especially because of 
the complex characteristics of wind-induced wave and current actions. Therefore, how sediment particles 
respond to turbulence in large, shallow lakes and whether the bursting phenomenon applies to a highly-
variable lake environment remain unclear. 

For this study, continuous and high-frequency field-observation data are collected using Acoustic Doppler 
Velocimeter (ADV) and Optical Backscatter Sensor (OBS) instruments placed close to the bottom of the 
lakebed. The objectives of this study are to: (1) invert the ADV backscatter signal into high-frequency 
suspended solid concentration (SSC) data; (2) understand the characteristic of turbulent bursts based on the 
analyses of horizontal and vertical velocity and SSC; (3) verify the hypothesis that sediment and intermittent 
bursts of coherent structures are the main driving mechanism of sediment resuspension in large, shallow 
lakes; and (4) elucidate the relationship between turbulence and sediment concentration fluctuations that 
create sediment resuspension. 
 
2 METHODS AND MATERIALS 
 
2.1 Study area 

Lake Taihu, which is the third largest freshwater lake in China, is located in the lower Yangtze River delta 
between 30°56′-31°33′ N and 119°53′-120°36′ E and has a surface area of 2,338 km2 and a mean depth of 1.9 
m (Qin et al., 2010). Lake Taihu is suffering from nutrient over-enrichment and severe algal blooms. Internal 
nutrient release caused by sediment resuspension is one of the key driving factors for providing excessive 
nutrients for algal growth.  

 

 
Figure 1. Location and observation platform at which observations of bottom turbulence have been made in 

Lake Taihu in the year of 2014. 
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Data were collected in-situ from May 20 to 29, 2014, at the field observation platform located at Tuoshan 

(N31.38233°- E120.16065°), which is at the mouth of the east coast of the Meiliang Bay (Figure 1). The 
Meiliang Bay is a semi-enclosed bay located in the northern part of Lake Taihu that has a water surface area 
of 129.3 km2 and mean water depth of 1.9 m (Dong et al., 2014; Huang et al., 2004). The observation period 
covered the early algal bloom duration (Figure 1). The water depth of the sampling site varied from 2.62 to 
2.88m and the mean value was approximately 2.7 m during the observation period, which represents high-
water-level conditions in Lake Taihu. In the study site, the sediment mainly consists of silt sand that has an 
average particle size of 12 μm, a bulk density of 1.45 g/cm3, and an average water content of 48.93%. Wind-
induced currents and waves caused some hydrodynamic disturbance in the water column at the data 
collection site. The main wind directions were southeast, east-southeast, and east during the observation 
period. Wind speeds mostly ranged from 2 to 5 m/s which were measured at 10m above the water surface. 

 
2.2 Layout of instruments 

High-frequency and synchronous measurements of wind, waves, currents, and suspended sediment 
concentration (SSC) were carried out. The measurement instruments included a bottom-mounted holder 
equipped with an ADV Ocean Sontek (5MHz) and OBS-3A (Campbell Scientific Companies). The instruments 
were placed near the bottom layer of the lake, approximately 5 cm above the lake bed. The ADV Ocean (with 
a sampling frequency of 10 Hz) was used to record turbulent velocities and echo intensity simultaneously. The 
OBS (with a burst interval of 5 min) was used to record turbidity. Additionally, water samples were collected 
manually to verify sediment concentrations, which were then used by the Taihu Laboratory for Lake 
Ecosystem Research, Chinese Academy of Sciences (TLLER, CAS), to verify turbidity in the water column. 

 
2.3 Data analysis methods 

 
2.3.1 Calibration of turbidity with SSC 

The OBS can be used to monitor the turbidity over a wide range, from 0 to 1,000 NTU, which makes 
these sensors useful for many applications (Hanes and Huntley, 1986; Sutherlandet al., 2000). In order to 
convert the turbidity data into concentration data, the turbidity (NTU) measured by the OBS was calibrated 
with manually collected SSC (mg/L) data. At every three hours, 150 mL water samples were collected 
manually at the same time and location as the OBS, filtered using a 0.35 um aperture membrane, and dried in 
the drying oven at 105 oC. The SSC values were calculated as follow:  

 

 2 1 /c m m L 
                                                      [1] 

 
where c is SSC (mg/L), m1 is the weight of the membrane before filtration and after drying (mg), m2 is the total 
weight of the membrane and suspended solids after filtration and drying (mg), and L is the volume of the water 
samples collected in the field (L).  

 
2.3.2 Calibration of ADV signal strength with SSC 

The advantage of the ADV is that it quickly and simultaneously measures flow velocity and SSC in the 
same sampling volume (Fugate and Friedrichs, 2002; Nikora and Goring, 2002; Trevethan et al., 2007). The 
ADV emits a burst of sound waves with known durations and frequencies from a source transducer, and then 
the transducers receive the backscatter. The backscatter wave frequency is shifted by moving the available 
particles in the target areas. The magnitude of this frequency shift (or “Doppler shift”) is proportional to the 
flow velocities. The signal (in count) received by the ADV is proportional to the logarithm of the acoustic 
strength (1 count = 0.43 dB; Notes, 1997). The high-resolution signal at 10 Hz provided by the ADV is meant 
to provide a near-bed SSC time series at turbulent scales. The SSC profiles based on the logarithmic relation 
between echo intensity (EI) and mass concentration were determined as follow: 

 

10logEI a SSC b                                                   [2] 
 

where a and b are slopes and the interception point is obtained using linear regression. The echo 
intensity recorded by the ADV is block-averaged over a three-minute period and beam spreading is 
compensated for, and then calibrated using the OBS mounted at the same elevation, which is precalibrated 
using the water samples. The ADV data require pre-processing and the detected outliers are replaced by 
linear interpolation using neighboring points. Two stages are used in post-processing: an initial signal check 
and the detection, removal, and replacement of fake large fluctuation. Each stage involves two steps: data 
error detection and data replacement (Chanson et al., 2008). 
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2.3.3 Turbulent kinetic energy calculation 
Most of the turbulence generation and dissipation in shallow lakes take place near the bed. To describe 

the roles of near-bed turbulent eddies on sediment suspension, spectral scaling is used for both the turbulent 
velocities and sediment concentration at different conditions. In regions where the mean flow is considered to 
be constant in the order of minutes, the turbulent fluctuations (u', v',and w') can be defined as deviations from 
the mean or the Reynolds decomposition (Tennekes and Lumley, 1972): 

 
u'(t)= u(t)-u,  v'(t)= v(t)-v，w'(t)= w(t)-w                       [3] 

 
Eq. [3] was used to obtain turbulence measurements from a single instrument in irregular and strongly 

nonlinear wave conditions. Then, turbulent kinetic energy (TKE) was calculated as follows: 
 

2 2 2( ) / 2TKE u v w                                            [4] 
 

where u', v', and w' are velocity fluctuations in the east, north, and vertical directions; and “—” means 
time averaged.  

Turbulent Reynolds stress values were estimated by (Kularatne and Pattiaratchi, 2008): 
 

Re uw   
                                                    [5] 

 
where ρ is the water density. Because no quantitative analysis of the Reynolds stress was undertaken, 

the term u'w' represented the turbulent Reynolds stress. The Reynolds stress values measured by the ADV 
were underestimated only by 1%, which suggests that the ADV measures Reynolds stress accurately near the 
bottom of the lake (Voulgaris and Trowbridge, 1998). The data were used to study relationships between TKE 
on suspension events and sediment suspension.  

 
2.3.4 Quadrant analysis for turbulence bursting events 

Occurrence of the Reynolds stress is highly intermittent and connected with a well-organized sequence 
of large-scale movements, and these movements are commonly classified into four quadrants in U'-w' space 
(Klineet al., 1967; Heathershaw, 1974) as shown below: 

(1)  U' <0, w'>0, U'w' <0: an ejection of low-speed fluid away from the boundary 
(2)  U' >0, w'<0, U'w' <0: a sweep or inrush of high-speed fluid toward the boundary 
(3) U' >0, w'>0, U'w' >0: a weak outward interaction of fluid away from the boundary (high-speed fluid   
reflected by the wall) 
(4) U' <0, w'<0, U'w'>0: a weak inward interaction of fluid toward the boundary (low-speed fluid being 
pushed back) 
where w' is the vertical component of turbulent velocity, and U' is the horizontal component. Because 

there are no stable flow directions in the lake, U presents the combined flow velocity of u and v in northern 
and eastern directions, respectively. The relationships are shown below: 

 
U = (u2+ v2)1/2,                                                [6] 

 
The quadrant method requires simultaneous U' and w' data. The ADV can achieve this because it can 

measure the three-dimensional simultaneous velocity. 
 
3 RESULTS AND DISCUSSIONS 

 
3.1 Near-bed sediment concentration measurement 

 
3.1.1 Calibration of OBS concentration to SSC  

The SSC measurement based on the laboratory analysis of the bottle samples (34 water samples) was 
considered to be the actual SSC at the same time and height of the near-bottom OBS. There was a good 
linear relationship between the turbidity measured by the OBS and the sediment concentration in the water 
near the lakebed. The correlation coefficient was 0.94, with a 95% confidence level (Figure 2). Prior studies 
have shown that when there is a large range of suspended particle sizes, the correlation between the OBS 
recorded turbidity and the “true value” of the sediment concentration drops significantly (Fugate and 
Friedrichs, 2002). According to the particle-size distribution of the sediment in different areas of Lake Taihu, 
the particle sizes are relatively stable within the top 10 cm of the surface sediment compared with the particle 
sizes in the deep sediment. Qin et al. (2003) found that mass exchange in the water-sediment interface 
occurs mainly within the top 5~10 cm based on field observations and that medium-sized sediment particles 
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were around 16~17 μm. Because of the stable particle size in the surface sediment, the correlation did not 
show any reduction, which proved the reliability of the SSC measured by the OBS at the near-bottom layer.  

 

 
Figure 2. Calibration of OBS turbidity Figure 3. Changing trend of suspended sediment 

(NTU) at 5 cm above the lakebed with concentrations from OBS at 5cm above the lakebed 
bottle samples at the same height (mg/L). between May 20, 2014 and May 30, 2014. 

 
Based on calibrated OBS turbidity and SSC, the near-bottom SSC was in the range of 20 to 310 mg/L. 

The temporal fluctuation is shown in Figure 3 and is consistent with the changing trends of wind speed. Based 
on the statistical analysis of SSC frequency, the near-bottom values exhibited a partial normal distribution 
(Figure 4). The highest frequency was 27.2% and the range of corresponding SSC was 30 to 40mg/L. The 
following several frequencies in sequence were 13.5%, 9.8%, 9.6% for the ranges of 40 to 50mg/L, 20 to 
30mg/L, and 50 to 60 mg/L, respectively. Overall, the frequency of SSC ranging from 20 to 60 mg/L 
accounted for 60.07% during the observation period, which suggests that the near-bottom SSC was in the 
range of 20 to 60 mg/L in most situations and the probability of a large-scale suspended-sediment event is 
relatively small.  

 

 
Figure 4. Suspended sediment concentration from        Figure 5. Calibration of ADV backscatter EI (dB) 

 OBS in the bottom layer frequency and cumulative        frequency analyses. 
 with OBS mass concentration (mg/L). 
 
3.1.2 Calibration of ADV signal to SSC  

To analyze intermittent turbulent bursts, a set of high-frequency three-dimensional velocity and sediment 
concentrations is required. The frequency of turbidity measured by the OBS was 1/180 Hz (data collected 
every three minutes), and therefore there were not enough data to analyze the bursting phenomenon. In this 
paper, a high-frequency ADV signal with 10 Hz (data collected every 0.1 second) was used to reflect the 
corresponding turbidity by precalibrating a curve between them, and then transferring the turbidity to SSC 
using the relation obtained in Figure 2.  

Previous research indicated that there was a simple logarithmic relationship between near-bed mass 
concentration and EI recorded by the ADV (Fugate and Friedrichs, 2002; Voulgaris and Meyers, 2004). Beam 
spreading was compensated for the EI. The OBS was mounted at the same height (5cm above the bed) and 
was used to calibrate the acoustic backscatter (Figure 5). The correlation coefficient between log10 (SSC) and 
acoustic backscatter EI was 0.87, which confirmed the calibration with EI to SSC reliably. Therefore, this 
calibration procedure could obtain the near-bed, high-frequency sediment concentration time series with a 
temporal resolution of 10Hz, which is sufficient for the turbulence burst analysis in this study.  

 
3.2    Direct comparisons of the time series of fluctuating velocity and SSC 

To further investigate the effect of the turbulence burst events on the sediment resuspension process, the 
fluctuations of horizontal and vertical velocities and the sediment concentrations (U', w', c') were compared in 
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Figure 6. The U', w', and c' fluctuated around their burst-averaged values without large excursions. A dataset 
of 512s duration (Yuan, 2009) was used to analyze turbulence burst. Figure 6(a) shows that there are 13 
waveforms that have an average horizontal velocity (U) of 4.2 cm/s.  The horizontal velocity fluctuation (U') 
ranged from -0.03cm/s to 0.06cm/s. The averaged vertical velocity was 0.37cm/s and the vertical velocity 
fluctuation (w') ranged from -0.04cm/s to 0.02cm/s (Figure 6(b)). The average SSC was 40.99mg/L (Figure 
6(d)). The suspended sediment concentration fluctuation (c') varied from -18.92mg/L to 38.15mg/L.  

 

 
Figure 6. Time series of records of: (a) horizontal velocity fluctuations (U'), (b) vertical velocity fluctuations 
(w'), (c) the turbulent Reynolds stress (U'w'), (d) suspended sediment concentration fluctuations (c'), (e) 
instantaneous sediment turbulent diffusion flux (c'w'), and (f) turbulent kinetic energy (TKE). The red and blue 
arrows show the ejection and sweep motions, respectively. 

 
The two time series of U' and w' mostly varied in the opposite way, with the U' peak value coinciding with 

w' at large amplitude events. The time series of w' and c' showed the high SSC fluctuation events occurred 
with the high vertical velocity fluctuation events at large amplitude events. It was found that high c' events 
happened in low-speed fluid away from the boundary (ejection) rather than sweep events. The red and blue 
dashed lines in Figure 6 show the ejection events (low-speed upward movement) and sweep events (high-
speed downward washing), respectively. The sweep events loosened the sediment particles they were moved 
into the water column by the low-speed upward movement of ejection events. Large fluctuation values of U' 
and w' were mostly opposite at large amplitude events, which is consistent with our result, but high SSC 
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events occurred with maximum in ejection in Jiaozhou Bay (Yuan, 2009). Gordon (1974) reported that the 
high fluctuations in vertical velocity reversed to the one in horizontal velocity in the Irish Sea. Heathershaw 
(1985) reported that the load transport of finer sediments was dominated by ejection events. It is possible that 
high SSC events mainly occurred in sweep events in the sea but ejection in the lake maybe because the 
vertical and horizontal velocities in the sea are faster than in lakes, and the waves contribution on the 
hydrodynamic in the sea are less than that in the lake.  

 
3.3    Quadrant analysis for turbulence burst 

The U', w', and c' fluctuated around their burst-averaged values within a small range, simultaneously their 
instantaneous products U'w' and c'w' revealed a high degree of variability and intermittency (Figure 6(c) and 
Figure 6€). The instantaneous momentum flux (U'w') and instantaneous sediment turbulent diffusion flux (c'w') 
were characterized by irregular fluctuations and interrupted by sudden and salient excursions that were an 
order of magnitude larger than the average values. The time series of the U'w' events were interrupted by the 
peak value 0.0003 or the valley value -0.0006 m2/s2. The time series of c'w' events were interrupted by peak 
value 300 or valley value -260 mg/(m2s). Additionally, large amplitude events of U'w' and c'w' were consistent 
with large fluctuations of U' and w', which indicates intermittent sediment resuspension. Yuan (2009) also 
reported that u'w' and c'w' coincide with each other without exception in Jiaozhou Bay. This suggests that the 
U'w' time series did not always cause high SSC events in Figure6c and Figure6d, which may indicate that the 
horizontal flow velocity fluctuations U' has greater dynamical effect on sediments movement than U'w' 
(Heathershaw, 1985). Additionally, the large amplitude events of U'w' were usually observed under burst and 
sweep events. 

Comparing U'w' and c'w' time series, the ejection and sweep events often correspond with the turbulent 
kinetic energy and turbulent diffusion fluxes of sediment large amplitude. It also appeared that ejection 
motions occur more frequently than sweep motions, which results in a larger contribution to the momentum 
and sediment fluxes. The high TKE events not only occurred under wave crests, but also under wave troughs. 
When at peaks and valleys, shear velocity generated strong turbulence that caused particles to move 
horizontally in the boundary layer. Similar results have been found for tidal environments and costal wave 
period. Kularatne (2008) suggested that high TKE events usually associated with a wave crest or trough. 
Generally, the two main forms of sediment suspension are ejection in high-concentration fluid parcels, and 
sweep in low-concentration fluid parcels. Ejection and sweep are bursting events that correspond to negative 
momentum flux, which is caused by high concentrations of sediment spreading upward and low 
concentrations of sediment spreading downward. The large amplitude ejection and sweep events revealed a 
net upward transport of sediment, which were the main energy sources of sediment resuspension process. In 
this process, the stationary particles were loosened by high-speed downward flow, and then deposited on the 
lake bottom at low-speed.   

 
3.4   Contribution of turbulence burst on sediment resuspension 

Contributions of large U'w' and c'w' events to the mean sediment flux ( ' 'U w and ' 'c w  ) are summarized 
statistically in Figure 7. We took out the two, three, and four standard deviations as large amplitude events. 
The large c'w' events that occurred outside the four standard deviations contributed as much as 12.98% to the 

mean sediment flux ' 'c w  in only 0.88% of the time period. The large c'w' events outside the two and three 
standard deviations contributed 49.85% and 32.68% in 7.32% and 2.05% of the time to the mean sediment 
flux, respectively. The results suggest that sediment transport primarily occurred in short bursts of high 
amplitude, which was similar to the mean sediment flux analyses. 

The large U'w' events occurring outside the two, three, and four standard deviations contributed as much 

as 54.79%, 41.82%, and 37.64% to ' 'U w in 6.84%, 2.83%, and 1.66% of the time, respectively. According to 

the large U'w' events contributing to ' 'c w , 40% of the upward sediment flux was caused by large events 
during only 6.84% of the total time. However, the contributions of large U'w' and c'w' events compared with 

the ' 'U w and ' 'c w , showed that the ejection-sweep burst cycle transport momentum was more effective 
than sediment flux. For example, large U'w' events that occurred outside two standard deviations contributed 
54.79% of the momentum flux, which was higher than that of sediment flux. The analysis suggested that the 
efficiency of vertical transfer momentum was more than sediment transfer, because the heavy sediments fall 
more easily to the lakebed. 

The instantaneous U'w' signals and the contributions of different intermittency burst events to the 
Reynolds stress were quantitatively evaluated using quadrant analysis (Figure 8 and 9). The occurrences of 
these four types of bursting motions (ejection, sweep, inward interaction, and outward interaction) were 
33.2%, 27.15%, 20.12% and 19.53%, respectively (Figure 8). The ejection motions occurred more frequently 

than the sweep motions, and contributed more to the ' 'U w  and ' 'c w , which was consistent with the raw 
time series comparisons (Figure 6). The results generally agreed with early experiments by Wallace (1972) 
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and Willmarth (1972). Wallace (1972) reported that ejection and sweep were the two main motions and that 
they had significantly larger timescales than outward  and  inward  interactions. Willmarth (1972) revealed that  
ejection made the largest contributions to the Reynolds stress and turbulent energy in the bursting process. 
Both ejections and sweeps were the dominant sources of the Reynolds stress generation and the time 
occupied by ejections was more than sweeps. The ejection-sweep cycles may dominate the upward transfer 
of sediment because contributions of ejections and sweeps to the net Reynolds stress are 98.54% and 
79.76%, respectively (Figure 9). The histograms (Figure 8 and Figure 9) showed that 57.5% of the upward 
sediment flux happened during ejection motions of only 33.2% of the time, which suggested that an upwelling 

of low-speed fluid parcels containing high sediment concentrations were the main factors of ' 'c w . Sweeps 

also contributed significantly to ' 'U w  (31.49%), which loosened stationary particles. By contrast, inward and 
outward motion contributed slightly to transport sediment -0.18% and 11.17%, respectively, which means 
inward motions turn sediments toward the bed. This phenomenon was also observed by Heathershaw (1985) 
and Yuan (2008). Heathershaw (1985) suggested that only sweeps were able to support appreciable 
sediment movement because sweep and outward interactions contribute approximately 46% of the overall 
stress in the West Solent seabed. Yuan (2008) found that outward contribution was small (approximately 4%) 
because his observation position was 0.45 meter above the bottom, where few particles arrived at low TKE. 
Therefore, 99.2% of turbulent sediment flux was accomplished by ejection and sweep events, whereas the 
contributions of the inward and outward interactions were small. 

 

 

Figure 7. Percentage contributions of large-amplitude events to momentum and sediment fluxes ( ' 'U w  and 

' 'c w ) are summarized, respectively. (a) the white legends represent time occupied percent by large U'w' 
events, the gray legends represent contributions to large U'w’ events to momentum flux and the dark gray 

legends represent contributions to large U'w’ events to turbulent sediment flux; (b) the white legends represent 
time occupied percent by large c'w' events and the gray legends represent contributions to large c'w' events to 

turbulent sediment flux. 
 

 
Figure 8. Time occupied by four types of events (ejection, sweep, inward and outward interaction). 
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Figure 9. Quadrant analyses of coherent structures: (a) contributions to momentum flux, and (b) contributions 

to turbulent sediment flux. 
 
4 CONCLUSIONS 

This study uses high-frequency and synchronous in-suit observation to analyze the effects of intermittent 
turbulent bursts on sediment resuspension in the bottom boundary layer of the lake. The results suggest that 
the sediment resuspension dynamic process has a clear relationship with the coherent structure in the bottom 
boundary layers. The intermittent burst events (dominant ejection and sweep) are the main energy sources for 
sediment resuspension processes. 99.2% of turbulent sediment fluxes are triggered by ejection and sweep 
events and outward interactions, whereas the contributions coming from the inward interactions are negligible. 
The large-amplitude burst events in the coherent structure dominate the influence on the sediment diffusion. 
This study provides a better understanding of sediment processes in large shallow lakes. 
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ABSTRACT  
 
This laboratory study investigates the void fraction (or local air concentration), flow filed and bubble velocity in 
a simple hydraulic jump. The experimental data are obtained by using a dual-tip optical fiber probe in 
conjunction with the particle and bubble image velocimetry techniques. This paper aims to provide a full 
picture of the turbulent flow field in a simple hydraulic jump as no single instrument is capable of measurement 
in both aerated and non-aerated flow regions. Point and image-based measurements are used as 
complementary techniques to study the turbulent flow field in the hydraulic jump. The result from each 
measuring technique is compared in both aerated and non-aerated regions with discussions of the drawbacks 
and sources of error related to each measuring technique.  

 
Keywords: Hydraulic jump; bubble image velocimetry (BIV); particle image velocimetry (PIV); optical fiber probe; void 
fraction. 
 
 
1 INTRODUCTION 

 A hydraulic jump is frequently observed in open-channel flows, rivers and spillways as a transition from 
shallow, high-speed supercritical flows to deep, tranquil subcritical flows. It is characterized by intense 
turbulence, substantial flow aeration, free surface oscillations and considerable energy loss. Large quantities 
of air bubbles are entrained at the free surface of the jump, thus contributing to the complexity of the turbulent 
air-water multiphase flow. 

 Little is known about the turbulence structure of hydraulic jumps because the results obtained by using 
typical experimental instruments such as Pitot tubes, Acoustic Doppler Velocimeters (ADV), Laser Doppler 
Anemometers (LDA) and Particle Image Velocimetry (PIV) are adversely affected in two-phase air-water flows 
(Chanson, 2013).  Hitherto, two measurement techniques, in the form of point measuring and image based 
measuring techniques, have been used to study the flow field, including the air concentration and bubble 
velocity in hydraulic jumps. The former technique is carried out by using either hot-film anemometry 
(Rajaratnam, 1962), phase-detection conductivity probes (Felder and Chanson, 2015; Murzyn and Chanson, 
2009; Wang and Chanson, 2015) or optical fiber probes (Murzyn et al., 2005; Murzyn et al., 2007; Zhang et 
al., 2014). The latter or image based measuring technique, on the other hand, is used to study the air 
concentration (Leandro et al., 2012; Mossa and Tolve, 1998) and air bubble velocity (Lin et al., 2012) in 
hydraulic jumps. Compared to the point measurement method, flow visualization provides more information on 
the overall flow field with minimum intrusion. However, flow visualization techniques suffer from absorption of 
the penetrating laser light sheet through scattering on the surface of the bubbles (Bröder and Sommerfeld, 
2007), limiting information from the visible side view of the flow only. 

 Velocity measurements with double fiber optic/conductivity probe are based on phase detection in the 
presence of bubbles. Therefore, in areas close to the bed and at low Froude numbers where the bubbles are 
mainly distributed in the roller section of the hydraulic jump, these point measuring instruments become 
ineffective. Therefore, several instruments/techniques should be used together to get a complete 
understanding of the flow turbulence and bubble dynamics in a hydraulic jump. 

 The current study aims to apply both point measurement and flow visualization techniques together to 
study an open channel hydraulic jump over a flat bed. The flow visualization techniques include Particle and 
Bubble Image Velocimetry (PIV and BIV), which are accompanied by phase detecting optical fiber point 
measurements in the roller section of the jump. 

 
2 EXPERIMENTAL SETUP AND PROCEDURES 

 The experiments were carried out in a rectangular flume in the laboratory with length of 5 m, height of 
0.15 m and width of 0.2 m on a horizontal bed. The flume had glass walls and the bed was half steel and half 
glass to facilitate experimental observations and flow illumination by the laser. The hydrodynamic condition of 
the flow at the beginning of the jump was controlled by a sluice gate upstream, while the position of the jump 
was dictated by a tail gate located at the downstream end of the flume (Figure. 1).  
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Figure 1. Sketch of the experimental setup (the origin, O is located at the position 8 cm upstream of the toe). 

  
 A dual-tip optical fiber probe (manufactured by RBI) was used to measure the bubble size, frequency and 

velocity, as well as the void fraction in the water column. The void fraction, which is defined as the volume of 
air per unit volume of the air and water mixture, essentially is synonymous to the local air concentration, ܥ.  
The probe was mounted on a traversing mechanism that was affixed to the ceiling of the flume; this 
arrangement allows the probe to be positioned at any location along the centerline of the flume. The 
measurement principle of the optical fiber probe is based on variation of the refraction index of the medium 
surrounding the tip. The probe consists of two sensitive tips with an external diameter of 30µm, and separated 
by a distance of 0.2 mm. The data from each fiber was sampled at a rate up to 1MHz to provide 
measurements on the void fractions and bubble velocities. 

 Measurements of the mean and turbulent flow fields were carried out using the Particle Image 
Velocimetry (PIV) technique in the planar cross section of the flow near the bed where a minimum number of 
bubbles were present. A laser beam, which was generated by a 5W Diode Pump Solid State (DPSS) laser, 
was expanded into a laser sheet by using a combination of cylindrical and spherical lenses. A digital camera 
(Phantom Miro M120, 2Mpx resolution) was used to record the light scattered by the seeding particles 
(Polyamide particles with size = 50 μm; and density = 1.2 g/cm3). The field of view (FOV) for the PIV was 350 
x 100 mm in the x-y plane and PIV measurements were carried out at a sampling rate of 1,500 frames per 
second. The processing procedure included two passes, starting with a grid size of 64x64 pixels, stepping 
down to 32x32 pixels overlappedby 50%, and displacement of the particle images in the each interrogation 
region was measured by using cross-correlation analysis to determine the displacement that gives the 
maximum correlation. 

 As the PIV technique is restricted to the region outside the aerated area, Bubble Image Velocimetry (BIV) 
technique was used to measure the bubble velocities. The technique is similar to PIV except that it uses 
bubbles as the tracer particles and background illumination instead of a laser light sheet, which renders the 
bubbles to appear as shadows in the images, is used. In this study, four LED lamps were used in the 
background for illumination and a translucent acrylic sheet was attached to the back-side of the flume to 
distribute the light uniformly throughout the test section. Following the technique of Yonguk et al. (2005), 
another light sheet was placed in the front side with a 60 angle with the flume wall (see Figure. 1) to improve 
the bubble edge detection in regions with a high bubble concentration.  

In the captured images using the above technique, bubbles appeared dark. Therefore, the images were 
inverted so that the high intensity (bright) parts of the image represent the bubbles before correlation for 
velocity is performed. The maximum intensity of each image was used as the value for inversion of the source 
images. In order to eliminate the background noise from the instantaneous light reflections, a time filter was 
applied to subtract the minimum intensity from the source images. Bubble detection was carried out in the 
Lavision software by defining an intensity threshold before the 2-dimensional Particle Tracking Velocimetry 
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(2D-PTV) technique was used to extract the bubble velocities in the series of images recorded by the high-
speed camera. 
 

(a) 

(b) 

(c) 

Figure 2. Extracting bubble velocity from the images: (a) original image with flow from left to right; (b) inverted 
image; and (c) image after application of the time filter. 

 
 Table 1 lists the detailed experimental conditions of the hydraulic jump tested in this study, with ܳ as the 

flow discharge; ݕଵ and ݕଶ as the conjugate depths of the hydraulic jump defined in Figure. 1; ଵܸ as the mean 
velocity; ݎܨଵ as the dimensionless Froude number in the upstream, ሺݎܨଵ ൌ ଵܸ ඥ݃ݕଵ⁄ ); and ݃ as the 
gravitational acceleration. The subscripts 1 and 2 refer to the section just upstream and downstream of the 
simple hydraulic jump, respectively. 
 

Table 1. Experimental conditions of the hydraulic jump. 
ሺ	ࡽ ⁄࢙ ሻ ࢟ሺࢉሻ ࢂ (cm/s) ࢘ࡲ ࢟ሺࢉሻ 

9.7 3.2 151 2.7 10.7 
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3 RESULTS 
 

3.1 Air-water flow properties 
 Air-water flow properties such as the distribution of void fraction, bubbles size distributions and velocities 

were measured by using the dual-tip optical fiber probe. The vertical distributions of the void fraction and 
bubble size are shown in Figure. 3. In the figure, the origin is located 8 cm upstream of the jump toe (Figure. 
1). 
 

  

Figure 3. (a) Void fraction distribution (b) Bubble size distribution in the jump 
 (toe location occurs at 8 cm from the origin). 

 
 Figure 3(a) shows that the void fraction distribution comprised two distinct regions. The first region, 

started from the bottom of the flume with a zero void fraction or air concentration (no bubbles, all water). The 
void fraction or air concentration in this region (Region 1) increased linearly until ݕ ଵݕ ൎ 2⁄ . In this region, the 
void fraction could be fitted to the diffusion equation (Chanson, 1997; Wood, 1991). In the upper part or 
Region 2, the measured distribution exhibited a different trend and the void fraction increased at a significantly 
lower rate towards the flow surface. The experimental data clearly showed the two different rates of increase 
of ܥ with ݕ	in this region. Brattberg et al. (1998) and Murzyn et al. (2005) suggested that the distribution in 
Region 2 follows an error function. 
 
3.2 Particle image velocimetry  

 The velocity field in the region of the hydraulic jump with limited bubble formation (non-aerated region) 
was measured using the PIV technique; Figure. 4 shows a typical PIV image. The velocity in locations 
downstream of the toe of a fully developed hydraulic jump resembles that of an impinging wall jet with the 
maximum velocity occurring near the bed (Rajaratnam, 1965). Figure 4 shows that no reverse flow with 
negative streamwise velocities was observed in the PIV measurements and the velocity decreased in the 
streamwise direction. A zero upward velocity, which was observed at the location upstream of the jump toe, 
indicates a uniform flow (with streamlines parallel to the bed). However, an upward motion of the flow was 
observed in the rest of the hydraulic jump. 

 It must be stated that velocity measurements with the PIV technique is limited to the near-bed region in 
weak hydraulic jumps. This is because when the supercritical Froude number becomes higher, the bubbles 
entrained in the roller section occupy the whole water column downstream of the toe. This phenomenon 
renders PIV measurements ineffective due to the (adverse) reflections from the bubble surfaces that 
compromise the quality of the image. Under this condition, the Bubble Image velocimetry technique should be 
applied instead. 
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Figure 4. Flow velocity measured by Particle Image Velocimetry (PIV). 

 
3.3  Bubble image velocimetry  

 Figure 5 shows the bubble velocity vectors superimposed over the raw image.  Each arrow in this figure 
represents the magnitude of the bubble velocity measured within 10 frames captured by the high speed 
camera. Velocity measurements from the raw images were carried out by using the cross correlation analysis 
similar to that associated with the PIV analyses. It must, however, be stated that the BIV technique, which is 
based on detection of the bubble movement, becomes useless in the near-bed region of a weak hydraulic 
jump because of the absence of bubbles. In addition, as bubbles are only detected near to the side wall of the 
flume, the bubble velocities may not be the same as those measured in the center of the flume with the dual-
tip optical fiber probe.  In three-dimensional hydraulic jumps, this variation could be important. 
 

Figure 5. Bubble velocities measured using Bubble Image Velocimetry (BIV) 
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Figure 6. Bubble velocities measured by the dual-tip optical fiber probe. 

 
 Figure 6 shows the bubble velocities measured by using the dual-tip optical fiber probe in the aerated 

region of the hydraulic jump. The probe has an L-shaped with its tip facing upstream (see Figure. 1). The 
measurement accuracy of the probe relies on the air concentration inside the flow and the flow direction. In his 
study, Wang (2014) stated that in the recirculating region where the flow velocity is mostly negative, the probe 
has to be reversed in order to measure the negative flow in the roller section with the tip of the probe pointing 
downstream. However, since the probe is immersed, its shaft will invariably interfere with the flow. Therefore, 
meaningful data are difficult to obtain when the probe is facing downstream in the roller region. 
 
4 CONCLUSIONS 

 The flow associated with a simple hydraulic jump in an open channel is filled with bubbles and velocity 
measurements using conventional measuring devices are swarmed with difficulties in such two-phase flows. 
Point velocity measuring instruments such as the dual-tip optical fiber probe or image based velocity 
measurement techniques such as PIV and BIV are not capable of measuring the velocity and turbulence in 
the entire 3-dimensional flow field of a hydraulic jump. This study aims at providing a holistic view of the 
turbulent field in the hydraulic jump by showing the advantages and disadvantages of the dual-tip fiber optic 
probe and Particle/Bubble Image Velocimetry.   

 The results demonstrate that the optical fiber probe shows difficulty in measuring the velocity in the 
recirculating flow region in which the flow changes its direction and the velocity changes from a positive to 
negative value intermittently. The results show that Bubble Image Velocimetry is a preferred image based 
measuring technique that should be used in the aerated flow region, although this technique can only show 
the velocities at the visible side of the flow. Finally, the Particle Image Velocimetry can only be used in regions 
with very few or no bubbles, e.g., in regions close to the bed, because the presence of bubbles will adversely 
affect its results.  
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ABSTRACT 
 
A new flood mitigation project was implemented by Malaysian Government at Pekan, Pahang due to frequent 
flooding causing various losses of property and lives. A pump station is stationed just downstream of the 
Belibis river for diverting the discharge to reduce the impact of the flooding. Hydraulic model studies are 
necessary for the pump sumps intake due to the operational requirements of the pumps in a limited space 
environment which can leads to hydraulic problems. The purposes of this hydraulic model study is to identify 
undesirable flow conditions in the pump sump model such as vortices, pre-rotation of flow and uneven 
distribution of flow and propose improvements to the pump sump prototype based on model testing results. 
Based on the optimum model discharge, an undistorted scale model of 1:10 is adopted. The model features 
four pumps (7.91 l/s for pump 1 and 2, and 4.74 l/s for pump 3 and 4) with different values of water depth in 
total of 4 cases of study. Pump flow rate measurements are obtained by ultrasonic flow meter and swirl angle 
in the suction intakes are measured by a vortimeter. No vortices occurred near the suction intake for all cases 
but an uneven flow through the suction intake has been detected in some cases. A minor modification is 
required by installation of buffer block directly under the pump intake column. During detail testing and 
analysis, the installation of the buffer shows a better flow distribution in all cases. 
 
Keywords: Hydraulic; physical model; pre-rotation flow; pump sump; vortices. 
 
 
1 INTRODUCTION 

 Pekan city in the state of Pahang, Malaysia and its adjacent areas, have experienced frequent flooding 
causing hardship to the local population and significant damages to the economy. To reduce the impact, a 
new Pekan Flood Mitigation Project was implemented by Malaysian Government whereby pump station was 
established just downstream of the Belibis river for diverting excess flows. Hydraulic model studies are 
necessary for the pump sumps intake due to the operational requirements of the pumps in a limited space 
environment which can lead to hydraulic problems such as attached surface vortices; submerged vortices; air 
entrainment from inflow; swirl and undulating flow; and dead flow regions.  

Physical modelling is commonly used during design stages to optimize a structure and to ensure a safe 
operation of the structure (Chanson, 1999). When used in tandem with numerical modelling, this approach 
leads to great success for fluid-structure interaction studies and discharge capacity evaluation (Archembau et 
al., 2001; Pirotton et al., 2001; Pirotton et al., 2003). Physical model testing is recommended for pumping 
stations in which the geometry differs from recommended standards, particularly if previous experience with 
them is not available. Model testing can also be employed to seek solutions to problems in existing 
installations. If the source of a problem is unknown, it can be less expensive to determine the cause and find 
remedies by model studies rather than by trial and error at full scale. In this pump sump model test, the 
pumping station will house 2 nos. of submersible pumps (main pump) and 2 nos. of submersible pumps (jokey 
pump). 

The objectives for this hydraulic studies of pump sump model are to identify undesirable flow conditions 
in the pump sump model such as vortices and pre-rotation flow and also to propose improvements to the 
pump sump prototype based on model testing results. The scope of work for the studies are design and 
construct the physical model of the pump sump; Carry out hydraulic studies on the pump sump model to 
confirm the suitability of the designed pump sump; Recommendation on modification of pump sump design 
based on the outcomes of the initial hydraulic studies on the pump sump model; And also carry out 
subsequent testing on modified pump sump model to confirm the performance of the modified pump sump 
design.  
 
2 HYDRAULIC MODEL SIMULATION 
 Froude number modelling is typically used when friction losses are small and the flow is highly turbulent 
(Chanson, 1999). As the flows studied were mainly controlled by gravity and as the friction losses could be 
negligible, studies were adopted with the same ratio between inertia and gravity forces as with the prototype. 
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This similarity results in the conservation between model and prototype of the non-dimensional number of 
Froude (Erpicum et al., 2008). After thorough considerations for the most optimum configuration, an 
undistorted model scale of 1:10 ratio was decided. Thus, in compliance with the Froude Law the 
corresponding model and prototype relationships was summarised in Figure 1.  
 

 
Figure 1. The relationship between prototype and model values. 

 
 

A geometrically pump sump model with a scale ratio of 1:10 similar to the prototype was constructed for 
this study. Figure 2 and 2 below shows the layout plan and side view of the study area. 

 

 
Figure 2. Detail plan view of the pump sump. 

 

 
Figure 3. Overall side view of the pump sump. 

 
In order for the pump sump model to maintain the water level at a constant value during observation, a 

closed loop system using a circulating pump was built (please refer to Figure 4). This system also enables the 
regulation of water level in the pump sump model by changing the volume of water contained. In the closed 
loop of flow system, the flow will be drawn through the pump sump model to the suction side of the external 
circulating pumps and then into the intake structure of the pump sump model. All the flow for the model testing 
is measured using the ultrasonic flow meter. In order to control the regulation of flow and the delivery head, a 
butterfly valve is incorporated in each of the external circulating pumps as a control valves. 
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Figure 4. Water circulation system and scale model of the pump sump. 

 
The assessment of the pump sump model test involved observing the approach flow pattern towards 

each operating pump intake with the aid of a blue dye tracer. This gave a good insight as to how the pumps 
would respond since any flow that departs significantly from the one of the steady flow is undesirable. This 
uneven distribution of flow approaching the pumps can cause swirl and vortex formation at the pump intake.  
 
2.1 Test scenarios 

Tests were undertaken under steady conditions with each duty pump operating at the specified design 
flow rate and water levels provided by client. Using Froude Number similarity, the model flow capacity for each 
major pump (P1 & P2) is 7.9 l/s and the capacity for minor pump (P3 & P4) is 4.74 l/s. The test scenarios 
(please referred Table 1) in this study are as follows: 

 A single pump, the P4 (minor pump) in operation at MSL +0.40 which is equivalent to 260 mm from 
the bottom of the sump (minor pump)  

 Two pumps, P4 (minor pump) and P1 (major pump) in operation at MSL +0.90 which is 310 mm 
from the bottom of the sump (minor and major pumps)  

 Three pumps, P4 (minor pump), P1 (major pump) and P2 (major pump) in operation at MSL +1.50 
which is 370 mm from the bottom of the sump (minor and major pumps)  

 All pumps in operation at MSL +1.80 which is equivalent to 400 mm from the bottom of the sump 
 

Table 1. The relationship between prototype and model values. 
Test Water Level 

MSL 
Major 

Pump 1 
Major 

Pump 2 
Minor 

Pump 3 
Minor 

Pump 4 
Run 1 +1.80 √ √ √ √ 
Run 2 +1.50 √ √  √ 
Run 3 +0.90 √   √ 
Run 4 +0.40 (Min level)    √ 

 
3 RESULT AND DISCUSSION 
 
3.1 Vortices  

 Ideally, the flow of water into a pump should be uniform, steady, without swirl and without air, either 
entrained from a free surface or released from local low pressure regions. Lack of uniformity can lead to 
reduction of efficiency. Unsteady flow will result in fluctuating loading of the propeller, leading to noise and 
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vibration. Swirl in the intake can cause a change in flow, reduction in the pump efficiency and power. It may 
result in vortices leading from the free surface or from a bounding solid surface into the pump. These vortices 
can become strong enough for the cores to form air bubbles or cavitation. Vortices from the water surface can 
draw air continuously into the pump while solid surface vortices, often called submerged vortices, provide 
discontinuities in the flow around the propeller blades.  
 The free vortices are generated by rotation and separation combined with the effects of accelerated flow 
at the pump intake. Coherent subsurface swirl is often apparent, sometimes penetrates into the intake but 
again, since only gravitational and inertial forces are involved, Froude Number similarity accurately predicts 
the magnitude of such effects. In the extreme, air core vortices will be generated which may have serious 
consequences. Such vortices, with air core extending near to a model intake, will be subjected to scale 
effects. In a full-size installation, due to the absence of scale effects, the transition from a surface dimple and 
coherent subsurface swirl to an air core will occur more readily than in the model. 

In order to achieve the objectives, it is necessary to investigate the performance of the pump sump as 
designed and to make modifications to overcome any encountered problems. The assessment of the pump 
sump involved observing the approach flow pattern towards each operating pump intake with the aid of dye 
tracer. The tests were undertaken under steady conditions with each duty pump operating at the specified 
design flow rate and water levels. When a single pump in operation it was conducted at lower water level of 
260 mm (from the bottom sump) and at 400 mm water level when all major and minor pumps are in operation. 
Observations were made from the dosing of the blue dye at the entrance and immediately downstream of the 
slope intake showed that the dye had a tendency to flow towards the centre of the suction column for all test 
scenarios as in Figures 4. Thus, this indicates that the proposed pump sump design work well during all 
pumps operation cases. 

 

 
Figure 5. The approach flow pattern towards pump intake with the aid of dye tracer. 

 
3.2 Pre-rotation and swirl at pump intake 

Swirl is a general term for any flow condition where there is a tangential velocity component in addition to 
a usually predominating axial flow component. Pre-rotation is a specific term to denote a cross sectional 
average swirl in suction line of a pump or, in case of a vertical wet pit pump, upstream of the impeller. Pre-
rotation will influence the pump performance since the flow approaching the impeller already has a rotational 
flow field which may oppose or add to the impeller rotation, depending on direction. The design of the pump 
impeller vanes i.e. shape and angle assumes no pre-rotation and the existence of pre-rotation implies flow 
separation along one side of the impeller vanes. The degree that should be of concern is dependent on the 
type of pump and may not always be known. Pre-rotation should be quantified in a model by an average cross 
sectional swirl angle, determined by detailed velocity measurement or by reading on a swirl meter. Since swirl 
decays along a pipe as a result of wall friction, internal fluid shear and turbulence, the swirl meter in the model 
suction pipe should be located near the impeller.  

The method to determine the degree of vortices is by a vortimeter (please refer to Figure 6) developed by 
Aden Research Laboratory. The vortimeter was constructed and mounted in each of pump column intake 
suction for swirl angle measurement. The swirl angle was determined using the following relationship: 
 











A

R

V

V
θtan                                                                                           [1] 

 
Where:  VR is the rotational velocity of the swirl meter vanes, and VA is the axial velocity in the pump intake. 
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Figure 6. Vortimeter used to detect swirl or rotational flow at the pump intake. 

 
The counting swirl angles are indicated that the results are within the acceptable limit with the installation 

of the proposed anti-swirl device on the bottom of intake column. As recommended by Ansar (1997), if the 
swirl angles are less than 5°, the model indicated that the incoming swirl is at a minimum and insignificant. In 
summary, these results could be considered within the acceptable limit.  

From Table 2 through 5, it was found that 3 cases do not meet the requirement of the vortimeter angle. 
Pump 1 and pump 2 for the Case 1 (all pumps in operation), pump 2 for the Case 2 (3 pumps in operation) 
and finally for pump 4 in the Case 4. These mean that distributions velocity entered the inlet column with 
relative larger angle (more than 5°) that the limit suggested by Ansar (1997). There is a possibility for the 
inflow angle leading to unbalanced pump impellers. Thus, it is recommended to install a triangle buffer block 
directly under the intake column. 

 
Table 2. Pump configuration and swirl angle degree for case 1.  

Test 1 PI P2 P3 P4 Remark 

swirl angle (°) 4.8 0.0 0.9 0.4 cw 

swirl angle (°) 0 15.2 2.8 2.1 acw 
 

Table 3. Pump configuration and swirl angle degree for case 2.  

Test 2 PI P2 P3 P4 Remark 
swirl angle (°) 4.0 5.3   3.0 cw 

swirl angle (°) 0 1.2   1.6 acw 
 

Table 4. Pump configuration and swirl angle degree for case 3. 

Test 3 PI P2 P3 P4 Remark 

swirl angle (°) 0.6     0.1 cw 

swirl angle (°) 0.2     0.6 acw 
 

Table 5. Pump configuration and swirl angle degree for case 4. 

Test 4 PI P2 P3 P4 Remark 

swirl angle (°)       9.1 cw 

swirl angle (°)       0.0 acw 
 
3.3 Modification and improvement at pump intake 

Since the initial proposed design indicated the existence of some degree of uneven flow distribution in 
the intake column sections, modification tests are required. The retests were conducted with a triangle buffer 
blocks directly under all of the pump intake column.  

The detail modifications of a triangle buffer block directly under the pump intake column are shown 
Figure 7. The buffers divide the under current flow on the pump sump and direct them straight to the intake 
column. These buffers prevent from the occurrences of cross current directly under the intake column. 
Therefore, these could lead to a better flow distribution. 
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Figure 7. Modification of a triangle buffer block directly under intake column at all pumps. 

 
The reading and the calculated angle values of vortimeter with a triangle buffer block are shown in Table 

6 through 9. The modification minimize the angle of flow and provide a better flow distribution straight to the 
pump intake column. These buffers also prevent under current to cross each other. Further, the 45° face of 
the buffer provide a smooth transition of incoming front flows. 

 
Table 6. Swirl angle degree with a triangle buffer block for case 1. 

Test 1 PI P2 P3 P4 Remark 

swirl angle (°) 0.9 0.4 0.3 0.0 cw 

swirl angle (°) 0.0 0.6 3.3 1.9 acw 

 
Table 7. Swirl angle degree with a triangle buffer block for case 2. 

Test 2 PI P2 P3 P4 Remark 

swirl angle (°) 0.9 1.4   0.7 cw 

swirl angle (°) 0 0.8   1.0 acw 

 
Table 8. Swirl angle degree with a triangle buffer block for case 3. 

Test 3 PI P2 P3 P4 Remark 

swirl angle (°) 0.6     0.3 cw 

swirl angle (°) 0.0     0.2 acw 

 
Table 9. Swirl angle degree with a triangle buffer block for case 4. 

Test 4 PI P2 P3 P4 Remark 

swirl angle (°)       3.0 cw 

swirl angle (°)       0.0 acw 

 
4 CONCLUSION 

The results from the initial testing conclude that the proposed design for the Belibis River Pump Sump 
are not acceptable at three pump protocols. First when all 4 pumps in operations (Case 1 - 2 major and 2 
minor). The occurrences of uneven flow distribution into the pump intake columns that are indicated by the 
entrance degree of vortimeter greater than 5°. Second when 3 pumps in operations (Case 2 - 2 major and 1 
minor). The occurrences of uneven flow distribution into the pump intake columns that indicated by the 
entrance degree of vortimeter greater than 5°. And the last one when only 1 pump in operation (Case 4 – 1 
minor). The occurrence of uneven flow distribution into the pump intake column that indicated by the entrance 
degree of vortimeter greater than 5°. Thus, a minor modification is required by installation a triangle buffer 
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block directly under all of the pump intake column as shown in Figure 7. During detail testing and analysis, the 
installation of the buffer has shown a better flow distribution on all cases.  
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ABSTRACT 
 
The presence of a row of circular cylinders along the centerline in a flume gives a significant drag to the flow. 
The row can be seen macroscopically as a porous flat plate having both permeability and roughness effects, 
and the flow over semiannular stripe roughness elements is the system obtained by removing only the 
permeability from the flow past the cylinders. In the present study, these flows have been studied 
comparatively by a two-dimensional high-fidelity numerical experiment to elucidate the impacts of the 
permeability and roughness on the flow resistance. The drag on the row of cylinders is found to be roughly 
one order of magnitude higher than that over the roughness elements. In other words, the permeability causes 
much more resistance to the flow than the roughness. The importance of the former tends to be decreased 
with the decrease in the number of cylinders (i.e. increase in the plate porosity). Visualization of the 
instantaneous flow fields reveals the presence of large scale vortices in both types of the flows, and the 
intensity of the vortices is significantly enhanced by the boundary permeability. This then promotes fluid 
mixing and associated momentum exchange over the whole cross section, and increases the resistance to the 
flow.  

 
Keywords: Permeability effect; roughness effect; a row of circular cylinders; drag; two-dimensional high-fidelity 

numerical experiment. 
 
 

1 INTRODUCTION 
 It is well known that adding permeability to a body immersed in a fluid flow can increase the resistance to 

the flow. For example, Noymer et al. (1998) reported that, in a flow past an isolated porous circular cylinder, 
the drag becomes about 30 – 50 percent higher than that of the corresponding solid cylinder when the 
porosity is only about a few percent, at the stem Reynolds numbers of 100 and 1000. The drag increases due 
to permeability was also found in flows parallel to a permeable wall (e.g. Jimenez et al., 2001, Yokojima, 
2011). Since porous bodies and permeable boundaries are quite ubiquitous in hydraulic and geophysical 
flows, it is of substantial importance to gain a greater understanding of the mechanism of the drag 
enhancement. 

 In the present study, an attention is paid to a flow past a row of monodisperse circular cylinders of 
diameter, D arranged along the centerline of a straight flume of width 2, as shown in Figure 1a. It can be a 
simple model for flows around vegetative canopies (Yokojima et al., 2015). The row can be seen 
macroscopically as a porous flat plate of thickness, D and hence has both the permeable and roughness 
effects. While the presence of such cylinders may bring a substantial resistance to the flow, it is unclear how 
much the permeability and roughness contribute to the drag. To elucidate the impacts of these basic 
properties of solid boundaries encountered in practical applications on the flow resistance, a flow over 
semiannular stripe roughness elements (Figure 1b), which can be obtained by inserting a flat plate through the 
centers of the cylinders, is introduced. The introduction of the plate removes the permeability from the row of 
cylinders but leaves the roughness element unchanged. These flows are studied comparatively by two-
dimensional high-fidelity direct simulations. 
 
2 PHYSICAL AND NUMERICAL DETAILS 

 The details of the flows to be examined, i.e. the flow past a row of circular cylinders (Figure 1a) and the 
flow over semiannular stripe roughness elements (Figure 1b), are described here. The former is established in 
a straight channel of width 2, and a row of circular cylinders of diameter, D is arranged along the centerline of 
the flume with uniform surface-to-surface spacing, S.  
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(a) permeable case.                                                      (b) impermeable case. 

Figure 1. The panel (a) shows a flow past a row of circular cylinders and (b) presents a flow over semiannular 
stripe roughness elements, which can be obtained by inserting a flat plate to the centers of the cylinders of (a). 
 

 The latter is obtained by installing a no-slip impermeable plate along the flume centerline so that the flow 
domain size is halved in the transverse direction. The no-slip and impermeable constraints are imposed also 
on the surface of the cylinders/roughness elements as well as at the side walls of the flume. Here periodicity 
of length L1 = 6 is assumed in the streamwise direction. It has been confirmed that the size L1 does not affect 
the drag property of the flows significantly. 

 In all the cases considered, the driving force of the flow (the mean pressure gradient) is adjusted 
dynamically so that the bulk mean velocity, Ub is kept constant. The total resistance to the flow is therefore 
found by the magnitude of the driving force. After the statistically steady state is reached in each case, the 
time series of the flow driving force are sampled. 

 The flows are characterized by three parameters: the stem Reynolds number based on the diameter of 
the cylinders/semiannular roughness elements ReD = UbD/, the bulk Reynolds number based on the channel 
half-width Reb = Ub/, and the porosity of the row of circular cylinders/the stripe roughness pattern = (L1 – 
ncD)/L1. Here,  denotes the kinematic viscosity of the fluid and nc is the number of the cylinders/roughness 
elements arranged over the periodic length, L1. Hence, the porosity ( shows the fraction of the fluid occupied 
on the flume centerline. In the present study, the stem and bulk Reynolds numbers are fixed to be 720 and 
14400 respectively, and the porosity is changed systematically as = 0.3, 0.4, 0.5, 0.6, 0.7, 0.75, 0.8, 0.85 
and 0.9. The number of the cylinders/roughness elements (nc) in the abovementioned nine cases are 84, 72, 
60, 48, 36, 30, 24, 18 and 12, respectively. Note that ReD = 720 and Reb = 14400 are typical values found in 
laboratory experiments of flows past arrays of circular cylinders (e.g. Yokojima et al., 2015). 

 The flows are reproduced by a high-resolution numerical experiment based on an immersed boundary 
method (Uhlmann, 2005, Kempe and Frohlich, 2012). The grid spacing  around each cylinder/roughness 
element is set to be D/20 in the present study. It enables to reproduce the details of the fluid flows around the 
immersed bodies and the hydrodynamic forces acting on each infinitesimal surface element of the bodies 
accurately. The code used in the present study has been verified in a flow past an isolated circular cylinder 
against experimental and numerical results obtained from past studies. The drag and lift coefficients and the 
Strohal number are found to be well reproduced with the spatial resolution of = D/20. 
 
3 SIMULATION RESULTS 

 In the following, all the variables are normalized by the bulk-mean velocity (Ub) and the cylinder diameter 
(D) unless otherwise stated. 
 
3.1 Macroscopic drag property 

 Figure 2a shows the statistics of the flow driving force required to keep the mass flow rate constant in 
each case of the flow past a row of circular cylinders/the flow over semiannular stripe roughness elements. 
Note that nc = 0 denotes the case with no cylinders, and that nc = ∞ is the case with infinite number of 
cylinders, which means the presence of a no-slip and impermeable plate of width D along the flume centerline. 
It is clearly shown that the presence of a row of cylinder increases the flow resistance significantly and that the 
influence of the friction drag due to the side walls is negligible. The simulation results with = D/30 as well as 
with = D/20 are presented for the case of = 0.5 of the flow past the cylinders, where the drag due to the 
row of cylinders is maximized. No significant difference is found between the results from the two 
computations, demonstrating that = D/20 is fine enough to reproduce the drag property of the flow 
accurately. 

 The flow resistance is maximized at = 0.5 in the flow past a row of cylinders. The same conclusion was 
obtained also on other conditions such as ReD = 180, Reb = 3600 and ReD = 270, Reb = 5400. Figure 2a 
indicates that the drag acting on the flow over semiannular stripe roughness elements is roughly one order of 
magnitude lower than that on the flow past the cylinders.  
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(a)                                                                                  (b) 

Figure 2. (a) Driving force required to keep the mass flow rate constant as a function of the porosity (. The 
symbols denote the time averaged values and the error bars are the standard deviations. The filled symbol at 
= 0.5 presents the results with the spatial resolution of = D/30. (b) Ratio of the driving force required in the 

impermeable case to that in the permeable case. 

 
 

 
 

 

 

 

 

(a) = 0.9.                                                                          (b) = 0.7. 

 
 

 

 

 

 

 

(c) = 0.5.                                                                          (d) = 0.3. 

Figure 3. Time-averaged streamwise velocity distributions in the flow past a row of circular cylinders. The 
region of 0 ≤ x1/D ≤ 60, x2 ≥ 0 is enlarged. 

 
In other words, permeability causes much more resistance to the flow than roughness. In the flow over 

the roughness elements, the drag is maximized at  = 0.8. It is in good agreement with the findings from past 
studies on turbulent flows over stripe roughness. To gain an insight into the impacts of the permeability and 
roughness on the flow resistance, the time-averaged driving force required in the flow over the roughness 
elements normalized by that in the flow past the cylinders is plotted in Figure 2b. It is just around 10 percent 
when the porosity is low, but it reaches up to 30 percent or larger at = 0.8 – 0.9. 
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3.2 Time-averaged velocity and pressure fields 
 The time-averaged streamwise velocity profiles for some representative cases are presented in Figures 3 

and 4. In the flow past a row of circular cylinders of Figure 3, the flow is strongly accelerated for = 0.9 in the 
vicinity of the side edges of the cylinders, and the fluid between the cylinders has a relatively high velocity of 
O(Ub). As the porosity ( is decreased, the row of the cylinders is being immersed in the boundary layer. 

  

 

 

 

 

 

 

 

(a) =0.9.                                                                          (b) =0.7. 

 
 

 

 

 

 

 

(c) =0.5.                                                                          (d) =0.3. 
Figure 4. Time-averaged streamwise velocity distributions in the flow over semiannular stripe roughness 

elements. The region of 0 ≤ x1/D ≤ 60 is enlarged. 
 
 

 

 

 

 

 

 
(a) =0.9.                                                                          (b) =0.7. 

 
 

 

 

 

 

(c) =0.5.                                                                          (d) =0.3. 

Figure 5. Time-averaged pressure distributions in the flow past a row of circular cylinders. The region of 0 ≤ 
x1/D ≤ 60, x2 ≥ 0 is enlarged. 
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(a) ��= 0.9.                                                                          (b) ��= 0.7. 

 
 

 

 

 

 

 

(c) = 0.5.                                                                          (d) = 0.3. 
Figure 6. Time-averaged pressure distributions in the flow over semiannular stripe roughness elements. The 

region of 0 ≤ x1/D ≤ 60 is enlarged. 
 

 

 
 

 

 

 

 

 

 

(a) streamwise velocity, permeable case.                                 (b) pressure, permeable case. 

 
 
 
 

 

 

 

 

 

 

(c) streamwise velocity, impermeable case.                              (d) pressure, impermeable case. 
 

Figure 7. Time-averaged streamwise velocity and pressure profiles at x2 = D/40 (immediate vicinity of x2 = 0). 
In each panel, the data from = 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, and 0.3 are presented from bottom to top. 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1331



  
          

  

 

On the other hand, the roughness elements are found to be involved in the low-speed layer of O(0.1Ub) in 
all the cases. Comparison between Figures 2 and 3 indicates that an active momentum exchange in the 
transverse direction due to the boundary permeability increases the fluid velocity near the cylinders and the 
resistance to the flow also. 

Figures 5 and 6 show the time-averaged pressure distributions. While a pressure difference between the 
fore and aft of each circular cylinder can be observed clearly for  ≥ 0.5 in the flow past a row of circular 
cylinders, the pressure difference is not substantial in the flow over semiannular stripe roughness elements 
even for = 0.7. The mean pressure becomes low in the flume core region for both types of the flows. It will 
be presented in section 3.3 that this pressure depression is due to the presence of large-scale vortices at the 
instantaneous flow level. The extent of the pressure depression for the flow past the cylinders is deeper than 
that for the flow over the roughness elements. It suggests that the presence of more intense vortices in the 
former case. To examine more details of the flow structures around the cylinders/roughness elements, one-
dimensional streamwise profiles of the time-averaged streamwise velocity and pressure at x2 = D/40, i.e. in 
the immediate vicinity of the boundaries, are presented in Figure 7. 
 
 
 
 
 
 
 
 
 
 
 

(a) = 0.9.                                                                                   (b) = 0.8.  
 
 
 
 
 
 
 
 

 
(c) = 0.7.                                                                                 (d) = 0.6. 

 
 
 
 
 
 
 
 

 
(e) = 0.5.                                                                                   (f) = 0.4. 

 
 
 
 
 
 

 
 
 

(g) = 0.3. 
Figure 8. An instantaneous snapshot of the flow past a row of circular cylinders, where the pressure (color 

contours) and the fluctuating velocity (vector, obtained by subtracting the bulk-mean velocity, Ub) are depicted. 
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A recirculation region is observed behind of each semiannular roughness element. For = 0.9, where the 
surface-to-surface distance between the elements is4.5D, the separated streamline is reattached before the 
fluid encounters the next element. At = 0.8 or lower, however, the reattachment is absent, and a roughness 
element is involved in the separation/ recirculation region developed behind the immediate upstream 
neighbor. The pressure difference between the fore and aft of each element is therefore substantially 
decreased with decrease in . For the flow past a row of cylinders, on the other hand, such a reverse flow 
does not occur even at = 0.5, where the surface-to-surface distance is 1.0D and the fluid encounters the next 
cylinder with a fairly high velocity. The drag acting on the roughness elements is therefore decreased more 
substantially than that on the row of cylinders with decrease in the porosity . It should be borne in mind that 
the pressure range covered in Figure 7b is five times wider than that in Figure 7d. The difference in the 
macroscopic drag property between the flow past the cylinders and the flow over the roughness elements 
presented in Figure 2a can be attributed to the differences in the time-averaged streamwise velocity profiles 
and also in the associated shape drag between the cylinders and the roughness elements. 
 
3.3 Instantaneous flow property 

 Figure 8 shows an instantaneous snap shot of the pressure and velocity fields obtained from the flow 
past a row of cylinders. The low pressure regions indicate the presence of large-scale vortices. More intense 
vortices are observed in the cases with higher drag to the flow such as = 0.3 – 0.6. The presence of such 
vortices whose size is O() enhances fluid mixing and associated momentum exchange over the whole cross 
section. 

 

 
Figure 9. An instantaneous snapshot of the flow over semiannular stripe roughness elements, where the 

pressure (color contours) and the fluctuating velocity (vector, obtained by subtracting the bulk-mean velocity, 
Ub) are depicted. 

 
 Figure 9 is the counterpart of Figure 8 obtained from the flow over stripe roughness elements. Note that 

the range of the colorbar for the instantaneous pressure is the same employed in Figure 8. While vortices with 
various sizes interact actively with each other in the flow past the cylinders, it is not in the flow over the  
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roughness elements. The vortices are found to be simply advected at almost a constant speed without any 
deformation for =0.4, and 0.3. Merging and splitting of the vortices are observed at = 0.5 or larger, but the 
irregularity of the flow is not as high as in the flow past the cylinders. Comparison between Figures 8 and 9 
clearly shows that the pressure depression at the central core of each vortex is more substantial in the flow 
past the cylinders. It is in accordance with the properties of the time-averaged pressure field depicted in 
Figures 5 and 6. 
 
4 SUMMARY AND CONCLUSIONS 

 To deepen the understanding of the macroscopic drag of the flow past a row of cylinders, another flow 
over semiannular stripe roughness elements, which can be obtained by inserting a flat plate through the 
centers of the cylinders, is introduced. These flows are studied comparatively by two-dimensional high-fidelity 
direct simulations based on an immersed boundary method, and the impacts of the permeability and 
roughness, the basic properties of solid boundaries encountered in practical applications, on the flow 
resistance are critically examined. 

 The numerical experiment where the porosity ( is systematically changed between 0.3 and 0.9, has 
revealed that the drag on the row of cylinders is roughly one order of magnitude higher than that over the 
roughness elements. In other words, permeability causes much more resistance to the flow than roughness. 
While the drag on the row of cylinders is maximized at = 0.5, the drag over the roughness elements has the 
largest value at = 0.8. The impact of the permeability on the flow resistance is therefore decreased with 
increase in . 

 In the flow over semiannular stripe roughness elements, an element is involved in the separation/ 
recirculation region developed behind the immediate upstream neighbor at = 0.8 or lower. The shape drag 
acting on the element is therefore substantially decreased. For the flow past a row of circular cylinders, on the 
other hand, such a reverse flow does not occur even at = 0.5 and the fluid encounters the next cylinder with 
a fairly high velocity. It causes a high resistance to the flow. 

 Vortices whose sizes are comparable to the flume width are frequently observed in both types of the 
flows. The vortices are found to have various sizes and interact actively with each other in the flow past the 
cylinders. In the flow over the roughness element, on the other hand, there exist some cases where the 
vortices are simply advected at almost a constant speed without any deformation. The presence of intense 
vortices in the flow past the cylinders enhances fluid mixing and associated momentum exchange over the 
whole cross section, and increases the resistance to the flow. 
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ABSTRACT  
 
This study presents the three-dimensional (3D) hydraulic modelling of free surface flows over complex full-
scale hydraulic structures. The work outlined therein forms part of a larger ongoing project which focuses on 
the assessment of the capabilities of different 3D computational fluid dynamics (CFD) techniques to reproduce 
hydraulic flows over real scale spillway structures and on the comparison with physical scale models. The aim 
of the first part of the study, presented in this work, is to evaluate a range of 3D free surface methods with a 
particular focus on the Eulerian mesh-based Volume of Fluid (VOF) technique. A range of 2D and 3D free 
surface approaches are initially investigated and validated using an experimental case with a simple 
geometry. The commercial solver Ansys Fluent and the CFD open source platform OpenFOAM are used to 
implement the VOF model and the DualSPHysics code is used to conduct simulations using the Lagrangian 
meshless particle-based Smoothed Particle Hydrodynamics (SPH) method. The hydraulic flow over a real 
hydraulic structure is subsequently modelled, applying the evaluated model implementations. The scheme 
consists of a newly constructed flood storage reservoir with a labyrinth weir and extended spillway. Different 
hydraulic conditions is modelled using a 1:25 physical scale hydraulic model of the prototype which is used to 
validate the numerical models. In order to remove numerical model uncertainties and provide insight into scale 
effects, numerical simulations are applied first to the physical scale hydraulic model and then to the full-scale 
prototype. Results show the model is capable of accurately predicting the interface features as well as the 
velocity and water depths measured in the physical model. It is observed that full-scale predictions present 
approximately a 17% increase in velocity and a 20% decrease in water depth compared to the equivalent 
scaled predictions. 
 
Keywords: Computational fluids dynamics (CFD); free-surface models; volume-of-fluid (VOF); physical scale model. 

 
 

1 INTRODUCTION   
 With increasing water demand and higher occurrence of extreme flooding events, the design and 
upgrade of hydraulic infrastructure like dams, weirs and spillways is critical for human safety and 
development. The current industry practice of hydraulic modelling for the design of this type of hydraulic 
structures is physical scale hydraulic modelling. Physical scale models are scaled representations of the 
prototype and are well trusted since they have for long been the conventional means to evaluate hydraulic 
designs. To achieve similarity between the prototype and the physical scale model, geometric, kinematic and 
dynamic similitudes need to be satisfied. That is, equal ratios of all length dimensions, velocities, accelerations 
and forces between prototype and model. However, because hydraulic models are not capable of satisfying 
the ratios of all forces between prototype and model simultaneously, the dominant forces affecting the flow for 
the type of problem (gravity, pressure, viscosity, etc.) are matched. For free surface flows the gravity effects 
are the most important and the Froude similarity is typically implemented. Therefore, scale effects in hydraulic 
models are inevitable since full dynamic similitude cannot be satisfied. When simulating free surface flows 
over hydraulic structures using the Froude similarity, the turbulence levels in the scale model are significantly 
lower, while the viscosity and surface tension effects are overestimated (Chanson, 2009). This causes the 
predictions of air entrainment in the physical model to be lower than in the full-scale. Scale effect challenges 
have been investigated in detail in some studies such as Erpicum et al. (2013) or Pfister and Chanson (2012) 
and limits on model upstream head, Reynolds number and Weber number have been established in order to 
minimise the effects of scaling. 
 Advances in computer processing power enabled dramatic improvements over the recent decades and a 
range of numerical approaches have been proposed to model free surface flows over complex structures. 
Such numerical models can provide detailed continuous data predictions of the relevant field quantities across 
the entire domain, which from a design perspective is very attractive. The additional information provided by 
CFD models provides richer understanding of the problem as well as the ability to simulate the full-scale 
prototype flow conditions which cannot be achieved by the physical scale models. However, these models 
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have been validated only in a limited number of cases and flow conditions to model free surface flows over 
full-scale complex structures like weirs and spillways. 3D CFD models have a strong potential to provide 
accurate and flexible solutions with high prospects of time and cost savings in the design process. Further 
evidence of accurate numerical modelling of free surface flows over weirs and spillways is needed to 
demonstrate the reliability of such numerical approaches for specific applications. Developing a range of 
exemplar validated cases along with guidance on numerical aspects will provide a resource for those working 
in this area. One of the most well-known CFD models to simulate hydraulic free surface flows is the Eulerian 
grid-based Volume of Fluid (VOF) model by Hirt and Nichols (1981). The VOF employs the volume fraction 
function with values between zero and one to distinguish between the two fluids. The exact position of the 
interface is determined by solving an advection equation for the volume fraction function. This equation is 
solved using interface capturing schemes. Numerous formulations of the VOF model along with a range of 
discretisation schemes have been proposed. The VOF method has been successfully applied to model free 
surface flows in many problems, some examples are Oertel and Bung (2012) where the VOF model captured 
different types of flows generated in breaking waves; Biscarini et al. (2010) where the VOF model was used to 
reproduce several dam break flows, Hieu and Tanimoto (2006) who applied the VOF model to model wave-
structure interactions and Borman et al. (2014) who found that VOF model could reliably predict shape and 
position of complex hydraulic jumps using validation data from a novel measurement approach. Flow over 
simple hydraulic structures has also been accurately simulated and validated with experimental data in 
studies like Sarker and Rhodes (2004) 
 In the present work, the capabilities of the VOF method to reproduce a real hydraulic structure are 
evaluated and utilised to provide insight into scale effects. In order to be able to validate a numerical 
technique, full dynamic similarity between the numerical model and the physical process modelled should be 
present. Therefore the physical model of a hydraulic structure is first simulated and the models are validated. 
Subsequently, modelling of the full-scale prototype is undertaken. Section 2 describes the validation study 
conducted to test the 2D and 3D VOF and SPH models for a simplified experimental geometry. Section 3 
shows the application of the VOF model to simulate the flow over a large labyrinth weir and an extended 
spillway.  
  
2 CFD VALIDATION STUDY 
 Initially the VOF and the SPH methods were investigated using a relatively simple dam break geometry, 
using data available in Biscarini et al. (2010). This is based on an experimental dam break case over a 
triangular obstacle set up in the laboratory. Figure 1 shows the experimental and numerical results at 3 
seconds after the dam break. 
 

 
Figure 1. Experimental measurements from Biscarini et al. (2010), 2D VOF water volume fraction  

and 2D SPH predictions 3 seconds after the dam break. 
 
 The experiment involves the release of water which is able to flow over the top of the triangular obstacle. 
Part of the water reflects back upstream and the other part flows over the top of the obstacle and discharges 
into the second pool. 2D and 3D VOF simulations were conducted of the model set up using 6 meshes with 
different cell sizes ranging from 2x10-2 m to 1.5x10-3 m on the horizontal directions (x,y) and from 5x10-3 m to 
4x10-4 m in the vertical direction (z). In the VOF simulations, the Reynolds-Averaged Navier Stokes (RANS) 
equations were adopted to solve the effect of turbulence using the standard k-ɛ model with a standard wall 
function. The water free surface was resolved using an explicit VOF multiphase model available in Fluent and 
OpenFOAM to solve the transient free surface flow. The interface capturing scheme implemented was 
geometric reconstruction using a PLIC (Piecewise Linear Interface Construction) approach in Fluent and the 
multi-dimensional limiter for explicit solution (MULES) algorithm in OpenFOAM (which incorporates a 
compressive term in the transport equation of the volume fraction similarly to the Compressive Interface 
Capturing Scheme for Arbitrary Meshes (CICSAM) method). The pressure-velocity algorithm used was PISO. 
2D and 3D SPH simulations were performed with particle spacing ranging from 2.5x10-3 m to 5x10-4 m using 
the Symplectic time step algorithm, laminar + SPS viscosity treatment and Cubic Splines. Sensitivity analyses 
in respect to different Fluent model implementations were performed in order to decide optimal model settings. 
These included sensitivity to turbulence model, different multiphase model and interface tracking scheme in 
the VOF model. Sensitivity analyses were also conducted for the SPH simulations in respect to the time step 
algorithm, the viscosity treatment and the Kernel definition. The main conclusions of this CFD validation study 
can be summarised as follows: 

SPH free surface 

VOF volume fraction contour 
plots  

Experimental results  
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• The 2D and 3D VOF predictions using Fluent and OpenFOAM (with fixed time stepping) accurately 

reproduce the flow features and the free surface depths measured in the experiment. The use of 
adaptive time stepping in the 2D and 3D VOF models provides accurate results in OpenFOAM; 

• A mesh with cell size 1x10-2 m (x, y) by 2.5x10-3 m (z) with a fixed time step size of 1x10-3 s is 
considered to be appropriate for the dam break case modelled and the dimensions of the domain 
(5.6 x 0.5 x 0.1 m); 

• The sensitivity analyses show no significant changes in the free surface predictions when using the 
SST k-ω and the standard k-ɛ turbulence models;  

• The model shows comparable results with the implementation of two different interface capturing 
schemes (PLIC and CICSAM); 

• The use of the Fluent Eulerian-Eulerian multiphase model significantly improved the slight flow delay 
observed in Fluent when using adaptive time stepping and also presents an accurate capture of the 
flow behavior; 

• 2D SPH model using a particle spacing value (dp) of 1x10-3 m provides an acceptable estimation of 
the flow characteristics and free surface. Numerical predictions were not found to be sensitive to 
viscosity treatment or kernel definition but they were strongly dependent on the time step algorithm. 
The Symplectic algorithm is recommended for this type of problem. 3D results present satisfactory 
representation of the interface and flow features for a particle spacing value of 5x10-3 m. 

 
3 CFD MODELLING OF A REAL HYDRAULIC STRUCTURE 

 
3.1 Methodology  
 

 

    
Figure 2. Layout of the flood storage reservoir with labyrinth weir and spillway (top left) from Brinded (2014) 
and model of the weir and spillway including surrounding terrain (top right). Intermediate and comprehensive 
geometries of spillway (bottom left and right). 

Using the numerical implementations from the initial validation study, VOF simulations of a real hydraulic 
structure were undertaken. The scheme is composed of an embankment dam with a labyrinth weir and 
extended spillway to allow controlled discharge. The spillway channel has a length of approximately 150 m. 
The width of the labyrinth weir is 32 m which is the widest part of the spillway. 75 m downstream the weir the 
spillway channel narrows down to 20 m and increases in gradient. There are approximately 9 m of steep 
channel and then there is a further change in gradient to become gentler and constant until the end sill. Thus, 
the spillway has three different gradients along the channel which together with the complexity of the labyrinth 
weir makes it a challenging geometry to mesh and conduct CFD simulations on. In addition, the existence of a 
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road embankment immediately downstream of the spillway creates an impoundment for the discharged water 
which will reflect in different levels of tail water created behind the road embankment. A hydraulic jump is 
expected at each of the different water levels. In order to confirm the structure design and inspect the 
hydraulic characteristics, hydraulic modelling is undertaken. A 1:25 physical scale hydraulic model was built 
based on Froude similarity. The experiments included 8 different flow rates with three different levels of tail 
water each. The layout of the scheme and a photograph of the physical scale hydraulic model of the spillway 
and surrounding terrain are shown on Figure 2. 
 The creation of the modelling geometry was possible given the availability of the full CAD drawings which 
include the detailed topography of the surrounding terrain. The approach taken to model this complex case is 
to first extract an intermediate geometry comprising the spillway and labyrinth weir only. The model is 
implemented and refined using the intermediate geometry with measurements of water depths and velocities 
in the spillway from the physical scale model. Decisions are then made on design cell size which will inform 
the meshing of the more comprehensive geometry. Modelling the comprehensive geometry allows the 
simulation of different tail water level conditions and an assessment of the capability of the model to predict 
the characteristics of the hydraulic jump. The creation of the modelling geometries is done using the Civil 3D 
toolbox in AutoCAD and the hexahedral meshing of the geometry is performed with the Ansys Workbench 
meshing application. Figure 2 shows the intermediate and the comprehensive geometries created for the CFD 
study. In order to capture impacts of scaling and appropriately validate the model, numerical modelling is first 
applied to the laboratory scale model and then to the full-scale prototype. CFD simulations are conducted in 
both Ansys Fluent and OpenFOAM to allow for solver comparison. Numerical results presented are primarily 
from the intermediate geometry and therefore the validation of the model is based on the flow behaviour within 
the spillway. 
 
3.2 Scaled Intermediate Geometry  
 The physical scale hydraulic model was scaled using Froude number similarity, where the Froude 
number of the physical scale model and that of the prototype are the same. The model scale is 1:25 and by 
geometric similitude, the length ratio is equal to the model scale as shown in Eq. [1], where ܮ is the 
characteristic lenght in the model and ܮ the characteristic length in the prototype. Eq. [2] shows the velocity 
equivalence, where ݒ is the water velocity in the model and ݒ is the flow velocity in the prototype. Eq. [3] 
shows the flow rate correlation, where ܳ is the flow rate in the model and ܳ is the flow rate in the prototype. 
The time equivalence is shown in Eq. [4] where ܶ is the time in the model and ܶ is the real time. 
 
 

ܵ ൌ
ܮ
ܮ

 
              [1] 

ݒ  ൌ  ܵ√ݒ
 

              [2] 

 ܳ ൌ ܳܵହ/ଶ 
 

              [3] 

 ܶ ൌ ܶ√ܵ 
 

              [4] 

 The intermediate geometry (originally constructed to be full-scale) was scaled down to the physical model 
dimensions (i.e. 25 times smaller), to run scaled CFD simulations. Numerical simulations for the scaled model 
have complete dynamic similitude and hence all the force ratios in the numerical model coincide with those in 
the hydraulic physical model. Mesh independence was investigated with the creation of three hexahedral 
meshes of average cell size 0.02 m, 0.008 m and 0.004 m with base inflation. These meshes had 645,397, 
3.3 million and 6.7 million elements respectively. The mesh with cell size 0.008 m with base inflation (0.2 m 
with inflation in full-scale) was found to be of appropriate resolution for this case and numerical predictions did 
not present substantial changes with further refinement. VOF simulations were conducted in both Ansys 
Fluent version 14.5.7 and in OpenFOAM version 3.0.0. The RANS equations were solved using the k-ɛ 
turbulence model using a standard wall function and the PISO algorithm was employed to solve velocity-
pressure coupling in both solvers. The volume fraction function was solved using the MULES scheme in 
OpenFOAM and the PLIC approach in Fluent. Time step was fixed in Fluent and equal to 0.001 s and 
adaptive in OpenFOAM with a restriction of the CFL number to 0.1. 
 The flow rate of 40 m3/s was scaled accordingly and simulations were run using the design mesh (0.008 
m with base inflation) in both solvers. A constant flow rate was implemented and run until an effective steady 
state was achieved. The same approach was implemented in the physical scale model experiments. 
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 Figure 3 shows the experimental free surface and the numerically predicted free surface once the models 
reached steady state. Numerical results present accurate capturing of the complex configuration of cross 
waves generated by the labyrinth weir in both solvers. 
 

 

 
Figure 3. Free surface cross waves pattern in the experiment (top left), numerically predicted with 
OpenFOAM (top centre) and Fluent (top right). Measurement locations (bottom left) and free surface 
predictions with the drawing of the cross waves observed in the experiment and predicted by the model for a 
scaled flow rate of 40 m3/s. 
 
 Point measurements of velocity and depth are available at several locations outlined in Figure 3. 
Experimental measurements presented are the highest values of depth and velocity measured in the 
experiment and have an error of ±0.025 m and ±0.05 m/s in the prototype respectively. 
 A full time history of the simulation is presented in Figure 4 which shows that the steady state is reached 
after around 90 s. Figure 4 shows the plot of experimental values of water depth along with OpenFOAM and 
Fluent predictions at location A and velocity magnitude predictions at locations B and C. The contours of 
volume fraction of the water phase are plotted on a plane perpendicular to the flow at the same coordinate 
point as where the numerical results are plotted. These are presented at the three locations with a line 
indicating the point where the numerical predictions were extracted and plotted on the time series graphs. 
Point A is located in between cross wave crests (as shown in Figure 3) immediately downstream of the 
labyrinth weir. There is good agreement between the numerical results predicted using OpenFOAM and the 
experimental measurements. Fluent results present slightly lower values of water depth to those from 
OpenFOAM and are also in reasonable agreement with values recorded in the experiment. It should also be 
noted that the maximum water depth was recorded in the experiments. 
 Location of experimental points B and C is shown in Figure 3. Point B coincides with the crest of one of 
the cross waves and point C is located just before the first change in gradient. Overall numerical predictions at 
the interface appear acceptably close to the maximum values of velocity measured in the experiment. In 
addition, the water volume fraction contours show a very accurate capturing of the flow features. The water 
depth and velocity predictions from Fluent and OpenFOAM are overall comparable.  
 
 
 
 
 

Cross wave 
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Figure 4. Experimental measurements and numerical predictions of water depth at location A (top left) and 
velocity magnitude at locations B and C (bottom) against time for a flow rate of 40m3/s. Cross sectional profile 
of water volume fraction and velocity contours at a plane passing through the three locations across the width 
of the channel (top right). 
 
 Point C is located next to the spillway wall at a point where there is a change in gradient. At this location 
the cross waves have settled and the water free surface profile shows a constant depth across the spillway. 
This situation is consistent in the numerical and the physical models as shown in the velocity graphs and in 
the volume fraction contour plots 
 Numerical results of depth and velocity at location C calculated with both solvers are slightly lower than 
the maximum values of experimental measurements. The presence of flat free surface allows a simple 
calculation of a mass balance at location C to check the reliability of the numerical predictions. Eq. 5 can be 
employed to determine the flow rate at location C: 
 

ܳ ൌ ܣ ∙  ݒ
 

                   [5] 
 

 Where ܳ is the flow rate, ܣ is the flow area and ݒ is the average velocity. Using the OpenFOAM 
numerical predictions at location C, for a width of the channel of 20 m at point C, the flow rate is calculated as 
per Eq. 6: 
 

ܳ ൌ 0.4݉ ∙ 20݉	 ∙ 5
݉
ݏ
ൌ 40

݉ଷ

ݏ
 

 

                                   [6] 
 

 Which is equal to the flow rate established in the inlet and hence conservation of mass is obeyed. 
Therefore, this calculation highlights the value of conducting numerical simulations to aid structure design and 
the need to inspect scale and measurement effects of the physical scale hydraulic models. 
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3.3 Full-Scale Intermediate Geometry 
 In the full-scale analysis, the exact same three meshes previously used in the scaled 7odeling were 
employed to model the real size structure. These had 0.5 m, 0.2 m and 0.1 m average cell size with a base 
inflation layer, which generated cell sizes of 0.1 m, 0.06 m and 0.04m on the z direction for each mesh 
respectively. Simulations using mesh with cell size 0.1 m indicate that there are only very minor differences to 
those using mesh with cell size 0.2 m which was therefore chosen as design mesh. The same simulations 
conducted in the scaled geometry using a flow rate of 40 m3/s were conducted in full-scale using Fluent and 
OpenFOAM. It should be noted that the mesh used, for each solver, at the different scales has the same total 
number of cells when run at the two scales (it is a scaled version of the same mesh). Figure 5 shows the 
OpenFOAM and Fluent scaled and full-scale predictions of interface features and interface velocity contours 
once the model reached steady state using the design mesh. The free surface patterns appear to be different 
for the scaled and the full-scale simulations, presenting differences in shape and length. The crossing point of 
the cross waves is located at approximately 1 m further downstream in the full-scale cases compared to the 
scaled ones. This is shown in both solvers and indicated with an arrow on the free surface plots in Figure 5. 
Also, the full-scale waves structures are wider than the scaled ones. Figure 5 also shows the velocities are 
higher in the full-scale than in the scaled simulations, and this situation occurs in the results computed using 
the two CFD packages although is more pronounced in OpenFOAM. 
 

  
Figure 5. Physical scale model results (left), OpenFOAM (left of the legend) and Fluent (right of legend) 
predictions of the wave profiles and velocity contours at the water surface for a scaled and full-scale flow rate 
of 40 m3/s. 
 

 
Figure 6. Scaled and full-scale OpenFOAM predictions of water depth (top) and velocity (bottom) and 

experimental loacations on the spillway for a flow rate of 40m3/s. 
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 Data from the full-scale simulations were plotted at the same locations as previously outlined with the 
scaled simulations and also at locations D and E, as shown in Figure 6. A graph showing the steady-state 
values of interface depth and velocity of the scaled and full-scale OpenFOAM simulations at the different 
measurement locations is shown in Figure 6. It is observed that scaled results present higher water depth and 
lower velocities than their full-scale equivalent. This implies the full-scale flow expected in the prototype is 
shallower and faster than that predicted in the physical scale model in all locations. 
 The scaled-down results present higher water depths and lower velocities than their equivalent full-scale 
results. It is calculated that full-scale results present an increase in velocity of approximately 17% and the 
decrease in water depth is estimated to be around 20% compared to the scaled results. This provides an 
indication as to the likely inaccuracies that could arise when using the physical model to estimate the full-scale 
flow behaviour. 
 
3.4 Full-Scale Comprehensive Geometry 
 Preliminary VOF simulations with a relatively coarse mesh were conducted on the full-scale 
comprehensive geometry of the domain in Fluent and OpenFOAM. The main purpose of these initial 
simulations was to confirm the extracted geometry could be successfully meshed with acceptable quality for 
the VOF model to run in the two CFD codes (given the irregularity of the surrounding terrain and associate 
complexity of the geometry). A second purpose in conducting the initial VOF simulations using a preliminary 
coarse mesh was to be able to extract depth measurements to inform the process of establishing realistic 
downstream boundary conditions such that tail water levels could be maintained as in the experiments. Initial 
results (using a mesh with no inflation of 0.4 m cell size) show very realistic estimates of flow characteristics 
as well as reasonable agreement between Fluent and OpenFOAM predictions. Figure 7 shows the physical 
scale model in operation for a flow of 159.5 m3/s with low tail water level and the equivalent simulation results 
of free surface characteristics and velocity contours predicted using OpenFOAM. Results with higher 
resolution of the comprehensive domain will be discussed in detail in the IAHR World Congress as will results 
from a full range of flow rates. 
 

 
Figure 7. Photograph of the physical scale hydraulic model for a probable maximum flow of 159.5 m3/s with a 
low tail water level and equivalent preliminary simulation results of free surface characteristics and velocity 
contours. 
 
4 INITIAL CONCLUSIONS 
 This study forms part of a larger on-going work which is being conducted at the present time on 
evaluating the ability of VOF-CFD approaches to be used effectively for design of large-scale hydraulic 
infrastructure to identify best-practice and to better understand the limitations. A summary of key findings with 
the work conducted to-date can be outlined as follows: 

 OpenFOAM and Fluent VOF-CFD simulations applied to a scaled spillway geometry using a mesh 
of cell size 0.008 m show overall accurate predictions for water velocity, depth and wave patterns 
observed in experiments. The complex configuration of the cross waves generated by the labyrinth 
weir is well reproduced even in the mesh of the lowest resolution both in scaled and full-scale 
simulations. The interface features become very well defined when using the meshes of 
intermediate resolution (0.008 m scaled and 0.2 m full-scale) and are in strong agreement with the 
experiments; 

 In a comparison between full-scale and scaled simulations it is observed that for the same mesh the 
scaled simulations predict higher depths and lower velocities than the equivalent full-scale simulation. 
The increase in velocity when modelling full-scale is estimated to be around 17% and the decrease in 
water depth is approximately 20% for a flow rate of 40m3/s. In addition, the free surface profile 
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between these present significant differences in shape and size (when comparing the full-scale 
simulations and scaled ones). This study highlights the importance and value in conducting CFD 
simulations to help understand any scaling differences that may be observed in a full-scale design 
compared with that observed in the physical scale hydraulic model. A detailed analysis investigating 
the scale effects of the hydraulic model is currently being performed and will be presented in the near 
future. However, results to date demonstrate that unlike the physical scale models, full-scale CFD 
simulations allow the prediction of many full-scale flow conditions which will be occurring at the 
prototype scale;  

 A successful workflow and methodology has been developed to obtain the complex comprehensive 
modelling domain. An appropriate meshing strategy for the geometry has also been determined and 
successfully evaluated. Simulations using a reduced resolution mesh on a geometry that include the 
entire modelling domain have been undertaken in Fluent and OpenFOAM with the currently available 
results appearing promising. Results from a fully refined comprehensive mesh will be presented at the 
conference. 
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ABSTRACT 
 
Phosphorus is one of the necessary nutrition elements for biological growth, and its transport and variation 
properties can reflect the evolution process of aquatic ecological environment. With the special geographic 
climate characteristics of the plateau river, Yarlung Zangbo River (YZR) is unique in rainfall, runoff, sediment 
transport, water temperature variation, etc., which facilitate the formation of the special dynamic process of 
total phosphorus (TP) transport. The results show that the TP concentration of single measurement for years 
in the main stream of YZR is within ND-0.32 mg/L, and the annual average value of various points is between 
0.015 mg/L and 0.13 mg/L. In the time scale, the TP concentration curve has the unimodal shape in a year. 
The variation process is synchronous with the runoff and sediment. That is to say, the peak value appears in 
wet season and the valley value appears in dry season, and the maximum peak-to-valley ratio is 64, which is 
different from Huaihe River and other inland rivers. In the space scale, the TP concentration along the main 
stream of YZR mostly reaches to the maximum value with the confluence of Lhasa River. From the point of 
view of the transport flux level, the average monthly TP flux at different points varies from 0.036 to 0.143 kg/s. 
The Pearson correlation analysis shows that the TP concentration has a higher degree of correlation with 
other factors, and the correlation coefficient varies from 0.509 to 0.959. The correlation degree with 
suspended sediment discharge is the largest, and with flow rate is the second. The distributions of TP in 
particle state and dissolved state show that the TP in the main stream of YZR is mainly from the non-point 
source, and runoff and sediment are the main controlling factors of its transport. 

 
Keywords: Yarlung Zangbo River, Hydrological parameter, TP, transport. 

 
 

1 INTRODUCTION 
 Yarlung Zangbo River (YZR) is the longest plateau river in China and one of the rivers with the highest 
altitude in the world. As an important international river, YZR is originated from Jiemayangzong glacier, flows 
through India, Nangladesh, Bhutan, and other countries, and then flows into the Bay of Bengal in the Indian 
Ocean. According to the data in 2014, the total water resources of YZR account for 42.4% of that of Tibet. It is 
not only the major source of fresh water and the water vapor channel  in Tibet (Zhang et al., 2009), but also 
the hydropower and water resources reserve of China (Zhang, 2011). YZR watershed gives birth to abundant 
and extremely special species, and is the important environmental background value area and the biodiversity 
conservation area of China and even the world (Zhang, 2000). However, the arctic-alpine natural environment 
leads to poor stability of the ecological environment and weak self-recover ability (Zhong et al., 2005). As the 
biogenic substance, P is one of the much-needed elements in the primary production of the ecological system. 
The concentration change of P can lead to the variation of the ecological environment. In recent years, the 
rising of TP concentration in YZR watershed is emerging (some scholars have started to study the P 
concentration in YZR): in tributaries, the P concentration in Nyang River varies from 0.005 mg/L to 0.010 
mg/L, in Lhasa River and surface water in wetlands in the watershed from 0.0275 mg/L to 0.0781 mg/L (Zhou 
et al.,2014), and the TP concentration in the surface water of growing area in the small watershed of Lhasa 
River varies from 0.0149 mg/L to 0.127 mg/L (He et al., 2015), and the water quality can meet or is better than 
the class II standard of the Environmental Quality Standards for Surface Water (GB3838-2002); in main 
stream, the TP concentration is the highest among the inorganic nutrient salts, especially in the middle reach, 
the largest TP concentration reaches to 0.197mg/L, which is close to the class III water quality limit in GB 
3838-2002 (Li et al.,2010). As an international river, the water resources development of YZR concerns the 
interests of many countries, the security and stability of border areas. So the development of YZR has a very 
important strategic position. The particularity of regional ecological system and geological location requires the 
in-depth study and explore of the environment effect in the water resources development of YZR watershed. 
Providing guiding principles and optimization modes for the adaptive utilization of water resources has 
practical significance for the development strategy of water resources development and protection in China. 
 Hydrological parameters have great influence on the P transport in water (Li et al., 2003). After surveying 
the TP distribution and hydrological characteristics of YZR watershed, the TP transport properties are studied, 
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and these can provide bases for the water resources development, economic development and ecological 
environment protection. 
  
2 STUDY AREA AND DATA 

 
2.1 Study Area 
 YZR (shown in Figure 1) originates in the north of the middle of Himalayas in Tibet. Its total length in 
China is 2057 km. The river source is named as Jiemayangzongqu, the stretch at the downstream of Lizi is 
called Yarlung Zangbo River, and the stretch in India is called the Brahmaputra. The stretch from 
Jiemayangzong glacier to Lizi is the upper reach (268km), the stretch from Lizi to Pai Town is the middle 
reach (1340km), and the stretch at the downstream of Pai Town is the lower reach (496km). In the middle 
reach, five tributaries Dogxung Zangbo River, Nyangqu River, Lhasa River, Nyang River and Parlung Zangbo 
River feed into YZR. The densely populated and economically developed Xigazê Prefecture, Lhasa area and 
Nyingchi Prefecture are located at the intersections of YZR with Nyangqu River, Lhasa River and Nyang 
River. 
 

 
Figure 1. River system of YZR watershed 

 
2.2 Data Source 
 The 1380 hydrology and TP concentration data within 2003-2016 were gathered from Changjiang Water 
Resources Commission of the Ministry of Water Resources. Correlation analysis was used. 

 
3 RESULTS AND ANALYSES  

 
3.1 Main Hydrological Parameters 
 Flow rate, sediment, water temperature and other hydrological parameters are the carrier and driving 
force of TP transport in water. It is of great important to study the influences of hydrological parameters to TP 
transport (Tian et al., 2016; Wang et al., 2009; Ernstberger, H. et al., 2004). The average monthly flow rate, 
water level, suspended sediment discharge, sediment concentration, water temperature and rainfall of Renbu 
Town, Tsedang Town and Pai Town from 2009 to 2013 (Renbu town does not have the condition to monitor the 
suspended sediment discharge and sediment concentration from October to the next April, so these data are 
lacking) were used to study the characteristics of hydrological parameters in the main stream of YZR, as 
shown in Figure 2 to Figure 4.  
 In the study section, the flow rate, water level, suspended sediment discharge, sediment concentration, 
water temperature, rainfall, and other hydrological parameters showed inter-annual cyclical change and 
annual phase change characteristics. The distribution within the year was uneven with a unimodal shape. The 
peak value appeared in wet season (June to September) and the valley value appeared in dry season 
(October to the next May). The distributions of hydrological parameters along the main stream were not 
consistent. 
 
3.1.1Flow Rate and Water Level 
 The valley of the research section on the main stream of YZR is narrow and wide alternatively like a 
string of beads. Due to the uneven uplift and extrusion by Himalayas, the wide valleys were formed in 
Shigatse, Qushui-Naidong, Gyaca and Mainling, and deep valleys were formed in Tuoxia-Yongda, Sangri, 
Lang County, and the big turn of YZR. Renbu Town, Tsedang Town and Pai Town are located at the first, 
second and fourth wide valleys. The largest widths of these valleys are 10 km, 3 km and 3 km, which lead to 
the inconsistency of the flow rate and water level distribution patterns (Chou, 1987; Wang et al., 2014). 
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 In the space scale, the flow rate increased from upstream to downstream, and the water level increased 
first and then dropped. The five-year average flow rates of Renbu Town, Tsedang Town and Pai Town were 
486 m3/s, 912 m3/s and 1806m3/s, separately; and the five-year average water levels were 10.50 m, 13.61 m 
and 3.59 m, separately. 
 In the time scale, the changes of flow rates and water levels in different years were small. The maximum 
annual average flow rates of Renbu Town, Tsedang Town and Pai Town were 1.88 times, 1.63 times and 1.53 
times of the corresponding minimum flow rates; the largest annual average water levels were 1.06 times, 1.03 
times and 1.13 times of the corresponding lowest water levels; within one year, the maximum monthly 
average flow rates were 7.79 - 23.18 times, 7.11 - 14.75 times and 8.73  
- 14.21 times of the minimum values; and the largest monthly average water levels were 1.05 - 1.45 times, 
1.25 - 1.39 times and 3.31 - 5.31 times of the lowest values. 
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Figure 2. Hydrological parameters of YZR 

 
3.1.2Suspended Sediment Discharge and Sediment Concentration 
 The soil erosion research of Tibet shows that the soil erosion area in the middle reach of YZR accounts 
for 69.9% of the total area. The sediment on the river bed mainly comes from gravitational erosion (debris flow 
and landslide), freeze-thaw erosion, water erosion and wind erosion (Wen et al., 2002; Jin et al., 2000). The 
water erosion and freeze-thaw erosion account for 45.57% and 47.19% of the total erosion area, respectively. 
The beaded valley in the middle reach on the main stream of YZR allows the sediment to deposit for a long 
time in the wide valleys. The largest thickness of the silt sediment in the wide valleys of Shigatse, Qushui-
Naidong and Mainling were 800 m, 600 m and 400 m, separately. The paleomagnetic study shows that the 
age of sediment at the bottom of Xietongmen valley is about 800kaB.P. (Yu et al., 2012). 
 In the space scale, the suspended sediment discharge and sediment concentration decreased from 
upstream to downstream. The five-year average suspended sediment discharges of Renbu Town, Tsedang 
Town and Pai Town were / kg/s, 440 kg/s and 278 kg/s, separately; the five-year average suspended 
sediment discharges from May to October were 1959 kg/s, 858 kg/s and 540 kg/s; the five-year average 
sediment concentrations were / kg/m3, 0.211 kg/m3 and 0.084 kg/m3; and the five-year average sediment 
concentrations from May to October were 1.69 kg/m3, 0.36 kg/m3 and 0.14 kg/m3. 
 In the time scale, the suspended sediment discharges and the sediment concentrations varied greatly 
between different years and with one year: the minimum values of suspended sediment discharge and 
sediment content of Rendong County were 3.37 kg/s - 145 kg/s and 0.031 kg/m3- 0.138 kg/m3, separately, 
and the maximum values were 660 kg/s - 21100 kg/s and 0.623 kg/m3 - 12.9 kg/m3; the minimum values of 
Tsedang Town were 4.3 kg/s - 12.6 kg/s and 0.014 kg/m3-0.034 kg/m3, and the maximum values were 1190 
kg/s-4240 kg/s and 0.538 kg/m3-1.31 kg/m3; the minimum values of Pai Town were 5.49 kg/s-8.92 kg/s and 
0.006 kg/m3-0.016 kg/m3, and the maximum values were 482 kg/s-3270 kg/s and 0.121 kg/m3-0.570 kg/m3. 
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Figure 3. Suspended sediment discharge and sediment concentration of YZR 
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3.1.3Water Temperature and Rainfall 
 In the space scale, the water temperature in winter increased from upstream to downstream on the main 
stream of YZR and in summer increased first and then dropped. The five-year average temperature of Renbu 
Town, Tsedang Town and Pai Town were 9.00 °C, 10.0 °C  and 10.1 °C, separately, and the temperature 
differences within a year are 15.4 °C, 16.8 °C and 11.7 °C. The altitudes of Renbu Town-Tsedang Town-Pai 
Town were 3950 m-3560 m-3000 m, the annual average temperatures were 6.8 °C-8.5 °C-9.6 °C, and the 
ratios of glacial melt water recharge to the river water recharge modes (precipitation recharge, groundwater 
recharge and glacial melt water recharge) were increasing from 18 % to 38 % (Liu, 1999), which made Pai 
Town river reach with the lowest water temperature in summer and the highest water temperature in winter. 
 In the space scale, the rainfall capacity reduced first and then increased; and in the time scale, the 
rainfall distribution in different months of the year was scattered. The five-year average rainfalls of Renbu 
Town-Tsedang Town-Pai Town were 374.5 mm, 329.7 mm and 493.3 mm, and the rainfalls from June to 
August accounted for 73.9%, 67.1% and 49.6% of the annual rainfall (five-year average). The distribution 
pattern of rainfall within the year was similar to that of the flow rate, water level, suspended sediment 
discharge, sediment concentration and water temperature. 
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Figure 4. Water temperature and Rainfall capacity of YZR 

 
3.1.4Correlation of Hydrological Parameters 
 The Pearson correlation analyses of flow rate, water level, suspended sediment discharge, sediment 
concentration, water temperature and rainfall showed that all parameters had significant correlations at 0.01 or 
0.05, and the correlation coefficient varied from 0.562 to 0.994. The correlation coefficient of rainfall with flow 
rate, water level and suspended sediment discharge in Renbu Town-Tsedang Town-Pai Town were 0.794-
0.860-0.785, 0.791-0.863-0.787 and 0.826-0.879-0.681, separately, which increased first and then reduced; 
and the correlation coefficient of rainfall with sediment concentration was 0.943-0.907-0.705, which increased. 
The correlation coefficients of rainfall with other hydrological parameters along the main stream of YZR were 
basically consistent with the distribution pattern of hydrological parameters, which indicated that rainfall was 
the main driving force for the distribution of flow rate, water level, suspended sediment discharge, sediment 
concentration, and other hydrological parameters. 
 
3.2 Distribution of TP  
 The distribution of TP in YZR watershed in 2015 is listed in Table 1. In 12 months, the TP concentrations 
in 2.6% of the point locations within the watershed exceeded the water quality goal. The TP concentrations in 
the main stream of YZR, Parlung Zangbo River, Lhasa River and Nyang River were stable in the whole year, 
and reached to the class II water quality requirement in GB 3838-2002. The TP concentration in Nyangqu 
River was high, and 8.3% of the point locations cannot reach the water quality goal. 
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Table 1. TQ water quality status of the research area in 2015 

River  
Area represented  

by the point location 

Water 
quality 
goal 

Water quality status 

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Nyangqu 
River 

Water source reserve Ⅱ Ⅱ ND Ⅱ ND Ⅱ ND Ⅲ ND Ⅱ Ⅱ Ⅱ ND 

Reserve zone Ⅲ Ⅱ Ⅱ Ⅱ Ⅲ ND Ⅲ Ⅲ Ⅲ Ⅴ Ⅱ Ⅱ Ⅱ 

Shigatse City Ⅲ Ⅱ Ⅱ Ⅱ Ⅲ Ⅱ Ⅲ Ⅲ Ⅲ Ⅴ Ⅱ Ⅱ Ⅱ 

Downstream of Shigatse Ⅲ Ⅱ Ⅱ Ⅱ Ⅲ Ⅲ Ⅲ Ⅲ Ⅲ Ⅳ Ⅲ Ⅱ Ⅲ 

Lhasa 
River 

Water source reserve Ⅱ Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅰ ND Ⅰ ND 

Upstream reserve zone Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ 

Upstream of Lhasa Ⅲ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅰ Ⅱ 

Lhasa City Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅰ 

Nyang 
River 

Water source reserve Ⅱ Ⅱ ND Ⅰ ND Ⅰ ND Ⅱ ND Ⅱ ND Ⅰ ND 

Upstream of Nyingchi Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅲ 

Upstream of Bayi Town Ⅱ Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND 

Bayi Town Ⅱ Ⅱ Ⅱ Ⅰ Ⅱ Ⅰ Ⅱ Ⅱ Ⅱ Ⅱ Ⅰ Ⅰ Ⅰ 

Downstream of Bayi 
Town 

Ⅲ Ⅱ Ⅱ Ⅱ Ⅱ Ⅰ Ⅱ Ⅲ Ⅲ Ⅱ Ⅱ Ⅰ Ⅰ 

Parlung 
Zangbo 
River 

Natural reserve Ⅱ ND ND ND Ⅱ ND Ⅱ ND ND ND ND ND Ⅱ 

main 
stream of 

YZR 

Upstream  Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ ND Ⅱ 

Middle and downstream Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ Ⅱ 

 
 
3.2.1Time Distribution Pattern of TP 
 From the point of view of distribution within a year, the TP concentrations of the main stream of YZR, 
Parlung Zangbo River, Lhasa River and Nyang River were low and barely changed, and mostly reached to the 
class II water quality requirements in GB 3838-2002, and some sections in Nyang River and Lhasa River even 
reached to the class I water quality requirements; the TP concentration in Nyangqu River changed greatly with 
low concentration from October to the next March, high concentration from April to September, and highest 
concentration from July and September, which were consistent with the distributions of rainfall and sediment 
concentration of YZR watershed. However, from the point of view of many years distribution, the extreme 
values of daily precipitation within a year were random from June to September, which overlapped with the 
high concentration time of TP, which was also similar to the yearly distribution pattern of Little Arkansas River, 
Hudson River (Qin et al., 2014; G, G. Lampman et al., 1999). However, it was different with low altitude rivers 
in China, such as Yangtze River and Huaihe River: the sections exceeding the water quality goal in Yangtze 
River and Huaihe River in January and September of 2015 accounted for 31.1% and 12%, 50% and 0 
(Yangtze River Water Resources Protection Bureau, 2015; Huai  Water Resources Protection Bureau, 2015). 
 The peak value of TP concentration in YZR watershed was in Nyangqu River, which also had the largest 
change of TP concentrations in the small watershed of Nyangqu River. The distribution of TP concentrations 
in different months in the section of Shigatse on Nyangqu River over the years (2003-2016) was studied to 
find out the variation pattern and the cause of formation. According to GB 3838-2002, the monthly TP 
concentration was used to classify the water quality, and Fig 5. (a) shows the frequencies of different water 
qualities in different months; and by selecting the data from July to September from 2003 to 2016, Fig 5.(b) 
shows the water quality in different years (the water quality of III, IV, V and V- are represented by 3, 4, 5 and 
6, while 0 represents the missing of data). It can be seen from Fig 5.(a) that the time that TP water quality 
meeting the class II and class III water quality standard was mainly from October to the next February, and 
from March to July, and the occurring frequencies were 0.62-0.73 and 0.54-0.75, separately; while the time 
meeting the class IV, class V and class V- was in August and September, and the occurring frequencies were 
0.09-0.25, 0.09 and 0.25-0.27, which were consistent with the distribution patterns of rainfall, flow rate and 
other hydrological parameters of the small watershed of Nyangqu River in 2015. This indicated that rainfall, 
flow rate and other hydrological parameters play a key role in the variation of TP. It can be seen from Fig 5. 
(b) that the TP did not have obvious lasting water quality changes from July to September over the years, 
which was caused by the lack of obvious changes of the ecological environment, water loss and soil erosion 
of Nyangqu River watershed over the years. 
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(a)                                                                                              (b) 

Figure 5. Distribution of TP water qualities in the section of Shigatse on Nyangqu River 
 

3.2.2Spatial Distribution Pattern of TP 
 In the space scale, the TP concentrations in the main stream of YZR, Parlung Zangbo River, Lhasa River 
and Nyang River were basically stable and can reach to the class II water quality in GB 3838-2002; the TP 
concentration in Nyangqu River was high; the TP concentrations varied in different functional areas in the 
small watersheds of Nyangqu River, Lhasa River and Nyang River, and the TP concentrations in the water 
source reserve in the densely populated Shigatse and Bayi Town were relatively high. The spatial distribution 
pattern of TP in YZR watershed depends on the topography, economic structure, and other situations of YZR 
watershed: the soil erosion area in the midstream area of YZR accounted for 69.9% of the total area, and the 
water erosion area accounted for 46% of the total eroded area; Shigatse and Lhasa are the main agricultural 
areas of Tibet, more than 60% of the fertilizers is used in these areas, and the proportion of compound 
fertilizers is increasing and has been more than 35% (Hou et al.,2010); The small watershed of Nyangqu River 
has the highest altitude and the worst soil loss and water erosion, but it is the most developed area of 
husbandry. The small flow rate and small environmental capacity of TP makes the small watershed of 
Nyangqu River the most affected one. 
 The Pearson correlation analysis showed that the TP concentration had high correlation degree with 
other factors, and the correlation coefficient varied from 0.509 to 0.959. The correlation degree with the 
suspended sediment discharge was the highest, and flow rate took the second place. The research results of 
“Variation of water temperature and sediment in YZR under runoff regulation and the response of P transport” 
show that the TP is mainly in particle state and dissolved state in wet and dry seasons, the TP concentration 
in wet season is 20 times of that of dry season, and the TP concentration in soils at both banks of the 
watercourse is much higher than that in the sediment, which indicates that the source of TP in the water of 
YZR basin is mainly non-point source (non-point source in wet season and point source in dry season) (Pu et 
al., 2017; Mao et al., 2015). 
 
3.3 Transport Flux of TP in the Main Stream of YZR 
 The TP concentration of single measurement for years in the middle reach of the main stream of YZR 
was within ND-0.32 mg/L, and the annual average value of various points was between 0.015 mg/L and 0.13 
mg/L. In the time scale, the TP concentration curve had the yearly unimodal shape in Renbu Town and 
Tsedang Town. The variation process was synchronous with the rainfall, runoff and sediment. That is to say, 
the peak value appeared in wet season and the valley value appeared in dry season, and the maximum peak-
to-valley ratio was 64, while the distribution pattern in Pai Town requires further study. In the space scale, the 
TP concentration along the main stream of YZR reached to the maximum value with the confluence of Lhasa 
River. 

 
Figure 6. TP Concentration in YZR 
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 The transport flux of TP can be calculated by the following equation: 
 

 F=10-3·C·Q [1] 
 

 where F is the transport flux of TP (kg/s), C is the concentration of TP at various sections (mg/L), and Q 
is the runoff of that section with the corresponding TP concentration (m3/s). 
 The transport fluxes of TP in Renbu Town, Tsedang Town and Pai Town were 0.036 kg/s, 0.143 kg/s and 
0.107 kg/s, separately, which were much lower than other rivers (Qin et al., 2014; Hou et al., 2010). 
 
4 CONCLUSIONS 
 The research results show that the hydrological parameters in the research area on the main stream of 
YZR are affected by the special geographical climate and other factors. In the time scale, the flow rate, water 
level, suspended sediment discharge; sediment concentration; water temperature and rainfall couple with 
each other and show some specificity. The annual and inter-annual distributions are uneven, but the pattern is 
consistent: high value in July to September and low value in October to the next April. In the space scale, the 
flow rate and rainfall increase, the water level and water temperature increase first and drop later, while the 
suspended sediment discharge and sediment concentration reduce. Except the rising of TP concentration in 
the middle and lower reaches of Nyangqu River in wet season, the TP concentration in YZR watershed 
maintains at the class II water quality GB 3838-2002. In the time scale, the TP concentration in YZR 
watershed is consistent with the distribution patterns of flow rate, sediment concentration, rainfall and other 
hydrological indicators in a year; in the space scale of the watershed, it is closely related to the land use type, 
and the peak value in the watershed appears at Nyangqu River watershed with the most developed agrarian 
economy; from the point of view of small watershed in tributaries, the TP concentration in the water source 
reserve is lower than other areas, and the peak value appears in the densely populated and economically 
developed areas, which indicates that the distribution of TP is related to the population density, economic 
development level, and other factors. The distribution of peak values of TP concentration in the section of 
Shigatse in Nyangqu River over the years shows that there are no obvious and lasting water quality changes, 
which is caused by the lack of obvious changes of the ecological environment, water loss and soil erosion of 
Nyangqu River watershed over the years. The transport flux of TP in the main stream of YZR is 0.095kg/s, 
which is much lower than rivers in low altitude. The TP concentration and the distribution of P in particle state 
and dissolved state show that the TP in the main stream of YZR is mainly from non-point source, and runoff 
and sediment are the main controlling factors of TP transport. 
 This research is based on the distribution and transport properties of TP in space scale and time scale in 
YZR watershed over the years. The cause of formation is analyzed in the aspects of ecological environment 
and social economy. It can assist further theoretical study and practical exploration of the environment effect 
by water resource development in YZR watershed, and it can also provide technical support for the economic 
development, water resources development and ecological environment protection of YZR watershed. 
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ABSTRACT 
  
The objective of this paper is to study the velocity field around a Complex Bridge Pier (CBP) with elliptical 
shape of pile cap, through experimental research using Stereo-Particle Image Velocimetry (S-PIV). The 
complex bridge pier model consisted of three different components, viz. a cylindrical column resting on an 
elliptical shaped pile cap covering a 2x2 array of cylindrical piles. The three components of CBP are exposed 
to the flow in such a way that the contribution of each component could be obtained in generating the vortex 
system. Time averaged flow velocity U, V and W in the x-, y- and z- direction respectively are obtained from 
the PIV images and analyzed to understand the flow hydrodynamics around a CBP. Results shows that each 
of the three components of a CBP have individual effects on the flow pattern. The flow structure is vortical on 
the upstream of the CBP (below the pile cap) and downstream of the CBP (at the tail of pile cap) due to 
interfaces of different intensity velocity layers separating from the 3 pier components. On the upstream of 
CBP, the effect of pile cap can easily be seen in the form of a low velocity region around the nose of the pile 
cap. The effect of each component of CBP on the flow field is studied to identify the high gradient regions 
around the pier which leads to scour. 
  
Keywords: Particle image velocimetry (PIV); complex bridge pier (CBP); hydrodynamics; mean velocity; 3-D flow field. 

 
 

1 INTRODUCTION   
A complex bridge pier is an assembly of different structural components, i.e. a pier column built on a pile-

cap or footing, supported by a number of piles (Coleman, 2005), also known as pile foundation. Because of 
the geotechnical, structural and economic considerations, they are preferred over uniform piers to be 
constructed in rivers these days. Over its lifetime, the different components of a complex pier gets revealed to 
the flow because of varying amount of sand aggradation or degradation around the pier assembly, posing a 
challenge to hydraulic engineers to calculate maximum scour depth around such pier. The extreme situations 
occurs when all the three components of the complex pier gets exposed to the flow. In such cases, a 
comprehensive understanding of the flow field aids in the accurate prediction of the scour magnitude. Hence, 
it is particularly crucial to evaluate the vortex pattern as a result of the interaction of flow with the different 
components of a complex pier. 

The complications in the local scouring process at complex bridge pier locations are because of the 
interaction of flow structures (i.e., down flow and horseshoe vortex) with the three components of the complex 
pier, generating new vortex structures, as witnessed by Beheshti and Ataie-Ashtiani (2010). This augments to 
the difficulty in predicting local scour depth at these complex pier structures. Research on scouring at complex 
bridge piers is comparatively newer than on single uniform piers, with lesser number of studies present in the 
literature and thus demanding additional research on the flow changes occurring around complex bridge piers 
(HEC-18, 2001). Identification of extreme turbulence zones around a complex pier may aid in better design of 
the pier and also reduction in scour. 

To the best of author’s knowledge, few studies have examined the flow and turbulence field around CBPs 
and PIV studies are only done for simple circular cylinder mostly. Some studies have been done for the 
calculation of local scour-depth (e.g. Gautam et al., 2016; Akib et al., 2014; Melville et al., 2006) around 
rectangle shaped pier and pile-cap or rectangle with round ends and fewer for investigating the flow patterns 
around a complex bridge pier structure (e.g., Beheshti and Ashtiani, 2016; 2010). Oruc et al. (2015) 
investigated the passive control of water flow downstream of a circular cylinder with 50 mm diameter, 
experimentally using particle image velocimetry (PIV) technique. Johnson and Ting (2003) studied flow around 
a circular pier on a smooth bed using Stereo PIV. Melville et al. (2006) gave a methodology to predict local 
scour depth around a CP to identify the relative scouring capacity of the various elements of CP and the 
evolution of scouring phenomenon occurring for variable pile-cap elevations. Over its lifetime, the different 
elements of a CP get revealed to the flow because of varying amount of sand aggradation or degradation 
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around the pier, and it is a challenge for hydraulic engineers to calculate maximum scour depth around such 
pier. The extreme situation occurs when all the three elements of CP gets exposed to the flow. 
Comprehensive understanding of the turbulent flow aids in the accurate prediction of the scour magnitude. 
Hence, it is particularly crucial to evaluate the complex flow pattern as a result of the interaction of flow with 
the different elements of a CP. Through experiments, Beheshti and Ashtiani (2010) investigated the three-
dimensional turbulent flow field around a rectangular complex bridge pier (with rectangular pile-cap) placed on 
a fixed rough bed with the aid of an Acoustic Doppler Velocimeter (ADV). In their setup, they exposed all the 
components of the pier (column, pile-cap and piles) to the incoming flow. They found out the governing 
features of the flow around the pier which are responsible for the scouring process around a complex pier. 
The main reasons being the constricted flow below the pile-cap and towards the piles, a strong downward flow 
along the sides of the pile-cap in the upstream region of the pier and a vortex flow behind the pile-cap. Few 
researchers have conducted experiments to study scour around complex bridge piers, with varying shape of 
the pier structure, flow conditions as well as at different pile-cap elevations. 

The primary objective of the present study is to analyze the mean flow field around a complex pier with 
elliptical shape of pile cap using whole flow field measuring technique known as Particle Image Velocimetry 
(PIV). Unlike ADV which takes point velocity measurements, PIV is capable of taking velocity measurements 
in the defined flow field all at the same time.  
  
2 EXPERIMENTAL SETUP & PROCEDURE 
 
2.1 Flume 

All the experiments were carried out in the Hydraulics Laboratory in Department of Civil Engineering at 
Indian Institute of Technology (IIT) Bombay, India. The experimental flume was 8.4 m long, 0.31 m wide and 
0.6 m deep horizontal, non-tilting flume (Figure 1). 
 

 
Figure 1. Schematic diagram of the experimental setup. 

 
The sidewalls and bottom of the flume were made of transparent Perspex glasses to facilitate visual 

observation of the flow. The water was lifted from the main reservoir to a constant head reservoir (inlet tank) 
by a centrifugal pump and recirculated in the flume. In the entry zone of the flume, stilling grids and a flow 
straightener was provided for damping the flow disturbances leading to vortex free uniform flow distribution in 
the flume. The pier was placed on the flat bed at a distance of 5.0 m away from the flume inlet, to assure fully 
developed flow in the test section. Desirable normal flow depth over the bed was obtained by an adjustable 
tailgate located at the downstream end of the flume. A variable frequency driver (VFD) was used to control the 
rpm of the pump motor and obtain the desired discharge accurately. The flow rate was monitored using an 
Ultrasonic Flow-meter (UFM) attached to the pump. A movable carriage was provided on the rails of the flume 
to clamp the PIV sheet optics over the test section. 

 
2.2 Complex Pier Model 

The complex pier model used in this study was an assembly of various components, consisting of a 
column, a pile cap and a group of piles, as constructed in field. It was specifically designed as a cylinder 
resting on an elliptical pile cap supported on a 2x2 pile group (all built in Perspex). The details and dimensions 
of CBP are given in Figure 2 and Table 1. 

Flow depth 

Laser  
Light-sheet 
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The purpose of studying an ellipse shaped pile cap was to study its’ contribution in streamlining the flow 

and hence reducing the scour around it. Till date, various researchers (Moreno et al., 2015; Akib et al., 2014; 
Ferraro et al., 2013; Melville et al. 2006) have studied rectangular, circular and oblong shapes of pile caps to 
evaluate their scouring potentials. Till date, only Ashtiani and Beheshti (2016; 2010) have attempted to study 
the hydrodynamics of flow around a complex bridge pier with rectangular pile cap. 

The longitudinal axis of the complex pier (with respect to the pile cap length) was aligned with the flow 
direction and all the components of the pier were exposed to the flow. The pier model was carefully installed 
(vertically and centrally) in the test section of the flume at 5.0 m distance from the flume inlet. The approach 
flow depth was adjusted using a tail gate installed at the end of the flume. The experiments were performed 
for various discharges ranging between 0.006 m3/s to 0.021 m3/s, Reynolds number (Re, based on flow depth) 
ranging between 19,000 to 67,000. 

 
 

 
Figure 2. Schematic diagram of complex pier: (a) side view; (b) front view; (c) top view; (d) bottom view. 

 
Table 1. Complex pier definition and dimensions. 

Parameter Definition Dimension (cm) 

Lc Height of cylindrical column 15 
Dpc Height of pile-cap 5 
Lp Height of pile 5 
Dc Diameter of column 3 
Dp Diameter of piles 1 
Lpc Length of pile-cap 12 
Wpc Width of pile-cap 4 

 
2.3 PIV System 

A Stereoscopic PIV system from Dantec Dynamics was used to capture the images in a plane for three-
dimensional velocity derivation (*http://www.dantecdynamics.com/particle-image-velocimetry). The system 
included a double pulsed Nd:YAG laser (1200 mJ/pulse) with minimum pulse duration of 4 ns, laser light sheet 
optic, two Nikon CCD (Charged Coupled Device) cameras (resolution 2048 x 2048 pixels), a laser pulse 
synchronizer, an Intel (R) Xeon (R) CPU E5-1680 V3@3.20GHz Computer, PIV software (Dantec Dynamics), 
and a three-dimensional computer operated traversing system (1000 mm travel along each axis). The seeding 
of the flow was done using 10 µm diameter Silver coated hollow glass spheres (S-HGS). 
 
2.4 Experimental Procedure 

The experiments were conducted for different discharges ranging from 0.006 m3/s to 0.021 m3/s. The 
results are presented here only for moderate Reynolds number (discharge= 0.012 m3/s; Re= 39,000). The 
velocity vector fields around the pier were measured at 3 different vertical planes (1 on the upstream of pier, 1 
with pier in the middle of the plane and 1 on the downstream of pier). For illuminating the planes of 
measurement, the Laser light sheet was emitted perpendicular to the flow from the top of the flume and 
adjusted over the mid-plane of the flume. To make sure that the laser light sheet coincided perfectly with the 
calibration plane, a transparent Graph sheet was pasted below the bottom of flume. The CCD cameras were 
set at a distance from the plane, set at an angle of 30o, such that the required plane is uniformly visible 
through both the cameras. Though the plane of measurement was about 450 mm X 450 mm, the images were 
post processed to identify only the region of interest according to the flow depth. The Laser light sheet optic 
was manually positioned on the flume rails. 
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For stereoscopic PIV, the calibration was done using a grid of size 450 mm X 450 mm. Figure 3 (a) 
shows the calibration tile with a Camera (second camera not in the picture) in the foreground. The black 
markers on the grid were identified by the acquisition software and the pixels were converted to true physical 
distance generating a scale factor. After the calibration, desired flow conditions were established in the flume. 
The PIV system was synchronised using a Timer Box. The laser power output was regulated using Laser 
system control. The pulse duration between the lasers was adjusted to optimize the Laser intensity and 
uniform illumination of flow plane in both the frames. PIV images were captured by the two cameras which 
continuously transferred the data to the computer at a frame rate of 15 Hz, denoting 15 instantaneous (double 
frame) vector fields per second. The raw data was then saved to the main database for post-processing and 
analysis using Dantec Dynamics software. 
 

 
Figure 3. Photographs showing: (a) complex bridge pier placed in the flume; (b) flow plane illuminated by 

Laser with CBP in the plane center. 
 

Figure 3 (a) show the complex bridge pier placed in the flume and 3 (b) shows the vertical flow plane on 
the centreline of the same pier and flume illuminated by the Laser light sheet introduced from the top of the 
plane. The illuminated portion in Figure 3 (b) is the water flowing around the CBP and only that portion is 
processed for velocity data.  In each test run, a pair of 350 instantaneous velocity vector maps were captured 
by each Camera for every location. A cross-correlation based adaptive method of image processing was 
utilized to process the images into vector fields. A low pass Gaussian filter was used to remove spiked vectors 
and were replaced with neighbourhood mean values. The validated velocity fields were averaged to produce 
an ensemble-averaged velocity field. 
 
3 RESULTS & DISCUSSIONS 

In the following section, mean velocity vector fields obtained from processing the PIV images are shown 
and discussed. The results are shown only for discharge 0.012 m3/s with moderate Reynolds number (other 
flow parameters shown in Table 2). 
 

Table 2. Flow parameters, 
Discharge (Q, 

m3/s) 
Average flow 
depth (z, m) 

Average flow 
velocity (U, m/s) 

Reynolds number 
(Re) 

Froude number 
(Fr) 

0.012 0.145 0.267 39,000 0.22 

 
The measurements were done at 3 different vertical planes in the centreline of the flume (along the flow); 

one on the upstream of the pier; one with pier in the middle of the section and one on the downstream of the 
pier. The length of the plane of measurement was 45 cm in every case and the depth was 0.145 m for 0.012 
m3/s. In the following section, streamwise mean velocity profiles on the centreline of the flume as well as the 
pier are shown. Two- dimensional velocity vector field, streamlines and contours are also presented for better 
understanding of the mean flow around a Complex pier. 
 
 
 
 
 

(a). (b). 
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3.1 Streamwise Mean Velocity Profiles 

Figure 4 presents the time averaged mean velocity in the flow direction (U = streamwise velocity; in x- 
direction) where (a) shows the velocity profiles on the upstream of the pier and (b) shows the velocity profiles 
on the downstream of the pier. The profiles are shown for various locations (the distance is from the pier 
center) using different symbols and colors as mentioned below (the origin is considered at the pier center): 

Upstream A 16.5 cm  B 14.5 cm C 12.5 cm D 10.5 cm E 8.5 cm F 6.5 cm 

Downstream G 6.5 cm H 8.5 cm I 10.5 cm J 12.5 cm K 14.5 cm L 16.5 cm 

 
The flow depth is divided into three distinct zones, viz, I, II and III. These zones correspond to the 

location of the complex pier component with respect to the flow depth. Zone I represents the column region, 
zone II represents the pile cap region and zone III represents the pile group region. All the profiles are 
extracted from the PIV data only. 

 

-0.1 0 0.1 0.2 0.3 0.4
U (m/s)

0

20

40

60

80

100

120

140

z 
(m

m
)

Velocity profiles on 
upstream of pier

A

B

C

D

E

F

-0.1 0 0.1 0.2 0.3 0.4
U (m/s)

0

20

40

60

80

100

120

140

z 
(m

m
)

Velocity profiles on 
downstream of pier

G

H

I

J

K

L

 
Figure 4. Comparison of Streamwise velocity profiles measured at different locations, (a) on the upstream of 

the pier (locations A-F); (b) on the downstream of the pier (locations G-L). 
 

Figure 4 (a) shows that the velocity profile at location A gives a non-disturbed profile following logarithmic 
law (Nezu and Rodi, 1986), but as the flow progresses towards the pier, a decrease in the velocity is observed 
which is dominant in zone III indicating the effect of pile group in shielding the downflow. In between zone II 
and III at location F, the velocity attained negative magnitude indicating back flow on the upstream of the pile 
cap. In zone I, a decrease in velocity is observed too but the magnitude didn’t change its sign indicating a 
deceleration in the flow in front of the column but no backflow. 

Figure 4 (b) shows an increase in the magnitude of the velocity in zone II and then a decrease in zone I. 
All the three zones show different flow velocity patterns signifying the importance of studying all the 
components of a complex pier. The variations in the velocity in each zone are attributed to the non-
homogeneity of the complex pier structure.   
 
3.2 Two- Dimensional Mean Velocity vectors and streamlines 

Figure 5 shows the vectors of U and V velocity in x- and z- directions respectively (U is the streamwise 
velocity in x- direction and V is the vertical velocity in z- direction). The vector field is shown for the section at 
the mid plane of the flume with the complex pier in the middle of the measurement plane.  
 

III 
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Figure 5. Two- dimensional (U, V) velocity vector representation on the centerline of the flume (y=0) with 
complex pier in the middle of the measurement plane. 

 
The vectors shown in Figure 5 gives a clear picture of presence of vortex in the flow. Far upstream of the 

complex pier, the vectors show no two- dimensionality, but as they reach the vicinity of the pier, the vectors 
near the water surface start to move downward. The downward flow meets the upward flow near the bed 
surface and causes a vortex below the pile cap region. On the upstream of the complex pier, the vectors 
shown inside the red boundary show a rotational behavior. On the downstream of the pier, a downward flow is 
observed near the flow surface and an upward flow near the bed surface. Being deflected by the presence of 
the pile cap, the downward and the upward flow join together in the vicinity of the pile cap as shown inside the 
blue boundary. 

Figure 6 shows streamlines in the x-z direction on the centerline of the flume with complex pier in the 
middle of the measurement plane. The converging and diverging streamlines can be clearly observed in the 
figure. The streamlines seemingly emerging from the bed are the upward flow (wakes). 
 
 

 
 

Figure 6. Two- dimensional (U, V) velocity vector representation on the centerline of the flume (y=0) with 
complex pier in the middle of the measurement plane. 
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3.3 Three- Dimensional Mean Velocity contours 

Figure 7 shows colored mean velocity contours obtained from PIV image processing with two 
dimensional (UV) velocity vectors imposed on them. Figure 7 (a) represents the time averaged streamwise 
velocity, (b) represents the time averaged vertical velocity and (c) represents the time averaged transverse 
velocity. 

The magnitude of the velocities are shown clearly through the contours. In figure 7 (a), streamwise 
velocity show a decrease in its magnitude in the pile cap and piles region, whereas on the downstream of the 
pier, comparatively higher velocities are observed. Although, the velocities are in the nominal range just in the 
downstream of the pile cap. 

In figure 7(b), vertical velocities indicate downflow in front of the pier and an upward flow on the 
downstream of the pier. Highest magnitude of vertical velocity attained just below the pile cap and on its 
downstream. This high vertical velocity in the pile group zone may contribute significantly in the scouring of 
sand around the pile group. 

In figure 7 (c), the transverse velocity contours are shown. Presence of low transverse velocity region 
dominantly on the upstream of the pile cap indicates slow and smooth bifurcation of flow leading to lower level 
of turbulence. 
 
 
4 CONCLUSIONS 

In this paper, flow field around a complex pier was recorded using Particle Image Velocimetry and 
analyzed using a cross-correlation based algorithm to understand the flow hydrodynamics. For clear 
understanding, moderate Reynolds number flow was presented here. Following are the main findings from the 
study: 

1. All the three zones showed different flow velocity patterns signifying the importance of studying all the 
components of a complex pier. The variations in the velocity in each zone are attributed to the non-
homogeneity of the complex pier structure.   

2. As the flow progressed towards the complex pier, a decrease in the velocity was observed which was 
dominant in zone below the pile cap indicating the effect of pile group. Just in front of the pile cap, 
backward flow was observed. In zone above the pile cap, a decrease in velocity was observed but the 
magnitude didn’t change its sign indicating a deceleration in the flow in front of the column but no 
backflow. 

3. Far upstream of the complex pier, the vectors showed no two- dimensionality, but as they reached the 
vicinity of the pier, a vorticular structure was observed. On the downstream of the pier, both upward 
and downward moving flow fields were identified. 

4. Streamwise velocity contour showed a decrease in magnitude in the pile cap and piles region, 
whereas on the downstream of the pier, comparatively higher velocities were observed. Although, the 
velocities were in the nominal range just in the downstream of the pile cap. 

5. Vertical velocity contour indicated downflow in front of the pier and an upward flow on the downstream 
of the pier. Highest magnitude of vertical velocity was observed just below the pile cap and on its 
downstream. This high vertical velocity in the pile group zone may contribute significantly in the 
scouring of sand around the pile group. 

6. Transverse velocity contours showed presence of low velocity region dominantly on the upstream of 
the pile cap indicating slow and smooth bifurcation of flow leading to lower level of turbulence. 

7. This study would be very useful to identify the high velocity and pressure gradient regions around a 
complex pier in order to identify the maximum or minimum scouring regions around the pier. 
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Figure 7. Contours showing (a) streamwise velocity; (b) vertical velocity; (c) transverse velocity, with 2-D 
vectors imposed on them. 
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ABSTRACT  
  
In this study, we investigated the accuracy of the lateral overflow discharge formulations for the curved 
channel of which the radius of curvature is constant. From the experimental results, we found that the lateral 
overflow discharges are in proportion to the power of 3/2 to the overflow depth, so we can use the same 
formulation as Honma formulation for the front overflow discharge. The Froude number, the ratio of the 
channel width to the lateral weir width, the ratio of the weir height to the weir width, and the ratio of channel 
width to the radius of curvature, were used as the parameters of the discharge coefficient. We assumed that 
the discharge coefficient is the simple product of these parameters and having the power. The powers of 
these parameters were determined from the experimental data. It was confirmed that the accuracy of the 
proposed formulation is good. 

 
Keywords: Lateral overflow; discharge formulation; curved channel; discharge coefficient; radius of curvature. 
 
 
1 INTRODUCTION 

 Lateral overflow weirs are often used for water depth adjustment of a main channel or irrigation. 
Recently, as one of the flood control methods, the lateral over flow weir has been used to supply flood water 
to the plain dam. Generally, these lateral overflow weirs are installed in the straight channels. There are many 
studies for the lateral overflow weir in the straight channel and many lateral overflow formulations have been 
proposed, for example, De Marchi. (1934), Ranga. et al (1979), Murota A. et al (1985) Hager (1987), Onitsuka 
et al (2005, 2007), Vatankhah (2013), Yilmaz (2001). 

As well known, a flood hazard map is very useful non-structural measures. The flood hazard map shows 
a predicted inundation area. This area is estimated by using a numerical flood simulation. The breaching point 
of a river dike is assumed and a lateral overflow formulation for a straight channel or a front overflow 
formulation is applied to estimate the discharge from this point, and then the flood simulation is conducted 
with the estimated discharge. 

In real rivers, however, a braking point of a river dike is not always at straight portion of the river but 
meandering portion. It is anticipated that the lateral overflow discharge cannot be predicted by using the 
conventional lateral overflow formulations because of the centrifugal force effect. 

The final objective of our study is to develop the lateral overflow formulation for meandering open 
channels or rivers. In this study, as first step of the final objective we investigated the accuracy of the lateral 
overflow discharge formulations for the curved channel of which the radius of curvature is constant.  

 
2 EXPERIMENT 

Figure 1 shows the schematic view of the experimental channels. One is the straight channel and the 
other is the curved channel. The width, B of the both channels is 0.20 m. The length, L of the lateral side weir 
is also 0.20 m for both channels. The length of the straight channel is 2.40 m and the lateral side weir is 
installed at 1.10 m from the upstream edge. The curved channel consists of two straight channel parts and the 
bend channel part. R is the radius of curvature. � is the angular measured from the entrance of the bend part 
as shown in figure 1. Both channels are made of the acryl grass. The specification of this channel is shown in 
Table 1. The center of the lateral side weir is located at  = 90 degree. The straight channel can be interpreted 
as the curved channel of which the radius of curvature is infinity. 

Figure 2 shows the schematic view of the lateral side weir. This is the sharp-crested weir. QIN is the inflow 
discharge, QOUT is the outflow discharge and QMEA is the lateral overflow discharge, W is the weir height, L is 
the length of the lateral weir, h is the water depth measured at the center of the channel, h1 is the overflow 
depth measured at the center of the channel, H is the water level measured from the bed. The bed slope of 
both channels is set to be 0, so the water level (H) is identical to the water depth (h). 

The width of our channel is narrow, so the aspect ratio B/h of our experiments is very much smaller than 
that of real rivers. A wide space is needed to set the curved channel. We had to make our experimental  
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channels compact because of the space of our experimental room. This is why the width of the channel was 
narrow. 

The experimental conditions are shown in Table 2. L is fixed at 0.20 m, which is the same as B. The 
parameters of our experiments are W and QIN. h, QOUT, QMEA were measured and the water depths at the 
inner and the outer side wall were also measured in order to check the centrifugal force effect. 
 

 
Figure 1. Over view of open channels. 

 

   
Figure 2. Schematic view of lateral side weir. 

 

3 EXPERIMENT RESULT 
 

3.1 Result of straight channel 
Figure 3 shows the water depth profile in the straight channel for QIN = 0.003 m3/s. The vertical axis 

indicates the water depth (h) and the horizontal axis indicates the distance in the flow direction of x. The origin 
of x is taken at the center of the lateral weir. The broken line shown in the figure indicates the position of the 
lateral weir. 

In the case of no lateral discharge (W = Full), the water depth (h) is almost uniform in x direction. It is 
widely known that the water depth profile increases in the overflow region. These profiles also show the same 
tendency. The clearer this tendency is, the smaller the W is.  

The overflow discharge is in proportion to the power of 3/2 to the overflow depth, h1, if the cross section 
of the weir is rectangular for the front overflow. We check and our experimental results had this property. 
Figure 4 shows the relationship between the lateral overflow discharge (QMEA) and the overflow depth (h1). It is 
found that the lateral overflow is almost in proportion to the power of 3/2 to h1. 
 

(a) Straight channel

(b) Curved channel

Table 1. Specification of curved channel. 
R (m) Straight Part 

1 (m) 
Bend Part 

(m) 
Straight Part 

2 (m) 
0.50 1.40 1.57 1.10 

0.70 1.40 2.20 1.10 

0.90 1.00 2.83 1.10 

 
Table 2. Experimental condition.  

Dimension of Weir Inflow Discharge QIN (m3/s) 
L(m) W(m) 

0.0043, 0.003, 0.002, 0.001 
0.20 0～0.045 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1362 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

 

 

     
                                      Figure 3. Water depth profile in straight channel. 
 

 
                                        Figure 4. Relationship between h1 and QMEA. 

 
In this study, we conducted the experiments for both the straight channel and the curved channel with the 

same cross section from the weir and the same inflow discharge conditions. The relationship between the 
lateral overflow discharge and the overflow depth is discussed. Moreover, the simple lateral overflow 
discharge formulation considers the centrifugal force effect. For the comparison, we will use the following 
lateral overflow discharge formulation. This formulation is Honma formulation for the front overflow modified to 
apply in the lateral overflow (MLIT (2005)).  
 
 

1 1cos 2CALQ C h gh L        [1] 
 

Where g is the gravity acceleration, ,  and C are the model parameters as follow: 
  

C = 0.35 
 

 
If the bed slope, I is less than 1/1580, 
 
 

 

10

1
0.14 0.19 log

I
    , 

10

1
48 15 log

I
      

 

 
If the bed slope, I is greater than or equal to 1/1580, 
 
 

 
1  , 0    

 

 
 Figure 5 shows the fitness of Eq. (1) to the experimental data. The vertical and the horizontal axis 
indicate the experimental lateral overflow discharge (QMEA) and the lateral overflow discharge (QCAL) estimated 
by Eq. (1). Eq. (1) can predict the lateral overflow discharge well, but the maximum relative error is up to 17 % 

0.00 

0.02 

0.04 

0.06 

-1.2 -0.8 -0.4 0 0.4 0.8 1.2

H
(m

)

x(m)

W=Full

W=0.04m

W=0.02m

W=0.00m QIN=0.003m3/s

R=∞

100 

1000 

10000 

0.1 1.0 10.0 

Q
M

E
A
×

10
-6

(m
3 /

s)

h1×10-2(m)

R=∞

3

2

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1363



  
          

  

 

 

    
Figure 5. Comparison between QCAL and QMEA. 

 
3.2 Result of curved channel  

Figure 6 shows the water depth profile in the curved channel for R = 0.50 m and QIN = 0.003 m3/s. The 
meanings of both axes are the same as figure 3. The broken line indicates the position of the lateral weir 
similar in Figure 3. It can be confirmed that the water depth profiles increase in the region of the lateral weir 
similar in Figure 3. 

Figure 7 shows the difference of the water depth between the inner and the outer side walls, H. The 
solid lines shown in this figure are the theoretical lines obtained by Eq. (2). 
 
 2 / ( )H Bu gR                [2] 

 
Where u is the cross sectional averaged velocity. The color of the lines corresponds to R of the same color. 
 

    
                                       Figure 6. Water depth profile in curved channel. 

 

 
Figure 7. Difference of water depth between inner and outer side walls. 
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The experimental results agree with the theoretical lines qualitatively. It is confirmed from this figure that 
the bigger H is, the smaller the radius of curvature R is, and H increases with the inflow discharge QIN. 

Figure 8 shows the relationship between the lateral overflow discharge and the radius of curvature. The 
vertical axis indicates the ratio of QMEA to QIN, here we call it the inflow-overflow ratio, and the horizontal axis 
indicates the radius of curvature, R. The solid vertical lines in Figure 8 indicate the values of the straight 
channel. Here, the experiments with the straight channel of QIN = 0.0043 m3/s were not conducted. It is found 
from Figure 8(a) that when W = 0.025 m, W = 0.020 m for the straight channel, the inflow-overflow ratios are 
taken 0.3 - 0.5 for both the straight channel and the curved channel, no matter what R and QIN are. On the 
other hand, Figure 8(b) shows that the inflow-overflow ratios of the curved channel are larger than that of the 
straight channel. In addition, the ratios of the curved channel become smaller as the radius of curvature 
increases.  

As shown in Figure 7, the water depth at the outer side wall is larger than that of the inner side wall 
because of the centrifugal force. In other words, there is velocity component towards the outer side wall. It 
could be said that this velocity component makes the lateral overflow larger than that of the straight channel, 
especially in the whole water depth when W = 0.00 m. 
 

    
(a) W = 0.025 m for curved channel and W = 0.020 m for straight channel. 

 

 
(b) W=0.00m 

Figure 8. Relationship between inflow-overflow ratio and the radius of curvature. 
 

Figure 9 shows the relationship between the lateral overflow discharge and the overflow depth. Similar to 
Figure 4, the lateral overflow discharge is in proportion to the power of 3/2 to the overflow depth. Therefore, 
Eq. (1) could be used for the lateral overflow discharge formulation. 

Figure 10 shows the comparison between the measured lateral overflow discharge and the discharge 
estimated by Eq. (1). It can be seen that the measured discharges are larger than the estimated discharges. 
In other words, Eq. (1) underestimates the lateral overflow discharge. The table shown in Figure 10 shows the 
averaged values, which are the division of the measured discharges by the estimated discharges. It is found 
from these values that the measured discharges are 20 to 30 % more than the estimated discharges, and this 
value increases as the radius of curvature, R decreases. 
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Figure 9. Relationship between h1 and QMEA. 

 

 
Figure 10. Comparison between QCAL and QMEA. 

 
4 LATERAL OVERFLOW FORMULATION CONSIDERING RADIUS OF CURVATURE 

Here, we try to develop a simple lateral overflow discharge formulation by considering the radius of 
curvature. From the experimental results, we found that the lateral overflow discharges are in proportion to the 
power of 3/2 to the overflow depth, so we can use the same formulation as Eq. (1):  
 
 

1 10.35 2CAL aQ C h gh L      [3] 

 
Where Ca is a new correction coefficient. The effect of the shape of the weir, hydraulic conditions and the 
radius of curvature are introduced to this coefficient. Ca is assumed to be a function of the non-dimensional 
parameters made of the geometrical quantities of the channel and the weir, and non-dimensional hydraulic 
parameters. There are so many formations of the function of Ca. Here, we use the production of the non-
dimensional parameters, which is the simplest formation as shown in Eq. (4): 
 
 

0 1 1a
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        [4] 

 
 
Where C0, , ,   are the model constants, which are determined by the experiments. Fr is the Froude 
number and is defined using the cross sectional averaged velocity and the water depth at the center of the 
channel in front of the side weir. 

Figure 11 shows the determination of each model coefficients. The horizontal axes in Figure 11(a), (b) 
and (c) indicate non-dimensional parameters, 1-W/L, Fr, 1-B/R, respectively. The vertical axis indicates the 

measured lateral overflow discharge normalized by 3
12L gh . In other words, the vertical axis represents the 

discharge coefficient. In these figures, the fitting curve is shown.  
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The power of this fitting curve is the model constant. .L/B is the non-dimensional parameter defined by 
the length of the lateral weir and the width of the channel. L/B is fixed at 1.0 in this study, so we cannot 
discuss the influence of L/B to the lateral overflow. Therefore, the power of this parameter,  is set as 0.  
 1-W/L is the non-dimensional parameter concerning the shape of the weir. This parameter approaches 1 
as W decreases to 0. As shown in Figure 11 (b), the discharge coefficient becomes smaller as this parameter 
increases. The power of this parameter, � is -0.828.  
 

   
(a) Determination of b) Determination of (c) Determination of  

 Figure 11. Determination of model constants.  
 

Fr is the well-known non-dimensional parameter and means the ratio of the inertial force to the gravity 
force. In our experiments, the range of Fr is 0.2 - 1.08. The power of the Froude number,  is - 0.177. The 
discharge coefficient decreases as Fr increases.  

1-B/R is the non-dimensional parameter concerning the radius of curvature. The straight channel can be 
considered as the curved channel of which the radius of curvature is infinity, so 1-B/R is 1 for the straight 
channel. We used the experimental data of the straight channel to determine the power of this parameter. The 
discharge coefficient decreases as this parameter increases. In other words, the discharge coefficient of the 
straight channel is smaller than that of the curved channel, as shown in Figure 8. The power of this parameter, 
 is -0.239. Based on the results of Figure 11, C0 is determined to fit the measured lateral overflow 
discharges. Finally, Ca is given as follows: 
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Figure 12. Comparison between QCAL and QMEA. 

 
Figure 12 shows the fitness of the proposed formulations, which are Eq. (3) and Eq. (5), to the 

experimental data. The vertical axis indicates the experimental lateral overflow discharge (QMEA) and the 
horizontal axis indicates the lateral overflow discharge estimated by the proposed formulation (QCAL). It can be 
seen that the proposed formulation can predict the lateral overflow discharge well in comparison with Eq. (1).  

Figure 13 shows the estimation of the accuracy of the proposed formulation with the radius of curvature. 
The vertical axis indicates the ratio of the measured lateral overflow discharge to the estimated lateral 
overflow discharge, QMEA/QCAL. The horizontal axis indicates the non-dimensional parameter, 1-B/R. The error  
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bars are also indicated in Figure 13. QCAL in the upper figure is obtained by Eq. (1) and that in the lower figure 
is obtained by the proposed formulation. All the center values of QMEA/QCAL in the upper figure are over 1.0. 
This means that Eq. (1) underestimates the lateral overflow discharge. On the other hand, in the lower figure 
these values are nearly 1.0, no matter what the radius of curvature is. The scattering in the lower figure is 
smaller than that of the upper figure. It is also found that QCAL estimated by the proposed formulation for the 
straight channel, 1-B/R = 1.0, is good in comparison with QCAL estimated by Eq. (1). 
 

 
Figure 13. QCAL/QMEA vs 1-B/R. 

 
5 CONCLUSIONS 

In this study, we investigated the characteristics of the lateral overflow in the curved channel of which the 
radius of curvature is constant as the first step to develop the lateral overflow formulation for meandering open 
channels or rivers. We also proposed a simple lateral overflow in the curved channel. The main conclusions in 
this study are as follows: 

i. The lateral overflow discharge in the curved channel is in proportion to the power of 3/2 to the 
overflow depth. 

ii. The Honma formulation underestimates the lateral overflow discharge in the curved channel. 
iii. Based on the experimental data, the lateral overflow discharge formulation for the curved channel is 

proposed.  
The proposed formulation can predict the lateral overflow discharge for both straight and the curved 

channels. However, the proposed formulation is the empirical formulation, which is effective under the 
experimental conditions in this study. As a future task, we will develop the formulation that is more accurate 
and applicable for wide hydraulic conditions. 
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ABSTRACT  
 
Previous studies have shown that most waterway bridge failures are due to local scour, which is the result of 
flow structures and bridge piers interactions. In order to control and reduce the impact of the problem around 
the piers, armoring countermeasures, such as riprap and gabion are commonly used. In this study, to find the 
possibility of reducing local scour around the piers, a flow diversion structure is introduced and used as a 
countermeasure. This triangular prismatic structure with dimensions much smaller than the pier, was installed 
at different spacing upstream of the pier. After achieving equilibrium condition, the bed profile was measured 
and the volume of the scour hole was determined for each experimental test. The above results were 
compared to a test case with no flow diversion structure at the upstream. The results revealed that the 
optimum distance between the pier and flow diversion structure to achieve the maximum reduction of local 
scour, was approximately 1.5 times of the pier diameter. In this situation, the volume of scour hole and the 
maximum of scour depth reduced 61 % and 38 %, respectively. Furthermore, in the control test and the best 
performing test regarding the local scour reduction, three dimensional velocity components were measured at 
35 grid points using an Acoustic Doppler Velocimeter (ADV). The velocity analysis indicated that the proposed 
flow diversion structure could change both the magnitude and the direction of velocity component at the 
upstream of pier, and consequently, reduced the local scour around pier. 
 
Keywords: Local scour; bridge piers; flow diversion structure; piers - flow interaction; velocity components.  
 
 
1 INTRODUCTION   

 Bridges on waterways are important structures for transportation. Local scouring around piers is a 
significant cause of bridges failure. According to a report by Clopper et al. (2007), bridge pier scouring results 
60 % of bridge failures in the United States. The above problem interrupts transport system and then 
produces high financial losses. Therefore, the prediction of local scouring around bridge piers is very 
important. Furthermore, finding a way to control and reduce the local scouring can be very essential and it is 
the focus of this study. The local scouring mechanism around a bridge pier is complex due to the interactions 
of three dimensional flow structures and bridge pier. Many researchers such as Melville (1975), Ettema (1980), 
Qadar (1981), Chiew (1984), Hamill (1999), Melville and Coleman (2000), Richardson and Davis (2001), 
Sheppard (2004), and FODT (2010) have declared that the basic mechanism of local scouring is a system of 
vortices developed around the bridge piers. Figure 1 demonstrates the different components of flow 
contributing to the scour around the bridge piers. As reported by Melville and Coleman (2000), the principal 
features of the flow structure at a bridge pier are down-flow at upstream side of the pier, the horseshoe vortex 
at the base of the pier, the surface roller at upstream side of the pier and wake vortices downstream of the 
pier. 
 

 
Figure 1. Main features of flow around a bridge pier (Hamill, 1999). 
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A number of studies (e.g. Kirkegaard et al. 1998; Ozdemir 2004; Clopper et al. 2007; Park et al. 2007; 
Yanmaz and Gris 2010) have been conducted to control the local scour around bridge piers. Chiew (1992) 
used a slot in and a collar around the pier, as devices for controlling the depth of scour. He concluded that the 
slot alone (with a width equal to one-fourth of the pier diameter) can reduce equilibrium scour depth by 20 %, 
while a combination of slot and collar can further reduce the scouring depth. Melville and Hadfield (1999) 
studied sacrificial piles as a pier scour countermeasure. Sacrificial piles are piles placed upstream of a bridge 
pier for the purpose of protecting it from local scour. They reported that sacrificial piles are recommended, 
when the flow remains aligned and the flow intensity is small. 

To control and reduce local scouring of sediment, riprap is commonly used as an armoring 
countermeasure. Lauchlan and Melville (2001) studied the effects of bed degradation on riprap protection at 
bridge piers and reported that riprap protection is not effective for bed scouring when the channel bed 
degrades. In this situation, the riprap layer disintegrates and cannot protect the pier from local scour. In 
another study carried out by Lauchlan and Melville (2002), riprap failure mechanisms were investigated; and it 
was found that under clear-water conditions, riprap was subject to shear, winnowing, and edge failure; and 
under live-bed conditions, destabilization by bed-form progression, became important as a fourth failure 
mechanism. Furthermore, lowering the placement level of riprap provided a better protection against local 
scour. 

 Bridge pier scour protection by sack gabions was studied experimentally, in a clear water condition by 
Yoon and Kim (2001). They found that the stability of riprap scour countermeasures can be improved in a 
collective body rather than an individual riprap. In addition, sack gabions become much more stable by 
increasing its length. Experimental formulas sizing sack gabion were derived in terms of length and thickness 
of gabion, critical velocity, approach flow depth and pier width. Chiew (2004) investigated local scour and 
riprap stability at bridge piers in a degrading channel and reported that riprap around a pier would eventually 
develop into a stable mound, when the bed shear stresses reduced with bed degradation. However, the 
mound is very vulnerable to another designed flood flow accompanied by large dunes and this type of riprap 
instability may be called bed-degradation induced failure. 

 Dey et al. (2006) found that splitter plate attached to the pile along the vertical plane of symmetry and 
threaded pile (helical wires or cables wrapped spirally on the pile to form threads) were effective to reduce the 
scour depth. They declared that splitter plate divides the flow by two sides of the pile and disrupts the vortex 
shedding from its usual frequency, whereas for threaded piles, the helical wires disturbs the vortex shedding.
 Grimaldi et al. (2009) conducted a series of laboratory experiments to investigate the effectiveness of bed 
sill as a countermeasure against local scouring at a smooth circular bridge pier. Their results showed that a 
bed sill placed at a short distance downstream of the pier reduced scouring depth, area, and volume. In 
particular, smaller distance between two structures has larger effectiveness of the countermeasure. They 
declared that the bed sill seems to be not effective at the beginning of the test and when the scour hole 
develops sufficiently and interacts with the countermeasure, the bed sill is more effective. In another study by 
Grimaldi et al. (2009), the combination of bed sill and slot to reduce local scouring at bridge piers were tested. 
Results of their study showed that best combination of slot and bed sill causes 45 % average reduction in 
scour depth at the upstream of pier. 

 Gogus and Dogan (2010) experimentally studied the effects of collars on scour reduction at bridge 
abutments. They noticed that when the collar width increased and it was placed at or below the bed level, the 
reduction in the maximum local scour depth increased considerably. Moreover changing of the sediment size 
did not affect the optimum location of the collar at the abutment, which yielded the maximum scour reduction 
around the abutment. 

 Nouri Imamzadehei et al. (2016) investigated the effect of geotextile layer in decreasing local scour of a 
cylindrical pier and showed that by using geotextile with an appropriate cover, the scour location moved 
downstream and the scour depth is decreased. 

A review of previously published studies on the local scour countermeasures around the bridge piers 
indicates that the emphasize of most of them is to armor bed sediment as a countermeasure and just a few 
studies have been conducted to change the flow structure for controlling and reducing the local scour. This 
paper suggests applying a flow diversion structure at the upstream of the bridge pier in order to change the 
flow structure around the pier in order to decrease the local scour. The flow diversion structure suggested in 
this study has a triangular prismatic shape with dimensions much smaller than the bridge piers. 
 
2 EXPERIMENTAL SETUP AND PROCEDURE  

 Experiments were carried out using a rectangular laboratory flume with dimensions of 15.0 m long, 0.7 m 
wide, and 0.6 m deep. The flow discharge was supplied from a constant head tank and measured using an 
electromagnetic Danfos flow-meter of 1 % accuracy. This flume has also been equipped with a digital point 
gage of 0.1 mm accuracy to measure the scour hole topography, a micro Acoustic Doppler Velocimeter (ADV) 
to measure the flow velocity component, and a downstream sluice gate to regulate the water depth. 

 The pier diameter was carefully chosen to have no contraction effect on the depth of scour. According to 
Melville and Coleman (2000), to avoid the contraction effect, the flume width should be at least 10 times 
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greater than the pier diameter. In this study, a pier with a diameter of 50 mm was adopted for the tests. The 
flume width to the pier diameter ratio (W/D) was 14, satisfying the condition recommended by Melville and 
Coleman (2000). The flow diversion structure, employed in this study, was built in the shape of a prismatic of 
isosceles triangle with dimensions with a base of 10, and height of 25 mm that was located at the six different 
spacing from the pier (i.e. L/D = 0.5, 1, 1.5, 2, 2.5 and 3.5, where L is the clear distance between the pier and 
the flow diversion structure). Figure 2 shows the experimental test set up schematically. 
 

 
Figure 2. Schematic diagram of the experimental setup (plan view). 

 
The working section in the flume comprised a sediment recess, which was 3.0 m long and 0.12 m deep, 

and was located at the downstream, 9 m from the flume inlet section. The experimental tests were conducted 
using 120 mm thick uniformly graded non cohesive sand with median grain size, d50 = 0.8 mm. According to 
Melville and Coleman (2000), the maximum possible local scour depth for an aligned circular pier is equal to 
2.4D. In this study, sand thickness was selected equal to 120 mm to satisfy the aforementioned criterion. 
Once the diameter of the model pier was determined, the mean grain size of bed material was verified as the 
design criteria developed by Ettema (1980), according to which, the grain size does not affect the depth of 
scour if the pier width to the grain size ratio exceeds a value of about 50. Based on these design criteria, the 
mean grain size of the bed material was checked with the adopted bed material. For this study, the ratio was 
62.5, satisfying the criterion suggested by Ettema (1980). 

At first step of the experiment, the bed material was placed in the sand recess and after levelling the 
sand bed, the pier and the flow diversion structure were carefully installed at the centre line of the flume along 
the longitudinal direction. The flume was initially filled with water using a very small flow rate in such a way 
that the sand bed was not disturbed by the flow of water. As the depth of water approached the target depth of 
flow (0.1 m), flow rate was then gradually increased with extra care up to the designed rate (Q = 21 L/s). The 
tail gate, provided at the downstream end of the flume, was moved up and down to maintain the required 
depth of flow. At the end of the test (after 24 hours), the flow was stopped and all water was drained out from 
the flume. Measurements of the final bed level were carried out using a digital point gage. The experimental 
tests were repeated at different distances between the pier and the flow diversion structure. In addition, a 
control test was conducted without the flow diversion structure, in order to recognise the effects of this 
structure on the amount of local scouring. Furthermore, in the control test and the tests with L/D = 1.5, the flow 
velocity components were measured at 35 grid points on XZ plane of Y = 0 by a micro ADV. The positions of 
grid points and axis coordinates are shown in Figure 3. 
 

 
Figure 3. Schematic diagram of grid points positions for measuring  

velocity components (longitudinal view). 
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3 RESULTS AND DISCUSSION  
The effect of flow diversion structure on local scouring around the pier was investigated. Seven tests 

were carried out with a single pier as well as the single pier and the flow diversion structure with L/D = 0.5, 1, 
1.5, 2, 2.5 and 3.5. The duration of each experiment was 24 hours, because no sediment movement around 
piers was noticed after this duration. Melville and Coleman (2000) introduced a time factor (kt), defined as the 
ratio of the local scour depth at a particular time, to the equilibrium scour depth at the time to reach equilibrium 
scour depth. For this study, the time factor Kt (24 hours) was calculated as 0.96, i.e. 96 % of the equilibrium 
scour depth. All tests were conducted under clear water scour conditions. The critical flow velocity, Vc, for 
sediment entrainment, was predicted using the expression given by Melville and Coleman (2000).  General 
tests conditions are presented in Table 1. 
 

Table 1. Characteristics of Tests. 
Test 
No. 

L/D 
Test time 

(hour) 
Q 

(L/s) 
Water Depth 

(m) 
Mean Flow Velocity 

(m/s) 
V/Vc 

1 
0 (Single 
Column) 

24 21 0.1 0.3 0.96 

2 0.5 24 21 0.1 0.3 0.96 
3 1.0 24 21 0.1 0.3 0.96 
4 1.5 24 21 0.1 0.3 0.96 
5 2.0 24 21 0.1 0.3 0.96 
6 2.5 24 21 0.1 0.3 0.96 
7 3.5 24 21 0.1 0.3 0.96 

 
3.1 Determination of the Maximum Scour Depth and the Scour Hole Volume   

 Table 2 presents the maximum scour depth, the scour hole volume and the reduction percentage of 
these parameters after installing the flow diversion structure. Figures 4 and 5 indicate the maximum scour 
depth and scour volume for each test, respectively. 

 
Table 2. Scour Depth Characteristics. 

Test 
No. 

L/D 
Maximum 

Scour Depth 
(mm) 

Scour hole 
volume 
(mm3) 

Percentage of Max. scour 
depth reduction with 

comparison to the  control 
test 

Percentage of scour hole 
volume reduction with 

comparison to the control 
test 1 

1 0  77 4,866,977 0 0 

2 0.5 61 3,310,937 21 32 

3 1.0 51 2,272,134 33 53 

4 1.5 48 1,895,839 38 61 

5 2.0 54 2,050,803 31 58 

6 2.5 68 2,750,639 11 43 

7 3.5 73 3,229,726 5 34 

 
 

 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 4. Max. scour depth  with consideration of L/D. 
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Figure 5. Scour hole volume with consideration of L/D. 
 

Referring to Table 2 and Figure 4, the maximum scour depth occurred in a single pier case. The scour 
depth decreased when the flow diversion structure was installed at the upstream of the pier. Referring to 
Figure 4, the maximum scour depth reduced with an increase in the spacing between the pier and the flow 
diversion structure up to 1.5D, and then began to increase with an increase in L/D. The maximum reduction of 
scour depth was 38 % and occurred when L/D = 1.5. Similarly, these results were achieved for the scour hole 
volume. As illustrated in Table 2 and Figure 5, when L/D was equal to 0.5, 32 % of scour hole volume was 
reduced. With increasing L/D up to 1.5, the trend of reducing the scour hole volume increased. The maximum 
decline of scour hole volume was obtained to be equal to 61 % when L/D = 1.5, and after that the trend of 
reduction decreased. Hence, according to the dimensions of the proposed flow diversion structure and the 
pier, the optimum clear distance between them to achieve the maximum yield, was near to 1.5 times of the 
pier diameter. In this situation, the maximum scour depth and the volume of scour hole around the pier were 
reduced 32 % and 61 %, respectively. 
 
3.2 Velocity Components 

 In order to find out the velocity components changes at upstream side of the pier by installing the flow 
diversion structure, the stream-wise velocity component (u) and the vertical velocity component (w) at 35 grid 
points (Figure 2) in Tests 1 and 4 were measured by a micro ADV and compared to each other. Figure 6 
shows a comparison of stream-wise velocity component (u) in Test 1 and 4. According to this figure, the 
stream-wise velocities at all grid points in Test 4 were less than those of Test 1. The averages of stream-wise 
velocity components at these 35 grid points in Test 1 and 4 were 0.23 and 0.07 m/s, respectively. It can be 
noted that the flow diversion structure reduced the average of stream-wise velocity component at the 
upstream side of the pier up to 70 %. The intensity of down-flow and horseshoe vortex are dependent on the 
magnitude of stream-wise velocity (u) at upstream face of the pier, therefore, it can be concluded that these 
parameters may be reduced by installing the flow diversion structure at a specific distance from the upstream 
of the pier. 

 Similarly, Figure 7 plots the vertical velocity component (w) in Test 1 and Test 4. The positive value of w 
indicates that the down-flow was reduced by installing the flow diversion structure. The averages of vertical 
velocity component in Test 1 and 4 were -0.015 and -0.006 m/s, respectively, and could be resulted that the 
intensity of down-flow in Test 4 reduced up to 60 % in comparison to Test 1.  
 Accordingly, it can be concluded that the proposed flow diversion structure may reduce the magnitudes 
of velocity components and diverts the streamline at the upstream of the pier and consequently, reduces the 
local scour around the pier. 
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a (P1:P5) b (P6:P10) 

  

c (P11:P15) d (P16:P20) 

  

e (P21:P25) f (P26:P30) 

  

g (P31:P35) 

 

Figure 6. Comparison plot of stream-wise velocity component (u) in Test 1 (without flow diversion 
structure) and Test 4 (with flow diversion structure). 
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a (P1:P5) b (P6:P10) 

  

c (P11:P15) d (P16:P20) 

  

e (P21:P25)  f (P26:P30) 

  

g (P31:P35) 

 

Figure 7. Comparison plot of vertical velocity component (w) in Test 1 (without flow diversion structure) 
and Test 4 (with flow diversion structure). 

 
4 CONCLUSIONS 

 A flow diversion structure in the shape of a triangular prismatic structure has been introduced and 
employed as a countermeasure against local scour around the bridge pier. The findings of this experimental 
study clearly demonstrate the proposed structure affects the streamlines direction and diverts them from the 
upstream of the pier. In addition, the magnitudes of velocity components at the upstream of the pier reduce as 
a result of using the flow diversion structure. The clear distance between this structure and the pier 
significantly affects the reduction percentage of the local scour depth and the scour hole volume. According to 
the dimension of the flow diversion structure and the pier in this study, the optimum distance between them to 
achieve the maximum yield was found to be approximately 1.5 times of the pier diameter. In this situation, the 
scour depth and the volume of scour hole around the pier were reduced 38 % and 61 %, respectively.  
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ABSTRACT  
 
The Mohmand Dam is a 213 m tall concrete-faced rockfill dam (CFRD) under the design by a consortium of 
foreign and Pakistani consultants. The dam is constructed on the Swat River in Pakistan. The hydraulics 
detailing of the project has included large diversion tunnels, one to be converted to a permanent low level 
outlet works and sediment flushing outlet, and a seven-gated headworks with discharge into a 100 m wide 
spillway. A strategic component of the hydraulics studies has been large-scale physical model studies carried 
out by the Irrigation Research Institute, Nandipur, Pakistan. The paper presents the details of the model 
arrangements, particularly the final arrangement, and describes the hydraulic behaviour of a double hydraulic 
jump stilling basin facility as a means of breaking down the high heads for better energy dissipation control. 
While a ski-jump type spillway was considered, the large discharges into rock of relatively modest erosion 
resistance, with consequent deep and laterally extensive scour, made the selection of the hydraulic jump 
basins more attractive. The upper basin was designed to operate with a maximum head of about 100 m, and 
the lower basin was designed to operate with a maximum head of approximately 120 m. The studies 
considered the discharges up to 25,500 m3/s. Detailed pressure transducer measurements of transients were 
made as part of the design of the basins. The chutes utilize a number of aerator steps for aeration of the flows 
along the chutes and into the stilling basins. The paper describes stilling basins and their effectiveness in 
handling such high discharges; basins which are generally based on the configuration of the USBR Type III 
stilling basin, utilizing a variation to the “normal” baffle blocks as a further hedge against cavitation potential.  
 
Keywords: Hydraulic jump; stilling basins; cavitation; aeration; pressure transients.  
 
 
1 INTRODUCTION   

The planned Mohmand Dam Hydropower Project (MDHP) is one of several large power projects that has 
been studied and proposed to utilize the waters from the Himalayas, which flow in a number of large rivers. 
The Mohmand dam site is on the Swat River, approximately 200 km northwest of Islamabad. The location of 
the dam in relation to Peshawar is illustrated in Figure 1. 

The dam site is a well-defined gorge, allowing the construction of a tall dam of modest length. The project 
has passed through a number of studies with a detailed feasibility study preceding the present lengthy study, 
which has derived the spillway arrangement – the subject of the present paper. The feasibility study was 
carried out under the auspices of the Japan International Cooperation Agency (JICA). The present work 
comprises site and dam selection, detailed hydrology, reservoir sedimentation aspects, power station sizing, 
diversion detailing, and hydraulics, which has progressed the earlier studies and has been carried out on 
behalf of the Water and Power Development Authority (WAPDA) by a consortium of consultant companies: 

 SMEC International (Australia), 
 Nippon Khoe (Japan), 
 National Engineering Services (Pakistan), 
 Associated Consulting Engineers (Pakistan), 
 Engineering General Consultants (Pakistan), and 
 BAK Consulting Engineers (Pakistan). 
The diversion works comprise two 15 m diameter tunnels. One is to be developed into a permanent, low 

level outlet facility for necessary releases to the downstream and for drawdown purposes. The power intake 
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will direct flows into a separate tunnel leading to a 800 MW power station on the right bank of the river a short 
distance away from the spillway discharge location. The low-level outlets, with a radial gate control structure is 
the subject of separate physical model studies. 

 

 
Figure 1. Location of the Mohmand Dam Project. 

 
2 HYDROLOGY 

The Swat River system was the subject of detailed hydrologic analysis. In July 2010, the river 
experienced extreme flooding with a discharge estimated as 9,909 m3/s and was considered to have an 
Annual Exceedance Probability (AEP) of 1 in 1,000. The return periods for the Project went through a number 
of studies, updating and finally an accepted series of magnitudes. It was confirmed by WAPDA in January 
2016 that the Project design team should adopt a panel of expert’s recommendation for the Probable 
Maximum Flood (PMF) of 27,427 m3/s inflow discharge. The computed peak value for AEP 1 in 1,000 and 1 in 
10,000 are 10,669 m3/s and 18,640 m3/s, respectively. Figure 2 presents the inflow flood hydrographs at 
Mohmand Dam site. 
 

 
Figure 2. Inflow flood hydrographs. 

 
As will be described later, the energy dissipation arrangement selected a two-stilling basin arrangement. 

The flood routing yielded a PMF outflow discharge from the reservoir of 25,362 m3/s. For the spillway energy 
dissipation design, the design discharge was selected as 90 % of the PMF for the upper stilling basin and the 
AEP 1 in 10,000 discharge for the lower basin. 
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3 SPILLWAY TYPE AND KEY DIMENSIONS 
The proposed spillway was to be located on the left abutment of the dam, following the dam-type 

selection of a concrete-faced rockfill dam (CFRD). This precluded placement of a spillway over the dam. The 
type of spillway received detailed consideration. Originally, the project commenced with the plan to use a flip 
bucket and plunge pool energy dissipation arrangement, for which the plunge pool pre-excavation would be a 
large-volume depression on the river’s left and against a steep excavation of the hill on the spillway’s left. 
Essential to the provision of an acceptable plunge pool dissipater was the consideration of rock scour and its 
longitudinal and lateral extent. Even the pre-excavation of the plunge pool would require a large slope 
excavation on the left side. The site investigations revealed rock largely classified as a foliated schist. Based 
on the Consultant’s experience, it was considered very erodible under the action of velocities around 45 m/s. 

The main issue with the plunge pool erosion, apart from a likely depth to 60 m below river bed level, was 
its lateral expansion and movement with the result that the entire left hill excavation would be undermined and 
be subject to collapse. This in turn would produce a large volume of scoured and collapsed material to form a 
huge blockage in the river, affecting the power station, and the spillway itself.  

The flip bucket-plunge pool arrangement was abandoned and consideration moved to the application of a 
hydraulic jump stilling basin alternative as the means of dissipating the energy from the spillway.  
Following are some design adopted parameters: 

 Full Supply Level (FSL):  EL555 m asl 
 Spillway Ogee Crest Level: EL539 m asl 
 Dam Crest Level: EL563 m asl 
 Parapet Wall Top Level: EL564.5 m asl 
The design team considered several chute and stilling basin arrangements. The headworks also passed 

through a number of alternatives for the number of gates, and whether part of the spillway would remain 
ungated with the crest at FSL. The result was seven gates, each 15 m wide, 5.3 m thick piers, all placed on a 
curved crest alignment on a 500 m radius. The chute was converged from the total crest width of 
approximately 137 m to a width of 100 m. This led to a unit discharge at PMF of approximately 255 m2/s. 

With a reservoir level in the region of EL 560 and the river bed in the dissipation area at EL360, clearly 
the 200 m head placed stringent conditions on the spillway design. Early considerations of a single stilling 
basin indicated the basin inflow velocities around 60 m/s, and in due course, it was decided to investigate the 
use of a double stilling basin configuration, somewhat similar to the arrangement used some decades earlier 
on the Mangla Dam spillway, also in Pakistan. It is the design of the double basin, which is the main purpose 
of this paper. Detailed physical model studies were carried out at the Irrigation Research Institute (IRI), 
Nandipur, Pakistan. 

Figure 3 shows a plan view of the spillway and Figure 4 illustrates a profile, depicting the chute from the 
headworks into the upper basin with an end weir and discharge into the lower basin with an invert level at 
EL348. 
 

 
Figure 3. Plan of the double basin spillway. 
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Figure 4. Profile of the spillway. 

 
The upper basin was designed to operate with a maximum head of about 100 m, and the lower basin 

was designed to operate with a maximum head of approximately 120 m. The studies considered discharges 
up to 25,500 m3/s. Detailed pressure transducer measurements of transients in the upper basin were made as 
part of the design of the basins, and the chutes incorporated several aerators along the length of the chutes, 
the geometry of which was studied and varied on the hydraulic model.  
 
4 HYDRAULIC MODEL DESCRIPTION 

The model was built and tested with a scale of 1:60. Figure 5 shows a general arrangement plan of the 
model boundary. It serves to show the dam, the left abutment spillway location, the power station on the river 
bank (located to avoid significant effects from the spillway discharges). Each stilling basin was designed 
initially with estimation of spillway losses, and basin length and depths based on the hydraulic jump 
characteristics, on the basis that a USBR Type III arrangement would be used. The basins were provided with 
conventional chute blocks, and baffle blocks were sized according to the jump characteristics and the USBR 
guidelines. The model was constructed in Perspex and instrumented with a large number of piezometers and 
several locations for pressure transducers. Figure 6 is a general view of the model in operation. 
 

 
Figure 5. Coverage of the spillway model. 
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Figure 6. View of the model operation. 

 
5 THE MODEL STUDIES 

The paper focuses on the key and major aspects of the hydraulics, leading to a final design arrangement. 
In several ways, the estimates made and used as the basis for the early construction were found to be 
wanting, and the progressive changes not only showed the value of the model investigation but produced 
confidence that a workable and safe design could be achieved. As an indication, several aspects of the model 
dimensions and details were summarized in the following, which were subject to change: 

 Length and end weir height for the upper basin, increased from 90 m to 12 0m and 14 m to 16 m, 
respectively. 

 Number and location of the aerators, reduced from six to five – two on the upper chute and three on 
the lower chute. 

 Variation in the height and slope of the aerator ramps. 
 Height, location and number of the baffle blocks in the upper basin, and 
 Invert level of the lower basin (lowered from EL 355 to EL348). 
The baffle block dimensions were a departure from the conventional USBR shape, as it was decided to 

utilize the shape developed by USBR studies of a “supercavitating” block during testing for the Folsom Dam 
auxiliary spillway (USBR, 2009). The purpose was to “push the limits” for which baffle blocks could be used in 
a cavitation environment, meanwhile ensuring generous aeration of the lower flow layers in the chute and into 
the stilling basins.  

While the prototype aerator performance will depart somewhat from the model indications, experience 
has shown that a sound representation of the nappe geometry and the induction behavior can be obtained 
from suitable modelling. The aerators on the Mohmand model showed that the nappe profiles well and the 
performance led to the lowering of ramp heights in some cases, to reduce the length of the aerated zone as 
well as relocating the aerators to command the chute length sufficiently to provide assurance that the full 
chute flow would have adequate aeration. There is sufficient experience, the model and prototype, to allow 
confidence in the designs, both in their location and in the air duct areas to meet the demands of the jets from 
the ramps. Figure 7 shows the dimensions of the five aerators. 

As summarized above, the upper and lower basin geometry was changed. The estimated length of the 
upper basin was initially 90 m. This was found to be inadequate, with an incomplete jump length before flow 
passed over the end weir. Lengthening to 120 m and raising the end weir height provided good retention of 
the hydraulic jump. However, part of the success was attributed to the size and placement of the baffle blocks. 
Originally, with the shorter basin, they were 8.4 m tall. With the longer basin and end weir height increase, 
baffles with a height of 7.2 m were sufficient. The tailwater levels are dictated by the Munda Headworks 
barrage, some 5 km downstream of the dam site. With the variation in the spillway flows and the effects of the 
barrage, a tailwater curve was adopted. With its finalization and operation of the model at the basin design 
discharge, the basin floor was lowered by 7 m, which was found sufficient to provide jump retention even up to 
the PMF. 
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Figure 7. Final aerator geometry. 

 
6 PRESSURE TRANSIENTS 

The high-energy conditions in both stilling basins dictated close consideration of the pressure transients 
in the stilling basins for the purpose of the slab and anchoring design. The project team was able to introduce 
a capability to the laboratory to use multiple pressure transducers with associated analogue-digital capture of 
transients, as the basis of transients measurements, particularly in the highly turbulent conditions at the 
upstream end of the basins (upstream of the line of baffle blocks).  

Figure 8 shows the deployment of eight transducers on the floor of the model upper basin, and simply by 
way of illustration, Figure 9 shows a small part-sample of the 2,300 s (prototype time) total capture of the 
transients at two of eight transducers in the upper basin. The information, together with cross correlation 
analysis of signals from pairs of transducers and spectra (from analysis by the Manly Hydraulics Laboratory, 
Australia), provided information for the design of the basin floor thickness as well as anchors. 
 

 
Figure 8. Placement of transducers in the upper basin for one test configuration. 

 
A sample of the spectral density plots for one transducer for the PMF is shown in Figure 10. Clearly, the 

major fluctuations power is around 1 Hz or less, frequencies which are well within the “capability” of the 
structure floor slabs to respond and therefore, it is relevant for any dynamic analysis of the slab/anchor 
system. 

 
7 CONCLUSIONS 

The paper, describing detailed studies on a physical model, shows the value of the exercise in improving 
significantly on desk-type estimates. A number of aspects of the hydraulic structures should to be addressed 
by making significant modifications to the stilling basins, the aerators, and the stilling basin appurtenances. 
The spillway conditions are major by all comparisons, operating at high heads and with very large potential 
discharges. The use of the double stilling basin presented a workable and desirable option for the spillway to 
fit within a relatively narrow corridor with a high mountain (and appreciable excavation) on one side and the 
dam on the other side. The model results allowed confidence in the detailed design exercise which followed. 
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Figure 9. Sample transient pressures at two transducers, upper basin. 

        

  
Figure 10. Sample spectral density plot for transducers 0 and 5 for the PMF. 
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ABSTRACT 
 
This paper describes preliminary results of a project investigating the scour and hydrodynamic effects of 
debris blockage at masonry bridges. Debris blockage, which is often cited as one of the primary causes of 
bridge failures in the UK and around the world, results in a larger obstruction to the flow leading to increased 
flow velocities, scour and hydrodynamic forces, compared to the conditions without debris. This, in turn, can 
affect the structural stability of bridges, for example, by undermining their foundations. Masonry bridges, many 
of which are valuable historical assets, are particularly vulnerable to debris blockage due to their short spans 
and low clearance. The reported study, being undertaken at the Centre for Water Systems at the University of 
Exeter, has two main phases: (i) laboratory experiments and (ii) CFD simulations. In the first phase, a 0.6m-
wide and 10m-long flume is utilized to study the flow hydrodynamics and scour associated with pier/bridge 
models in several reference scenarios. The geometry of the pier/bridge and debris models are kept 
approximately similar to prototype conditions, with hydraulic conditions of the experiments designed to the 
degree that laboratory constraints allow to maintain Froude similarity. Velocities and scour are measured via 
an acoustic Doppler velocimeter and echo-sounding concept. Experimental results are used to calibrate and 
validate CFD models which can later enable simulation of more complicated scenarios. This paper will report 
these preliminary results from both experimental and CFD phases. Preliminary experimental results highlight 
the significance of debris existence in enhancing scour due to increasing flow downward velocities. 
Preliminary results from CFD modelling also show good agreement with experimental results.  

 
Keywords: Debris blockage; masonry bridges; scour; laboratory experiments; CFD. 
 
 
1 INTRODUCTION   
 Debris has been acknowledged for many years as a major factor affecting the risk of bridge failure during 
floods (Laursen and Torch, 1956; Chang and Shen, 1979; Diehl, 1997; Parola et al., 2000). It increases the 
effective width of a pier and constricts flow, thereby reducing conveyance and increasing water levels at the 
pier/bridge. These effects, in turn, enhance the hydraulic loading on structures such as culverts, bridge piers 
and abutments, and worsen scour (e.g. May et al., 2002; Bradley et al., 2005; McKibbins et al., 2006; Lagasse 
et al., 2010; Wallerstein et al., 2010; Arneson et al., 2012; Benn, 2013). Masonry bridges, which constitute 
40% of the UK bridge stock (Bridle and Sim, 2009), are particularly vulnerable to debris blockage due to their 
special geometry that typically includes short spans and low clearances. The majority of masonry bridges, 
including a significant number classified as cultural and engineering heritage structures, were designed 
hundreds of years ago to withstand flood events less severe and less frequent than those happening today 
(RSSB, 2005). Consequently, during the flood events of the past decade such as those due to the storms (e.g. 
Storms Desmond and Frank) of winter 2015/16, hundreds of masonry bridges suffered significant damage 
with a few even taken to total collapse. 
 Despite recognising the role of debris in increasing the risk of bridge failure, the current UK guidance for 
assessment of bridge structures under hydraulic action (May et al., 2002; Highway Agency, 2012; Kirby et al. 
2015) fails to provide a reliable approach for accounting for the scour and hydrodynamic effects of debris 
blockage. Presently the commonly adopted approach to predict scour due to debris blockage is by increasing 
pier width based on the original “effective pier width” concept of Melville and Dongol (1992). This concept 
substitutes debris and original pier with a pier with an increased width and does not explain the explicit effect 
of debris on flow hydrodynamics. However, while still recommended in the recently revised CIRIA manual for 
evaluating scour at bridges (Kirby et al., 2015), this approach is known to overestimate effective pier width 
(Lagasse et al., 2010). The current project is aimed at improving this approach at next stages.  
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 Previous research on pier scour due to debris is limited to pier geometries or pier arrangements which 
are not representative of masonry bridges (e.g. Pagliara and Carnacina 2011, 2013). Also, available 
investigations have mainly focused on single pier and not the whole bridge (e.g. Lagasse et al. 2010). This is 
particularly important considering the significant number of failures of single span structures on small 
watercourses due to abutment scour (Benn, 2013). Therefore, there is a pressing need for scientific research 
to fill the knowledge gaps with respect to the hydrodynamic effects of debris blockage. Accordingly, a project 
was defined to investigate the effects of debris blockage on flow pattern, scour and hydrodynamic loads at 
masonry bridges under flood conditions. This project has three phases: (i) Flume experiments, (ii) CFD 
simulation, and (iii) Assessment guidance development. The goal of the first phase is to test reference 
scenarios of flow, debris and structure combinations to provide data for the development of numerical models 
and their validation in the second phase, i.e. CFD simulations. Scenarios at full-scale with real-life hydraulic 
conditions will then be simulated via developed CFD codes, and results from both phases will be used to 
develop an assessment guidance in the third phase of the project. Project outcomes will be built into the 
existing UK guidance (Kirby et al. 2015) for assessment of bridges under hydraulic action, and is expected to 
enable improved management of bridges at risk to debris blockage. A detailed review of the project 
background and methodology is presented in Ebrahimi et al. (2016). The present paper reports on preliminary 
results from flume experiments and CFD simulations.    

 
2 FLUME EXPERIMENTS   
 Flume experiments were carried out in a sediment recirculating flume that is 0.6m-wide, 0.65m-deep and 
with a 10m-long working section. The flume is equipped with a 3-axis traverse system for positioning 
instruments at predefined (x, y, z) coordinates, with x, y and z being streamwise, cross stream and vertical 
directions. Flume experiments are designed to understand the effect of simple cylindrical debris on flow 
hydrodynamics and scour around a single pier. The flume’s relatively small width does not allow for scaling 
down of all relevant hydraulic quantities such as pier geometry and sediment size proportionately. However 
experimental scenarios are still suitably representative of real conditions, and sufficiently varied to support 
CFD validation, which is the main purpose of the experiments. 
 
2.1 Hydraulic conditions 
 The hydraulic conditions for the experiments discussed in this paper are summarized in Table 1. 
Experiments 1-2 were carried out to investigate only scour, while in experiments 3-4 both flow hydrodynamics 
and scour were measured (see subsections 2.3 and 2.4). In the table, B = flow width, d50 = average grain 
diameter of sediment, h = approach flow depth, Q = flow rate, R = flow Reynolds number (= Vh/ν, with V = 
Q/(Bh) and ν being the mean flow velocity and fluid kinematic viscosity, respectively), F = Froude number (= 
V/(gh)1/2, where g stands for acceleration due to gravity), R* = roughness Reynolds number (= v*ks/ν, with v* = 
(gSRh)

1/2 as shear velocity, where S and Rh stand for longitudinal slope of the bed and hydraulic radius, 
respectively, and ks = 2d50 is granular roughness, Kamphuis, 1974), and Vcr = critical mean flow velocity for 
initiation of sediment motion (calculated as Vcr = V/η*

1/2, where η* is flow intensity calculated according to Yalin 
and da Silva, 2001). LD and DD are length and diameter of cylindrical debris.  
 

Table 1. Hydraulic conditions of experiments at present paper (B = 60 cm, d50 = 1.37 mm). 

Experiment 
Approach flow 
depth ± 0.05 

Discharge ± 0.1  R F R* V/Vcr 
Debris 
Shape 

Debris 
Length 

Debris 
Diameter 

 h (cm) Q (l/s)      LD (cm) DD (cm) 

1 7.9 19 31673 0.46 78.5 0.95 Cylindrical 30 1.9 

2 7.9 19 31673 0.46 78.5 0.95 Cylindrical 30 3.2 

3  13.1 35 58349 0.39 81.9 0.99 No debris - -  

4 13.1 35 58349 0.39 81.9 0.99 Cylindrical 30 3.2 

 
 Reynolds number scaling is relaxed while keeping the flow turbulent (R > 2000-3000, Chanson, 2004). In 
addition, instead of having strict Froude similitude between model and prototype, flow is generally kept 
subcritical (F < 1). In all tests, the flow is uniform, and in fully rough regime of turbulent flow (R* > 70, Yalin 
1992; Yalin and da Silva, 2001). Experiments are carried out in clear-water scour conditions with V/Vcr being 
close to 1 in order to maximize scour depth. 
 Sediment in the current experiments is uniform silica sand with average grain diameter d50 = 1.37 mm 
and uniformity coefficient d60/d10 = 1.37. d50 was identified based on 

 Having a rough turbulent flow (R* > 70); 
 Avoiding ripple forming sand (d50 < 0.6-0.7 mm, Raudkivi and Ettema, 1983; Ettema et al., 1998); 
 Availability of the grain size on the market. 

A compacted sand bed with sufficient thickness (based on the scour estimate, see Ebrahimi et al., 2016) was 
then installed in the flume. In order to maximize the number of experiments, duration of each experiment was 
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5 hours. While this is not sufficient for reaching equilibrium scour depth (Melville and Chiew, 1999), since all 
experiments with and without debris were run for the same duration, the results enable quantifying the effect 
of debris on scour, which is the central aim of this project.  
 
2.2 Scaled models 
 As shown in the plan view schematic presented in Figure 1, the scaled single pier features two triangular 
cutwaters which are a typical feature of masonry bridges in the UK. Each cutwater is an isosceles triangle with 
base angle 45°. A pier width of 50 mm was chosen. This is much less than 1/6th of the flume width (B = 600 
mm), the maximum pier size recommended for experiments to avoid adverse effects of side walls (Frostick et 
al., 2011). Pier streamwise length is 156 mm resulting in a width-to-length ratio of 0.32 that matches the 
average aspect ratio estimated for several masonry bridge piers mainly in Devon, UK (personal 
communication with Devon County Council, 2015).  
 Debris shapes, dimensions and types can vary from one stream to another in practice. However, to begin 
with, scaled debris in the experiments were represented with simple cylindrical elements representing a tree 
trunk without rootwads. Although strict scaling of debris was not required in the experiments, a sensible 
diameter/length ratio of cylindrical debris DD/LD was kept near 0.059 which is the average of the 
diameter/length ratios suggested by several field studies in US, Germany and Italy (Beechie and Sibley, 1997; 
Diehl, 1997; Kail, 2003; Comiti et al., 2006; Magilligan et al., 2008). The debris length, LD , was 30 cm 
(covering half of the flow width) and diameter, DD, was 1.9 cm. Also, an additional scenario with LD = 30 cm 
and DD = 3.2 cm was used to quantify the effect of cylindrical debris diameter on scour. Cylindrical debris was 
fixed to the pier cutwater nose just below the free surface of approach flow (Figure 1). Debris was fabricated 
by 3D printing using nylon powder. This is thought to be a useful technique to fabricate more complicated 
debris shapes in the next stages of the project. 
 

 
Figure 1. Schematics of experiment 5: Left. Plan view (x shows flow direction); Right. Cross-section. 

 
2.3 Measurements 
 The flow rate was measured using an electromagnetic flowmeter (resolution ±0.1 l/s) installed in the 
suction pipe of the centrifugal pump. Approach flow depth was quantified using a digital point gauge 
(resolution 0.01 mm) mounted sufficiently upstream the pier to read undisturbed free surface elevation. During 
a 5-hour experiment, mean deviation of free surface elevation from its average was 0.5 mm (see Table 1).  
 Initial flow velocity field was measured only in experiments 3 and 4 and without any sediment in the 
flume. Therefore, bed roughness was different in flow experiments and the corresponding scour experiments. 
However, this was envisaged to be useful for investigating overall effect of debris on flow pattern and 
providing validation data for CFD modelling. Velocity measurements were carried out with the aid of a Vectrino 
Profiler ADV (accuracy 0.5% of measured velocity), installed on the 3-axis traverse system. Velocity 
measurements were performed on a grid of 20 predefined (x, y, z) coordinates. Velocity data collection 
duration at each point was between 3-20 minutes depending on the degree of turbulence and velocity 
fluctuations at that point.  
 Final scour geometry was measured after stopping the flow carefully to avoid any disturbance to the 
scour topography. Measurements were carried out using the distance measurement feature of ADV probe 
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(accuracy of 0.5 mm) by moving the probe over a grid of ~ 240 predefined (x, y) points at one side of the 
flume (due to symmetry). Near the pier boundaries where ADV was unable to measure bed distance, 
additional points were measured manually using the point gauge. The scour topography, a sample of which is 
shown in Figure 2, was then produced by putting the measured distances together.  
 
2.4 Results 

In this section, scour results are presented first. Afterwards, velocity pattern, as the scour underlying 
process, is discussed.  
 
2.4.1 Scour 
 Maps of scour final topography in experiments 1-4 are illustrated in Figure 2a-d. Maximum scour, ds,max, 
was invariably located at the side edges of upstream cutwater marked by the yellow line. As can be seen, in 
high flow depth, i.e. tests 3 & 4, maximum scour increased from 95.7 mm to 112 mm, i.e. 17% increase. Also 
in low flow depth, maximum scour increased from 78.7 mm in test 1 to 87.8 mm in test 2, corresponding to 
11.5%. In other words, for tested debris sizes, existence of debris has a higher effect on scour compared to 
that of debris dimensions. Role of debris in enhancing scour can be explained by analysing velocity pattern 
which is presented in Subsection 2.4.2. 
 

 
Figure 2. Maps of scour final topography: Experiments 1-5 (a-e). Yellow line marks location of maximum 

scour depth ds,max. 
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2.4.2 Velocity 
 In order to have an overall picture of the flow pattern, initial velocity vector fields corresponding to 
experiments 3 and 4 are shown in Figure 3. It should be noted that velocity measurements were carried out 
without any sand in the flume and so with different roughness compared to scour experiments. Velocities were 
measured at twenty nodes in x-y plane numerated 1 to 20 by red colour (Figure 3a) and with resolution ~1 mm 
in vertical direction. Some of the nodes and vectors are removed for better visibility. Also velocities closer than 
~4 cm to the free surface and ~1.5 cm to the bed were not measurable with the utilized instrument.  

As can be seen overall velocity fields look similar in experiments 3 and 4. Velocity patterns upstream 
from the pier (e.g. node 1) are more or less similar in both cases. Downstream from the pier (e.g. nodes 14 
and 16), velocities are significantly smaller due to the blocking effect of pier and, as expected, this effect is 
somewhat larger in the case with debris. Flow acceleration can be seen beside the pier (e.g. nodes 9 and 10) 
which is due to the narrowing effect of the pier on cross-section and this effect is somewhat larger in the case 
with debris. 
 A closer look at vertical velocity components reveals effect of debris in enhancing scour that was 
described in Subsection 2.4.1. As noted by many researchers (e.g. Hjulström, 1939; Yalin, 1992; van Rijn 
1993 amongst others), vertical velocities can affect sediment movement significantly. Vertical component of 
velocity would loosen and lift sediment while horizontal velocity components remove sediment downstream. 
Here, this scour enhancing effect is demonstrated by analysing vertical velocities upstream the pier nose in 
experiments 3 and 4 as shown in Figure 4. In this figure, vertical velocities, i.e. w along z, are exaggerated five 
times for better visibility. According to the observation by the authors during the experiments, scour initiated at 
upstream cutwater of the pier. The closest nodes to the pier upstream being common in experiments 3 and 4 
are nodes 3-5. In Figure 4, velocities at these nodes are compared between the two experiments. As shown, 
longitudinal velocities, i.e. u along x, are within the same order; but vertical velocities are substantially larger in 
experiment 4 with debris. Debris not only partially blocked the cross-section but also diverged the flow toward 
the bed and increased vertical velocities. Mean values of vertical velocity at all three nodes, calculated by 
averaging vertical velocities over the whole velocity profile, were similar and ~ -0.85 and -2.5 cm/s at 
experiments 3 and 4, respectively.  
 In other words, debris resulted in increased downward velocities ~ 2.9 times on average throughout the 
whole velocity profile. This enhancement was between 1.2 and 6.4 times with an increasing trend toward the 
upper border of the measured profile. It is expected that vertical velocities at higher elevations which are 
closer to debris are affected more than velocities at lower elevations. Consequently, it is expected that in 
shallower flow, near-bed elevations see higher effect of debris compared to a deeper flow, and so larger 
enhancement of scour. This will be investigated in the next stage of the current project.  
 

 
Figure 3. Initial velocity fields in tests 3 (a) & 4 (b). Velocities were measured at nodes numerated by red. 

Dash line represent free surface elevation & blue vector is reference. 
 

 
Figure 4. Velocity vectors in x-z plane in experiments 3 and 4 at nodes 3-5 (x = -81.25 mm). Velocity 

components along z are exaggerated five times for better visibility. 
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3 CFD SIMULATIONS   
 

3.1 Model description 
 Throughout this work Computational Fluid Dynamics (CFD) is utilised to effectively model the 
experimental conditions found within the flume. The Unsteady Reynolds Averaged Navier-Stokes (URANS) 
equations governing fluid flow are solved numerically using the open-source CFD toolbox, OpenFOAM. 
OpenFOAM is developed based on the Finite Volume Method (FVM). The FVM is used for describing and 
evaluating the partial differential equation in form of algebraic linear equations. OpenFOAM includes various 
modelling capabilities, e.g. multiphase flow. There are several methods such as Mixture, Euler-Euler and 
Volume of Fluid (VOF) to simulate multiphase flows in OpenFOAM.  The VOF method is one of the most 
widely used technique for tracking the interface between air and water and is often used for describing free 
surface flows. Therefore, the VOF method has been utilised in order to account for the free surface that is 
present within the flume. Turbulence modelling was achieved via the use of the k-ω SST model. 
 Two sets of simulations were conducted: a single phase simulation solved with the time dependent solver 
pimpleFoam and a multiphase simulation solved with interFoam. Both simulations use the flow conditions 
found in Experiment 3 in Table 1. The single phase simulations employ a slip boundary at the top of the 
domain in order to closely replicate experiment. The multiphase simulations account for both water and air 
phases with an interface separating them. The main motivation for this comparison was to investigate the 
Froude number effect on the flow field found around the pier and to deduce its potential effect on scouring at 
the piers base. The fluid domain is a complete replica of the experimental flume’s geometry. This ensured 
continuity between both experiment and numerical modelling and facilitated direct comparisons. A fully 
structured mesh consisting of 8 million and 15 million cells, respectively, is used throughout both simulations. 
 
3.2 Model validation 

Four locations of interest around the pier were selected in order to investigate how the free surface 
affects the flow field. As an auxiliary effect the turbulence models effectiveness in capturing the shearing of 
the flow around the pier was also investigated. Point 1 denotes the upstream location, this was used to 
establish identical velocity profiles ensuring the inlet conditions were similar for both experiment and 
simulation. Point 2 is located 50 mm upstream of the pier. Point 3 and 4 are both located 35 mm from the pier, 
the location of which can be found in Figure 5.   
  

 
Figure 5. Location of sampling lines in CFD simulations. 

 
 The average streamwise velocities are sampled over the whole depth of the flow and are compared with 
those results recorded by the ADV, the results of which can be found in Figure 6. The y coordinate i.e. 
distance from the bed is normalised by the piers diameter and the streamwise velocities are normalised by the 
free stream velocity. 
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Figure 6. Normalised streamwise mean velocity profiles at four locations around the pier. 

 
Looking at P1 it can be seen that the velocity profile is in good agreement for both simulations with the 

experimental data. There is a good match across the whole profile showing that the approach flow is 
accurately captured by the simulation. P2 highlights the effect the free surface has on the velocity profile, in 
contrast to the single phase simulation the velocities are noticeably retarded showing differences up to 12%. 
The boundary layer captured is in very good agreement with the experimental data. In this flow configuration a 
bulge is often present at the free surface often called a ‘surface roller’ this phenomenon is present within the 
model and is retarding the flow field across the depth of the flow.  

P3’s location is of great interest as this is the area in which the Froude number has its greatest effect. 
Looking at Figure 7, the surface jump is shown as the gravity forces begin to dominate the approach flows 
velocity. This phenomenon is present solely due to the hydrodynamics caused by the pier’s geometry. There 
is a global increase in velocity as the flow is driven around the pier, the surface jump feeds into this process 
skewing the profile near the bed. Behaviour that isn’t present within the single phase simulation, although it 
can be seen that the single phase simulation is in better agreement in this area suggesting that the free 
surface effect is being overestimated.   

Finally, P4 shows good qualitative agreement with experiment, especially in the multiphase simulation. 
The simulations overestimate the velocities shown in the experimental data but the overall behaviour is 
captured. It is evident from these results that the free surface effects have a large impact on the immediate 
flow field found around the pier. 

 
Figure 7. Free surface elevation around pier. 
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4 FUTURE RESEARCH 
 

4.1 Flume experiments  
 Future experimental research will investigate scour at single span arch bridges due to debris blockage 
and the effects of various debris geometries such as a realistic tree trunk with rootwads. The project will also 
measure hydrodynamic pressures and forces using pressure sensors and load cells respectively. To the 
extent that time restrictions allow, effect of unsteady discharge and sediment grain diameter will also be 
investigated.  
 
4.2 CFD simulations 

Results from CFD simulations that for this geometry free surface effects are important even at relatively 
low Froude number. Although standard guidelines suggest a Froude number of less than 0.2 (Roulund et al. 
2005) to omit the use of a free surface this facility is highly desirable. In an effort to predict real life conditions 
i.e. flooding this constraint is never going to be satisfied, also with the implementation of debris models the 
effect this has on the free surface is of great importance.  

Building on these baseline simulations, the debris models will be implemented and solved with interFoam 
in order to account for the free surface. These will be compared directly with experimental results for further 
validation of the CFD models. Later the hydrodynamic effects of complex debris accumulations that are out of 
the scope of the experimental work such as block accumulations will be explored using CFD. The effect of 
Froude number on the free surface drop around the frontal corners of the pier will be explored to deduce how 
flooding conditions can exacerbate the scouring process. 

A multiphase scour model will be developed which will run alongside interFoam. This will enable scour 
simulations in which the experimental data gathered in the flume can be directly compared and will enable 
validation.  
 
5 CONCLUSIONS 

Main findings of the present work are as following. 
 Debris increased downward flow velocities and thereby scour at the base of the pier. 
 The results between experiment and multiphase simulations show good overall agreement with an 

error estimated to be less than 10%. 
 The Froude number of the flow has a large effect on the immediate flow field. 
 From the baseline simulations the free surface has been effectively captured via the VOF method. 
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ABSTRACT  
 
Results of three-dimensional (3D) Detached Eddy Simulation (DES) are used to investigate the changes in 
flow and large-scale coherent structures within a high-curvature open channel, with and without an isolated 
spur dike located on the outer bank of the channel. The flow of an 1800 bend is simulated, in which the ratio 
between the bend curvature to the channel width is 1.25. The channel contained a flat bed, which represents 
the initiation of the scour process. The Reynolds number and Froude number are calculated using the channel 
depth at the inflow and the flume-averaged velocity were around 125,000 and 0.68, respectively. The cross-
stream secondary flow and anisotropic effects play a crucial role in the redistribution of the streamwise 
momentum and influence significantly the distribution of the bed shear stress, which in turn, determines the 
capacity of the flow to entrain sediment. The presence of the isolated spur dike complicates the flow filed 
within the channel more, causing additional coherent structures to form around it. The eddy content is very 
rich within the flow field as compared to the case without the spur dike. It is shown that the secondary flow cell 
forming along the outer bank in the curved channel is not present once the spur dike is introduced. Moreover, 
there are differences in the bed shear stress distribution because of the inclusion of spur dike. In overall, the 
bed shear stress values get smaller within the curved reach whereas the patch of large shear stress values 
are shifted towards the inner bank once the spur dike is introduced.  
 
Keywords: Open channels; coherent structures; detached Eddy Simulations; spur dike; secondary flow.  
 
 
1 INTRODUCTION  

Meanders observed in natural rivers considerably change the flow structure and increase the erosion 
capacity of a river along the bed and channel banks compared to the straight river reaches. Redistribution of 
the streamwise velocity, the secondary flow (cross-stream recirculation) and the coherent structures forming 
as a result of the curvature, causes a constantly evolving river morphodynmics with the continuous scour and 
erosion processes. In a strongly curved river, high core of streamwise velocity shifts towards the outer bank 
creating a pool as a result of scour along the outer bank. Meanwhile, the deposition of the sediment along the 
inner bank causes a bar formation. 

The main cell of cross-stream circulation occupies most of the channel cross section during the initial 
stages of the scour (Blanckeart, 2010). After the development of pool and bar formations, the main cell 
occupies only the deeper part of the channel’s cross section. Together with the main cell of cross-stream 
circulation, several other streamwise oriented vortical (SOV) cells are observed close to the inner and outer 
banks of the channel (Koken et. al. 2013). While the formation of a secondary cell at the outer wall was 
observed in curved reaches over a wide range of R/B ratios (R is the mean radius of curvature of the channel 
and B is the mean channel width), the formation of SOV cells at the inner bank is observed only for sharply 
curved channels (R/B < 2). As R/B decreases, the degree of non-linearity of the interactions between the 
cross-stream flow and the streamwise momentum increases. The same is true for turbulence anisotropy 
effects which are responsible for the formation of the secondary cell close to the outer bank, which rotates in 
the opposite direction as compared to the main cell of cross-stream circulation (Blanckaert and de Vriend, 
2004; Blanckaert, 2011). 

Spur dikes are constructed at the outer bank of a curved channel to protect it from scour. However, the 
intricate flow within the curved channel reach becomes even more complicated with the inclusion of the spur 
dike. Local flow features around isolated spur dikes within a straight channel (Koken and Constantinescu 
2008, Paik et. al. 2010, Bressan et. al. 2011, Koken 2011) and flow in a curved channel (Constantinescu et. 
al. 2011, Kashyap et. al. 2012, Koken et. al. 2013)  are investigated in the literature. However, there is no 
study that investigates the flow physics around a spur dike located in a curved channel. Because of the 
massively separated flow and the presence of the unsteady vortical structures within the flow domain, 
numerical eddy resolving techniques, such as LES (Large Eddy Simulation) or DES (Detached Eddy 
Simulation), are the most appropriate methods for investigating flow around spur dikes in a highly curved 
channel bend. Bed shear stress distribution along the bed and banks can be calculated and the unsteady 
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dynamics of the coherent structures can be accurately predicted with these methods. It is shown that these 
methods provide a more accurate description of the mean flow and turbulence statistics in complex turbulent 
flows, such as flow in curved open channels (Keylock et al., 2012; Rodi et al., 2013). One of the main reasons 
for their better accuracy is that as the large-scale flow is resolved by these simulations, turbulence anisotropy 
effects associated with the large scales can be easily captured. 

DES is used in the present study to show the changes in the coherent structures and the bed shear 
stress distribution in a sharply curved 1800 bend with and without a spur dike attached at the outer bank of the 
channel.  
 
2 NUMERICAL MODEL 

Spalart Almaras type DES model is used in the current study where no wall functions are utilized close to 
the solid boundaries. The code uses fractional step method to integrate 3D incompressible Navier-Stokes 
equations on generalized curvilinear coordinates. Convective terms in the momentum equations are 
discretized using a blend of fifth-order accurate upwind biased scheme and second-order central scheme. All 
the other terms in the momentum and pressure Poisson equations are approximated using second-order 
central differences. More details regarding the code can be found in Koken and Gogus (2015).  

Results of two simulations in a 180o curved channel are presented here. One without a spur dike (case-
NS) and one with a spur dike are attached on the outer bank of the channel (case-S). All the quantities used in 
the simulations are non-dimensionalized using the flow depth (D = 0.15 m) and the average flow velocity (U = 
0.83 m/s). The dimensions of the numerical model are given in Figure 1. The channel has a straight incoming 
reach of 33D length, which is followed by a 180o bend and continue with another straight reach of 45D length. 
Width of the channel, B, is 8D whereas the channel curvature, R, along the centerline is 10D. A spur dike with 
a length of 2D and a width of 0.33D is attached on the outer bank of the channel within the curved section at 
30 degrees. The spur dikes make a right angle with the incoming flow. In both simulations, the computational 
mesh created for the simulations contained approximately 4.3 million grid points. Close to all the solid 
surfaces the first grid point was situated at one dimensionless wall unit away from the walls so that the viscous 
sublayer close to the solid boundaries are directly resolved without using any wall functions (Figure 1). 

Free surface deformations in the channel is evaluated using Flow-3D software where identical models 
with and without a spur dike were run until steady state solutions were reached. Obtained free surface 
topographies are then imported into the corresponding models of the DES code for the next runs and 
assumed as rigid lids throughout these simulations.  No slip boundary conditions are used for all the solid 
surfaces. A velocity profile, which contained realistic turbulent fluctuations, is fed at the inlet section in a time 
accurate fashion. These fluctuations are obtained from another LES simulation held in a periodic channel and 
stored in a file, which is then fed into the inlet section of the present simulations. They were run on a pc-
cluster using 12 nodes with a time step of 0.02 D/U until a statistically steady state is reached; then data is 
collected approximately for a duration of 50 D/U to get statistics. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. Descriptive sketch of the flow domain (left) and the computational mesh (right) close to the spur 
dike. 
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3 RESULTS 
 
3.1 Shear layers  

Distribution of the vertical vorticity contours on a horizontal plane at 0.9D above the channel bottom are 
shown together with the corresponding streamline patterns within the bend both for cases with and without 
spur dike in Figure 2. Vertical sections at different locations of the channel are labeled in this figure as well.  
Note that because of the excess lowering at the free surface level along the inner bank between sections D30 
and D90 the horizontal plane does not cut through the fluid within this region in case-S. One energetic shear 
layer is observed in case-NS close to the inner bank, which is in fact an interface between the high speed flow 
in the mid-channel and the slower moving fluid close to the banks. This shear layer forms because of the 
movement of high speed fluid in the outward direction once it enters into the bend. Close to the outer bank 
between sections D30 and D60 high levels of vorticity magnitudes are observed. This is a consequence of the 
small separation region that forms just at the upstream of section D30 (see also Figure 4a). It should be noted 
that these high values of vorticity along the outer bank might contribute to the bank scour. 

Inclusion of the spur dike considerably changes the flow patterns observed within the curved reach. Once 
the spur dike is introduced at section D30, because of the adverse pressure gradients introduced by the 
blockage, separation along the outer bank takes place around section D0, creating a shear layer penetrating 
towards the mid-channel. Two large recirculation regions are observed; one at the upstream and one at the 
downstream of the spur dike. The recirculation region at the upstream of the spur dike is larger compared to 
typical ones observed in front of a spur dike installed at the bank of a straight channel (Koken and 
Constantinescu 2008, Koken 2011). A second shear layer is initiated at the tip of the spur dike along the outer 
bank and these two shear layers start interfering with each other. Additional flow blockage created by the spur 
dike at channel section D30 causes larger flow acceleration here. Lowering of the flow depth along the inner 
bank further contributes to this flow acceleration. As a result, the shear layer along the inner bank becomes 
stronger as compared to Case-NS.  
 

 

 
Figure 2. Non-dimensional mean out of plane vorticity contours, zD/U, and streamline patterns of the mean 

flow on a horizontal plane 0.9D above the channel bottom for case NS (left) and case S. 
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3.2 Coherent structures  
Due to the high curvature, several streamwise oriented vortices (SOV’s) form within the channel. Figure 3 

shows the Q criterion iso-surfaces obtained for the mean flow in case-NS and case-S. In case-NS, three SOV 
cells are observed within the flow one close to the inner bank, VI, one close to the outer bank, VO, and one in 
the middle of the channel, VM. VI is initiated close to section D60 whereas VO is initiated at slightly upstream 
of section D60. Both of these vortices extend along the bank which they are initiated. Different from these two 
SOV’s, VM is initiated close to the outer bank around section D30 which then moves towards the inner bank in 
the streamwise direction.  

Once the spur dike is introduced at section D30 important changes takes place in terms of the coherent 
structures observed within the channel. Typically, a small horseshoe vortex forms around the tip of the spur 
dike, which is not very coherent, together with an additional shear layer that is initiated from the spur dike tip. 
As a result, VM is being shifted towards the inner bank. As discussed, two recirculation regions form one at 
the upstream and one at the downstream of the spur dike. The initiation point of VM shifts somewhat 
upstream closer to section D0 because of the recirculating flow forming at the upstream of the spur dike. 
Shear layer initiated at the tip of the spur dike creates a wake at the downstream and isolates the flow region 
confined in between the shear layer and the outer bank. As a result, VO which was observed here in case-NS 
cannot persist its existence once the spur dike is present (see also Figure 4e and 4f).  
 

  
Figure 3. Coherent structures visualized using Q-criterion for: a) Case NS, b) Case S. 

 
Figure 4 shows the streamline patterns and the non-dimensional streamwise velocity contours at sections 

D30, D90 and D120 for the mean flow in the curved channel for cases with and without the spur dike. As flow 
enters into the bend, the high core of streamwise velocity moves towards inner bank in both cases 
investigated. However, larger streamwise velocity magnitudes are observed at section D30 in case-S because 
of the additional blockage generated by the spur dike (compare Figure 4a and 4d). At the same section in 
case-NS, one can clearly identify the separation zone near the outer bank from the negative velocity contours 
(blue region in Figure 4a). Throughout the bend larger streamwise, velocity magnitudes are observed along 
the inner bank. This fact is also linked with the presence of VI along the inner bank of the channel. One can 
clearly see that the main cell of cross-stream circulation, VM is close to the outer bank at section D30 in case-
NS (Figure 4a). On the other hand, at the same section, VM is approximately at the center of the channel in 
case-S (Figure 4d). At further downstream positions at sections D90 and D120, VM shifts towards the inner 
bank in both cases. In case-NS at section D120 even it is not possible to distinguish VI and VM as they merge 
with each other (Figure 4c). Although the outer streamwise oriented vortex, VO, is clearly visible in case-NS, 
with the inclusion of the spur dike, it disappears in case-S. One important difference between the two cases 
investigated is that the main cross-stream circulating flow is composed of two recirculating cells in case-Sat 
sections D90 and D120 (see Figure 4e and 4f). This might be linked with the reattachment of flow to the outer 
bank around section D90, which creates a relief within the flow as a result of the increase in the net flow area. 
This has an important consequence on the bed shear stress distribution, which will be discussed in the next 
subsection. One final thing to note here is that in both of the cases investigated at the downstream of the bend 
within the straight channel reach the core of high streamwise velocity shifts towards the outer bank (not shown 
here). 
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Figure 4. Streamline patterns (left) and non-dimensional streamwise velocity contours u/V (right) for the 

mean flow at: a) Case-NS section D30; b) Case-NS section D90; c) Case-NS section D120; d) Case-S section 
D30; e) Case-S section D90; f) Case-S section D120. 

 
3.3 Bed shear stress distribution 

Non-dimensional bed shear stress distribution on the channel bed is shown in Figure 4 for cases with and 
without spur dike. Bed shear stress is amplified within the curved reach along the inner bank and close to the 
outer bank in the straight channel section at the downstream of the bend. The magnitude of the maximum bed 
shear stress in both cases is comparable to each other, although there are important changes in the 
distribution of the bed shear stress. In overall, the bed shear stress values are approximately 30 % larger in 
between sections D60 and D120 in case-NS as compared to case-S. Even this difference by itself tells us that 
spur dike installed on the outer bank helps reducing the shear stress within the curved reach at the initiation of 
the scour process. In both cases, the region of high bed shear stress along the channel center mostly follows 
the trajectories of VM, VI and also the core of cross-stream circulation. In case-NS, this region is closer to the 
channel centerline whereas it is more shifted towards the inner bank in case-S. Since the main cross-stream 
circulation is composed of two cells in case-S, there is a second patch of high bed shear stress region along 
the mean path of the second cell close to the outer bank around section D120, which is absent in case-NS. 
Furthermore, at section D30, where the spur dike is located, as a result of the flow acceleration in case-S, 
larger bed shear stress values are observed close to the inner bank. On the other hand, because of the 
presence of the spur dike, in overall outer half of the channel is experiencing smaller magnitudes of bed shear 
stress up to section D90 in case-S.  
 
4 CONCLUSIONS 

It is shown that the flow field in a sharply curved channel is populated by several streamwise oriented 
vortices, which also contribute to the amplification of the bed shear stress. Yet, the characteristics of these 
vortices considerably change with the inclusion of a spur dike at the outer bank of the channel. Having a 
vertical spur dike at section D30, the initiation point of the mid-streamwise oriented vortex moves in the 
upstream direction. Moreover, it shifts towards the inner bank. The outer streamwise oriented vortex, which 
was observed along the outer bank, disappears with the inclusion of the spur dike. The horseshoe vortex, 
which forms around the spur dike, is not very coherent and do not make a considerable contribution to the bed 
shear stress amplification along its path.  

There are important changes in the bed shear stress distribution when two cases are compared. Only at 
two locations bed shear stress increases when the spur dike is installed. The first location is close to the inner 
bank around section D30 across the spur dike. The second location is close to the outer bank around section 
D120. However, in overall, the magnitude of the bed shear stress within the curved reach is reduced by 
approximately 30 % with the introduction of the spur dike. Although spur dikes are mostly used for bank  
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protection. It is shown that they might contribute on reducing the scour along the bed inside the bend of a 
sharply curved channel. 
 

 
Figure 4. Non dimensional bed shear stress, /( ρV2), on the channel bed for: a) Case-NS; b)Case-S. 
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ABSTRACT  
 
The contraction scour in a bridge crossing is evaluated by assuming a long contraction and employing 
sediment transport equations together with sediment and flow discharge continuity. This scour depth is then 
added to local and general scouring to find total scour depth at a bridge pier. In practice, the contraction length 
in a bridge crossing is not long. The present study is conducted to examine this assumption by comparing 
scouring in a short and long contraction with the same flow condition and geometry in a physical model. 
Experiments were carried out in a 12 m long and 0.7 5m wide horizontal bed flume. Results showed that the 
maximum scour depth at the edge and the scour depth at the center of a contraction entrance depend on the 
type of the contraction (short or long) and the flow rate. The experimental results showed that in a short 
contraction the local scour hole at the edges of the contraction extends at the contraction crossing and its 
depth even at the contraction center can be more than scouring in the long contraction. In another word, using 
long contraction formula for calculating the contraction scouring in a bridge crossing may lead to under 
estimation of scouring. Scour depth caused by the extension of the contraction edge scour hole at the center 
of the short contraction entrance in various flow rates was nearly 36 % more than the general scour depth in 
the long contraction. One experiment was also conducted with a pier located at the center of the short 
contraction to check the accuracy of adding up pier local scour hole and contraction scour. 

 
Keywords: Scour; short contraction; long contraction; maximum scour depth; bridge pier. 
 
 
1  INTRODUCTION 

Structures built in rivers and estuaries are prone to scour around their foundations. Scour hole may 
undermine the foundations and endangers the stability of structures. There have been several cases of bridge 
failures, some causing loss of life and mostly resulting in significant transport disruption and economic loss, as 
a result of scour (Mey et al., 2002, Melville and Coleman, 2000, Briaud et al., 2005). 

Three types of scouring are known at bridge piers: (1) degradation of the river bed due to long-term 
evolution in the river morphology (general scour), (2) erosion by flow contraction at the bridge section 
(contraction scour), and (3) local erosion around the piers (local scour) (Melville and Coleman, 2000). To 
calculate the total scour hole at a pier, these three scour depths are calculated and summed up (Raudkivi, 
1998, Melville and Coleman, 2000). General scour occurs naturally in river reaches as a result of the changes 
in the hydraulic parameters governing the channel, such as changes in the flow rate or changes in the quantity 
of sediment (Forde et al., 1999). Contraction scour is the result of reduction in the channel’s cross sectional 
area. At a channel contraction, flow velocity and bed shear stresses increase. The increasing of shear 
stresses increases sediment discharge and channel degradation at the contraction (Briaud et al., 1999). This 
process continues causes the increment in flow depth, as a result of scouring, reducing the flow velocity and 
bed shear stresses. Local scour occurs around individual bridge pier. Downward flow upstream of the pier and 
wake vortices downstream of it lead to localized erosion in the direct vicinity of the structure (Hamill, 1999) 
(see Figure 1.).  
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Figure 1. Failure of bridges due to scour. (a) Sava bridge, Zagreb and (b) Malahide viaduct, Dublin. Both 

bridges failed in 2009 (Prendergast and Gavin, 2014). 
 

Based on our previous works, the contraction scour is evaluated by assuming a long contraction and 
employing sediment transport equations together with considering sediment and flow discharge continuity. 
Melville and Coleman (2000) suggested that the contraction scour is evaluated under live-bed or clear-water 
conditions by means of the Laursen’s formulas (Fenocchi and Natale, 2015), which return a uniform scour 
value over the bridge cross section. As the sediment transport equations were derived under the hypothesis of 
long contraction, a uniform scour value over the bridge cross section is determined (Richardson and 
Richardson, 2008). In practice, the contraction length in a bridge crossing is not long. 

The present study is conducted to examine this assumption by comparing scouring at a short and long 
contraction in a physical model. 
 
2 EXPERIMENTS 

Experiments were conducted in a horizontal flume with erodible bed of 14 m long, 0.75 m wide and 0.6 m 
deep. The flume had a working section in the form of a recess below its bed filled with sediment. The recess 
was 0.75 m wide, 2 m long and 0.3 m deep and was located 7 m downstream from the flume entrance. 
Median size of the sediment was 0.95 mm with a geometric standard deviation of sediment grading less than 
1.2, which can be assumed as uniform. 

Model of contractions was built from Perspex. The length of the short contractions (in flow direction) was 
0.07 m and the length of the long contractions was 0.7 m. Both contractions' widths (transverse direction) 
were 0.11 m with rectangular sharp edged nose. Also, an experiment of short contraction in the presence of a 
pier was conducted to check the accuracy of adding up pier local scour hole and contraction scour. In this test, 
the pier diameter was 0.045 m. Figure 2 shows the plan view of the experiments. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure2. Plan view of experimental setups: (a) short contraction, (b) long contraction, (c) short contraction 
with a pier. 

 



 
 

 

 

Water was circulated in the flume by a centrifugal pump with maximum capacity of 100 (L/s). The flow 
rate in the flume was controlled and preset by a speed control unit attached to the pump system. An electrical 
flow meter was installed in the supply conduit to measure the discharge passing through the flume.  

Tests were carried out with different bed shear stresses. The ratio of shear velocities (upstream of the 
contraction) tested in these experiments to the critical shear velocity calculated from Shields diagram, U*/U*Cr 
was from 0.53 to 0.85. Depth of the scour hole was measured by a laser point gauge. Details of the 
experiments are given in Table 1. In this table, ‘V’ is velocity and Fr ൌ ඥV/ሺgyሻ  is the Froude number 
upstream of the contraction, where ‘g’ is the gravitational acceleration and ‘y’ is the flow depth. 
 

Table 1. Details of experiments. 

 
 
3 EXPERIMENTAL RESULTS 

Figure 3 shows five points around a short and long contraction that are considered to study and compare 
the scouring around the contractions. Points 2 and 4 are at the nose of the contractions at which maximum 
scouring occurs. Points 1 and 3 are on the centerline of the channel at the entrance of the contractions. At 
these points the scour holes at two contractions' edge reach each other. Point 5 is considered in the middle of 
the long contraction centerline. At this point, scour depth due to long contraction is expected. This scour depth 
can also be calculated by considering conservation of sediment mass and using a sediment transport 
equation such as Laursen's formula (Laursen, 1960, Laursen, 1963). 
 

 
 

 

 

 

 

 

 

 

 

Figure 3. Plan of chosen points around the: (a) short contraction, (b) long contraction. 
 

The measured scour depths at these five points (see Figure 3), are given in Table 2. The experimental 
data in Table 2 are made dimensionless with the scour depth at points 1 in U*/U*Cr = 0.75 (S1*).  

 
 
 
 

 
 

a. No b. Type of experiment c. U*/U*Cr d. V (cm/s) e. Fr 

1  0.53 20.78 0.15 

2 Short contraction 0.63 24.93 0.18 
3  0.75 29.78 0.22 

4  0.85 34.63 0.25 

5  0.53 20.78 0.15 

6 Long contraction 0.63 24.93 0.18 

7  0.75 29.78 0.22 
8  0.85 34.63 0.25 

9 Contraction with pier 0.75 29.78 0.22 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1401



 
 

  

 

Table 2. Non-dimensional scour depth at contraction points shown in Figure 3. 
U*/U*Cr Sc/ S1* at 

point1 
Sc/ S1* at 

point2 
Sc/ S1* at 

point3 
Sc/ S1* at 

point4 
Sc/ S1* at 

point5 

0.53 0.61 2.54 0.53 1.87 0.40 

0.63 0.76 2.88 0.65 2.28 0.49 

0.75 1 3.46 0.83 2.90 0.63 

0.85 1.13 3.82 0.95 3.31 0.71 
 

Scour depth at points 1 and 3 are in fact a result of scour extension of points 2 and 4 that is the nose of 
the contraction. As shown in Table 2, the scour depth at point 3 is more than point 5 in all experiments. In 
other words, in any bed shear stress, the general scour in the long contraction is less than the local scour at 
the centerline of the contraction entrance. A sample scour contour lines in Experiment 7 is shown in Figure 4. 
In this figure, the scour depths are made dimensionless with S1* too. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Non-dimensional bed elevation in Experiment 7. 
 

The scour depth decreases along the long contraction till it is constant. The length from the entrance to 
the region at which scour hole becomes constant depends on the bed shear stress. 

Moreover, based on experimental data in Table 2, scour depth at point 1 in the short contraction is more 
than points 3 and 5 in the long contraction. Higher turbulence at the entrance of the short contraction may be 
the reason for its higher scour hole depth.   

From these results, it can be concluded that considering the contraction scour depth based on a long 
contraction assumption under predicts the scour depth.   

One experiment was also conducted (Experiment 9) with a short contraction and a pier in the centerline 
of its entrance. The flow intensity in this experiment was U*/U*Cr = 0.75. In this experiment, the scour hole 
depth at the pier was measured and then compared with the sum of scour depth at the short contraction 
measured in Experiment 3 and a single pier without contraction (measured in another independent 
experiment). The results are shown in Table 3.  

 
Table 3. Comparing short and long contraction in calculating pier scour. 

Experiment Scour Depth (cm) 
single pier without contraction 9.5 

short contraction without pier 4.3 
Total scour depth 13.8 

 
In the experiment with a short contraction and a pier (Experiment 9) the scour depth at the bridge pier 

was measured equal to 14.4 cm. As the total scour depth in Table 3 shows, adding the pier local scour hole to 
the scour depth in the contraction has an acceptable accuracy.  

 
4 CONCLUSIONS 

To calculate the total scour depth at a pier in a bridge crossing, a long contraction is assumed and its 
scour depth is added to local pier scour and general degradation. However, the contraction in a bridge 
crossing is not long. The present experimental work was conducted to compare the scouring at a long and 
short contraction with a similar flow condition.  



 
 

 

 

It was observed that scouring in a short contraction is due to extension of the local scouring at its edges. 
Based on the measurements, the scour depth at the center of the short contraction can be more than general 
scouring at a long contraction. Therefore, using long contraction formula for calculating the contraction 
scouring in a bridge crossing may lead to under estimation of scouring. In the present work, the scour hole at 
the center of short contraction was about 36 % more than scouring in a long contraction. One experiment was 
also conducted with a pier located at the center of the short contraction to check the accuracy of adding up 
pier local scour hole and contraction scour, and it showed acceptable accuracy. 
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ABSTRACT 
 
Woody debris accumulations at bridge piers can significantly increase the risk of flooding and bridge failure 
due to increased afflux upstream of bridges, additional structural loads and exacerbated scour. Despite the 
importance of this problem, limited research has been conducted on the topic. In this study, we experimentally 
analyse the process of accumulations of woody debris (modelled with twigs and natural sticks) at single piers 
exposed to flow and a continuous debris supply. Results show that these debris jams follow a three-phase 
growth: unstable (where growth occurs rapidly but debris are easily disengaged); stable (growth assumes a 
less pronounced trend and debris are less likely to be escaped); critical (the accumulation begins to oscillate 
about the pier and ultimately drifts away, i.e. fails). The dimensions of the accumulation at failure are observed 
to plot as well-defined functions of the flow and debris characteristics. In particular, while the cross-sectional 
and longitudinal dimensions of the accumulations are observed to decrease with increasing flow, the vertical 
component displayed an opposite trend. These results provide a worst-case scenario that can be useful for 
engineering bridge design and flood risk assessment. 
 
Keywords: Bridge pier; flood risk; woody debris; debris jam; bridge clogging. 

 
 

1 INTRODUCTION 
 The stability of fluvial bridges have long been a major concern for scientists and engineers. Bridge piers 

modify the flow field, inducing structural lateral loads and localised scour. The accumulation of woody debris 
at bridge piers significantly exacerbates these effects. Namely, woody debris jams cause important flow 
constrictions, affecting the neighbouring flow field (Daniels and Rohads, 2004; Pagliara and Carnacina, 2012), 
increasing the upstream water levels (Diehl, 1997; Lagasse et al., 2010) and intensifying pier scour (Lagasse 
et al., 2010). Diehl (1997) estimated that more than 30% of bridge failures in the United States is related to the 
accumulation of woody debris at piers. 

Large Wood Debris (LWD) can be mobilised by several processes, especially bank erosion and buoying 
fallen trees on the floodplains (Diehl, 1997; Lyn et al., 2003; Lagasse et al., 2010), conveyed during flooding 
events. Obstacles within the LWD path, such as a bridge pier, are likely to entrap oncoming logs, possibly 
initiating a build-up process that leads to an LWD pile (Diehl, 1997). It has been reported that accumulations 
are generally begun by a key-element, i.e. a large and sturdy log (Diehl, 1997). This key-element becomes a 
source of recruitment for smaller debris, which allow the debris pile to expand (Manners et al., 2008, Lagasse 
et al., 2010). In-situ observations suggest that an inverted half-cone (Diehl, 1997; Lagasse et al., 2010) is the 
most typical jam shape. 

In spite of the importance of debris to bridge stability and flooding, scientific studies aimed at 
understanding the potential size that might be reached by these debris jams are extremely limited. Most 
studies on LWD have been mainly based on field surveys (e.g. Diehl, 1997), where the actual evolution of the 
accumulation is rarely observed. Consequently, river bridge design and flood risk assessment guidelines 
either do not consider drift accumulations or suggest arbitrary design raft size (Diehl, 1997). Only a few and 
relatively recent experimental studies (e.g. Lyn et al., 2003; Bocchiola et al., 2008, Rusyda et al., 2014) have 
attempted to investigate the build-up phenomenon, although they have been limited in scope and have not 
analysed the fundamental relationship between LWD accumulation process and flow conditions. 

The aforementioned issues associated with debris accumulations could be included in engineering 
design and flood risk assessment if the potential dimensions and coefficient of drag of the debris jam could be 
estimated. Developing predictive techniques for the dimensions of LWD accumulations would allow the 
estimation of debris-induced effect on the flow through momentum conservation principles by considering the 
drag force exerted on the debris jam: 
 

FD=
1

2
ρCDAv2, 

[1] 
 

 
where FD is the drag force, ρ is the water density, CD is the drag coefficient, A is the accumulation area normal 
to the flow and v is the approaching flow velocity.  
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 The aim of this study is to analyse the growth and potential size of LWD accumulations at bridge piers. A 
total of 322 laboratory experiments were performed, in which natural sticks were introduced upstream of 
model piers in order to naturally form the debris accumulations. We first examined how debris accumulations 
grow over time, identifying clear patterns that were observed in all experiments. We then analysed the 
influence of debris length and pier size on the dimensions of formed jams for the idealised situation of uniform 
size debris supply. Finally, we compare accumulations obtained with uniform size debris against those that 
were formed by using a non-uniform length distribution of debris elements and assuming the accumulation 
was initialised by a key-element. 
 The results of these tests enabled a detailed analysis of the time evolution and critical dimensions of 
debris jams observed under a range of flow conditions and debris characteristics. Our findings help clarify the 
process by which debris accumulate at bridge piers and provide practical guidance for estimating the potential 
dimensions of debris accumulations.  
  
2 DIMENSIONAL ANALYSIS 
 A dimensional analysis was carried out in order to derive a relationship among the variables that are 
relevant to the woody debris accumulation phenomenon. Assuming that all variables are interdependent (and 
assuming the channel boundaries are far enough to have negligible influence on the phenomenon) the 
following functional relation is proposed: 
 

f൫ρ,μ,v,h,g,D,L,d,ρL,W,H,K൯=0, [2] 
 

where ρ=water density, µ=water dynamic viscosity, v=approaching flow velocity, h=water depth, g=gravity 
acceleration, D=pier width, L=single debris length, d=single debris diameter, ρL=debris density, 
W=accumulation width, H=accumulation height and K=accumulation length (W, H and K are indicatively 
sketched in Figure 1). 
 Applying Buckingham π-theorem to the functional relation [2] and using ρ, v and L as repeated variables 
yields 
 

g ൬FrL,ReL,
h

L
,
L

D
,
d

L
,
ρL

ρ
,
W

L
,
H

L
,
K

L
൰=0, 

[3] 
 

 
where FrL and ReL are respectively the Froude and the Reynolds number with characteristic length L (the 
length of individual debris elements). Eq. [3] can be further simplified under certain assumptions. The flow is 
fully-developed turbulent and in this condition influence of the Reynolds number can be neglected (Wallerstein 
et al., 2001; Bocchiola et al., 2008). In addition, water depth h has been observed as non-influential if the 
debris accumulation is well above the river bed by Lyn et al. (2003). This was also observed in some of our 
preliminary experiments. Under these assumptions, the functional relation [3] can be simplified as 
 

g ൬FrL,
L

D
,
d

L
,
ρL

ρ
,
W

L
,
H

L
,
K

L
൰=0. 

[4] 
 

 
 The dimensionless variables in [4] were then used in the design of the experiments and data analysis. 
 

 
Figure 1. Sketch of an idealised woody debris jam indicating the main geometrical variables used in our 

analysis: width W, height H and length K. Left: plan view. Right: cross-section. 
 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1405



           

 

 
Figure 2. Sketch of the University of Southampton Hydraulics lab flume and the set-up used for woody debris 

experiments (not to scale). 
 
3 EXPERIMENTS 
 Experiments were performed in a 22 m-long and 1.375 m-wide glassed-wall flume at University of 
Southampton. Figure 2 shows a sketch of the flume and the set-up adopted for the experiments. A circular 
pier was placed at the flume centreline, 11 m downstream the inlet. The pier was held from the top, at which 
point a load cell was connected to measure the force exerted on the pier over the course of the experiments. 
Flow conditions were constantly monitored by a multi-cell and multi-beam ADV placed 6 m downstream of the 
pier. The position of the ADV was selected in order to avoid debris-induced backwater effects on the 
measurements. Three cameras were installed in order to capture the time evolution of all the relevant 
geometric characteristics of the debris jam. The first camera was mounted on the top of the flume, the second 
on the side and the third was submerged 60 cm downstream of the pier. 
 The experiments consisted in dropping natural sticks individually (oriented parallel to the flow) at a 
constant frequency (approximately 20 sticks per minute) 7 m upstream of the pier. Debris were modelled 
using twigs and sticks collected from fallen branches or trees. Their density of debris elements was kept 
approximately constant by drying them after each experiment. Furthermore, debris diameter d was constant 
for each type of debris. We used two different types of debris, namely uniform and non-uniform size. Uniform 
size sticks had the same length L for all individual elements. Non-uniform sticks were used to mimic the 
supply of debris in natural channels, where a variety of debris dimensions is usually found (e.g. Sedell et al., 
1988; Manners et al., 2008) and are typically non-normally distributed. We used a log-normal probability 
density function for relative lengths (relative to the highest length or key-element, as previously described): 
 

pሺχሻ=
1

χ√2ߨσ
e

-൬lnχ-μ
√2σ

൰
2

, 
[5] 

 

 
where χ is the ratio between a debris length and the key-element length. Adopting for [5] mean and standard 
deviation respectively µ=-1.3039 and σ=0.7367, obtains a curve that is comparable to Sedell et al. (1988). 
Figure 3 shows a series of 100 sticks used for the non-uniform debris length experiments for one particular 
length L of the key-element. 
 We used three different piers, having diameters of 25, 50 and 100 mm. Five groups of experiments were 
conducted with 5 different combinations of D and uniform L, and 13 groups for the non-uniform debris length. 
For each group, a large number of experiments have been performed covering a range of flow discharges 
from 0.08 to 0.42 m3/s. In total, 322 experiments were carried out. Table 1 indicates the variables adopted for 
each group. 
 
4 RESULTS 

 
4.1 Accumulation growth 

The analysis of the accumulation temporal growth has shown a common behaviour for all jams. This 
growth can be conceptually classified into three different phases, hereafter referred to as unstable, stable and 
critical. These three stages are illustrated by the examples shown in Figure 4, where the dimensionless 
accumulation width W/L, height H/L and length K/L are plotted over the course of three uniform size debris 
experiments (having the same length L but different FrL). 
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Table 1. List of experiments. A1 to A5 are uniform size debris, B1 to B13 are non-uniform size debris. 

Group 
Debris length 

(mm) 
Pier diameter 

(mm) 
L/D 

Number of flow 
conditions 

A1 375.0 100 3.75 18  
A2 250.0 50 5.00 21  
A3 312.5 50 6.25 21  
A4 375.0 50 7.50 19  
A5 375.0 25 15.00 18  
B1 500.0 100 5.00 17  
B2 625.0 100 6.25 18  
B3 375.0 50 7.25 15  
B4 437.5 50 8.75 16  
B5 500.0 50 10.00 18  
B6 562.5 50 11.25 18  
B7 625.0 50 12.50 18  
B8 687.5 50 13.75 17  
B9 750.0 50 15.00 18  
B10 437.5 25 17.50 16  
B11 500.0 25 20.00 18  
B12 625.0 25 25.00 18  
B13 750.0 25 30.00 18  

 
 The unstable phase occurs at the initial stage of the accumulation growth, when a few members (or the 
key-element) are entrapped by the pier and begin to recruit other oncoming debris. During this phase, the 
accumulation grows at a quick rate. In addition, debris elements can be easily mobilised and disengaged from 
the jam, resulting in frequent size variations. 
 After the accumulation has built a framework sufficient enough to entrap other members, the jam growth 
follows a less pronounced trend and becomes more stable. This slower pace of growth is likely to be the result 
of the cubic relation between volume and linear dimensions. During this phase, the accumulation size typically 
reaches its maximum dimensions, which can last for a longer time compared to the other phases. Moreover, 
at this stage the accumulation assumes the typical half-cone shape that has often been reported from field 
observations available in the literature. 
 Finally, at the critical phase the accumulation begins a rotational oscillatory movement about the pier. 
This pivoting eventually results in the accumulation being completely disengaged from the pier (hereafter 
referred to as failure). Figure 5 shows an example of the accumulation failure. All experiments were stopped 
after the failure of the debris accumulations. 
 
4.2 Accumulation potential size 
 The maximum dimensions reached by woody debris jams at the beginning of the critical phase have 
shown a strong dependency on both flow conditions and debris length. Figures 6 and 7 show the maximum 
dimensionless width, height and length obtained for each experiment against FrL for respectively uniform and 
non-uniform debris. These figures show that when FrL is low, values of W/L and K/L are the highest, whereas 
H/L is smallest. With increasing FrL, width and length rapidly decrease, while height increases. 
 It is also clear that for the range of values tested in this study the ratio L/D seems to have no significant 
impact on the debris build-up. Although L/D values ranged from 3.5 to 15 (for uniform debris) and between 5 
and 30 (for non-uniform debris), results shown in Figures 6 and 7 are all clustered within a narrow band 
irrespectively of L/D. A similar conclusion can be reached for the ratio d/L. The debris diameter d was kept 
constant and L was varied in all experimental groups, but the curves show no indications that this factor can 
have an influence within the range of values studied. 

 

 
Figure 3. One particular set of 100 sticks used in the experiments with non-uniform debris. 
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Figure 4. Time evolution for uniform size stick experiments (group A4) at three different values of FrL. On the 

vertical axis: dimensionless jam size variables W/L, H/L and K/L. Growth phases are indicatively reported. The 
last data point corresponds to the instant in which accumulation failure and dislodgement from the pier occur. 

 
5 ANALYSIS AND DISCUSSION 
 Our results provide the first robust evidences of the formation, growth and failure of debris accumulations 
at bridge piers. While a few features observed in these experiments are consistent with the hypotheses 
suggested by Diehl, (1997), Manners et al. (2008) and Lagasse et al. (2010), the failure process (i.e. the 
critical phase which occurred for all jams) has not been previously reported in the literature. Only Lyn et al. 
(2007) observed that some debris piles were no longer in place between two site visits, and in one instance 
they supposed that a jam could have been dislodged from a pier and then re-accumulated at another 
downstream pier, although there was neither evidence of this nor a link to the failure mechanism. Our 
experiments unveiled  
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Figure 5. An example of accumulation failure for a non-uniform size debris jam from the beginning of the 
oscillation (a) to the final dislodgement (d). 

that the lifetime and the size of a woody debris jam are limited by the critical condition after which the jam is 
completely removed from the pier. The critical condition provides an opportunity to define metrics representing 
the potential dimensions that can be reached by debris accumulations. The three dimensionless variables 
thus defined have shown a clear dependency the parameter FrL, indicating that any attempt to describe LWD 
accumulations must be linked to these variables. The results of our experiments with non-uniform debris and 
at low FrL show that an accumulation can reach a width up to 40~50% larger than the length of the key-
element. This contradicts previous field-based observations that suggest a maximum width equal to the key-
log. In addition, our results show that a jam is more likely to reach the river bed at high FrL. 
 Our experimental results unveiled substantial differences between the dimensions of debris jams formed 
by debris of uniform and non-uniform lengths. The former reach a size that is much larger than the latter at the 
same FrL. Consequently, idealised experiments adopting a constant size of debris will overestimate the actual 
size that a LWD pile can reach, as debris supply in natural environments is typically non-uniformly distributed. 
At low flow conditions, the width of formed accumulations was as high as 3 times the length of the uniform 
debris elements, but only 1.5 times the length of the key-element in the non-uniform experiments. 
 Data from our experiments can be used for engineering practice in flood risk analysis and bridge design 
as a first approximation for the potential size of accumulations that might be achieved at a bridge pier, for 
given flow and debris size characteristics. 
 

 
Figure 6. Dimensionless accumulation size variables against FrL for uniform size debris. 
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Figure 7. Dimensionless accumulation size variables against FrL for non-uniform size debris. 

 
6 CONCLUSIONS 
 A set of experiments on woody debris accumulations at bridge piers has been carried out. Results have 
shown a three-phase behaviour that these jams assume during their lifetime. The critical phase is of a 
particular interest, since at the beginning of this stage accumulations typically reach their maximum size and 
begin to oscillate about the pier until they are disengaged and drifted away. This phase was found in all 
experiments we conducted. 
 Furthermore, debris jams were highly dependent on the variable FrL, which contains flow conditions and 
debris length. When FrL is low, debris pile width and length are highest, whereas height is minimal. When FrL 
is high, width and length are smallest and height is highest. 
 Experiments with idealised debris of uniform size formed accumulations that were much larger than those 
with a non-uniform distribution of lengths that tries to mimic the supply of debris in natural channels. 
Therefore, non-uniform debris would ensure a more accurate analysis, although uniform debris can still be 
used to provide important insights into the accumulation process. 
 These results are the first attempt to predict the expected accumulation size for given flow conditions and 
debris length. Also, these findings can be used to estimate the potential dimensions of debris accumulations 
at bridge piers, which can be particularly useful for bridge design and flood risk assessments purposes. 
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ABSTRACT 

 
The modeling system built to design the filling/emptying hydraulic system of the Third Set of Locks of Panama 
Canal, is described. This modeling system is constituted by a series of zero, one, two, and three-dimensional 
numerical models and a physical model. The main characteristics of the models and the concatenation of 
models among them are explained. Its application in order to select and optimize the design of non-standard 
hydraulic components, to determine opening and closing times for valves in order not to exceed design 
conditions, to calculate the mean vessel throughput and freshwater consumption, and to establish alternatives 
to minimize vorticity in the water intakes of the water saving basins, is discussed. It is shown that the 
numerical modeling was the key tool for design, and the mechanism to generate results at the prototype scale 
free of scale effects present in the physical model, while the main role of the latter one was to validate the 
numerical models. 

 
Keywords: Panama canal; lock system; hydraulic design; modeling system; numerical modeling. 

 
 

1 INTRODUCTION 
 The Panama Canal is a navigation route approximately 72 km long, which connects the Atlantic and 

Pacific Oceans (Figure 1). It includes two sets of locks. Between the Pacific lock system (Miraflores/Pedro 
Miguel) and the Atlantic one (Gatun), it develops Gatun Lake. The key component of the Expansion Project of 
Panama Canal (one of the world largest hydraulic works) is the Third Set of Locks, which introduced a third 
lane able to allow the passage of Post-Panamax vessels. Additional details on the project are presented in 
Panama Canal Authority (2011), Lara et al. (2014), and Re et al. (2010). 

 

 
Figure 1. Location of Panama Canal and its third set of locks. 

 
The hydraulic system for the filling/emptying of the lock chambers operates based on gravity. The 

objective of the study was to optimize the design of the hydraulic system in order to: (i) minimize the hydraulic 
times of operation, (ii) minimize the freshwater volumes flushed into the oceans during lock operations, (iii) 
minimize the hawser forces. Simultaneously, the following restrictions had to be fulfilled: (a) a maximum flow  
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velocity of 8 m/s in the conduits and (b) maximum longitudinal and lateral free surface slopes of 0.14 ‰ and 
0.10‰, respectively (as proxies for the hawser forces). 

In order to study these problems, a modeling system was built, constituted by a variety of numerical 
models and a physical model, which operated in an interlinked way. In this paper, the main technical details of 
the modeling system are described, and the mains results obtained through its operation are shown and 
discussed. More details are presented elsewhere (Menendez et al., 2014). 

 
2 FILLING/EMPTYING SYSTEM 

The main components of the filling/emptying system are shown in Figure 2: (i) three chambers (Upper, 
Middle, and Lower) in series (each one 426.7 m long, 54.9 m wide, and 18.3 m deep), (ii) three Water Saving 
Basins, WSBs (Top, Middle, and Bottom) per chamber (each one 426.7 m long, 70 m wide, and 5.5 m deep), 
where some water is stored during chamber emptying operations, and from which some water is extracted 
during chamber filling operations, (iii) two main culverts (each one 8.3 m high, and 6.5 m wide) connecting the 
chambers, which end in water intakes from the lake, and outflow works to the oceans, (iv) four secondary 
culverts (square section 6.5 m side) fed by the main culverts through a Central Connection, (v) ten ports per 
secondary culvert (square section 2 m side) connecting with the corresponding chamber, (vi) conduits 
between the secondary culverts and the WSBs, including a connection to the secondary culvert, a Flow 
Divider, a Trifurcation and an a water intake, and (vii) valves in the main culverts and in the conduits between 
WSBs and secondary culverts. 

 

 
Figure 2. Components of the hydraulic system. 

 
3 MODELING SYSTEM 

 
3.1 General description 

 The modeling system is schematized in Figure 3. It is a combination of numerical models of different 
dimensions and a physical model. Each model type and their links are explained in the following. 
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Figure 3. Modeling system. 

 
3.2 1D models 

 The central component of the modeling system was a set of one-dimensional (1D) hydrodynamic models 
to simulate the flow along the different circuits between reservoirs (chambers, Lake, Ocean, WSBs) of the 
filling/emptying system, which the main objective was to determine filling/emptying times of the chambers for 
different operating conditions, and to verify the restriction on the maximum flow velocity (for which adjustments 
in the valve operation policies were performed). They simulated the transient flows produced during water 
levelling between reservoirs. 

 The 1D models were implemented based on commercial software Flowmaster V7 
(http://www.flowmaster.com). Friction losses were expressed through Darcy-Weisbach formula, and the Darcy 
factor through Colebrook-White formula, which is parameterized in terms of the surface roughness and the 
Reynolds number (Miller, 1971). They were validated by comparing their predictions with measurements at 
the physical model, for both steady and unsteady flow, as illustrated in Figure 4 for the latter case. These 
comparisons were made using, for the numerical model, the actual dimensions of the physical model, as scale 
effects are relatively significant for the latter one (Menéndez and Badano, 2011). 

  

 
Figure 4. Comparison between 1D and physical models for a filling operation. 

 
3.3 3D models 

 Three-dimensional (3D) RANS models of the non-standard hydraulic components were built in order to 
determine the associated energy losses, from which local energy loss coefficients were obtained to be used 
within the 1D models. These 3D models were employed to optimize the design of those hydraulic 
components, i.e. minimize the energy loss, though an iterative procedure. On the contrary, in the case of 
standard hydraulic components, the associated local energy loss coefficients were established based on 
literature (Miller, 1971; Idel’cick, 1979). 
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The 3D models were implemented based on open code OpenFOAM (Weller et al., 1998). Mesh 
generation was undertaken using open code Gmsh (http://geuz.org/gmsh), complemented with open code 
enGrid (http://www.ohloh.net/p/engrid) to build the grids adjacent to the walls, as boundary conditions were 
treated through wall functions, hence requiring that the first node should lie within the logarithmic zone of the 
velocity profile (Sagaut, 2001). The free surface was represented either as a rigid lid, or applying the volume 
of fluid method (Hirt and Nichols, 1981). A thorough previous validation of RANS modeling was undertaken, 
by comparing its predictions with empirical curves for energy loss coefficients. 

 Steady flow runs were made for the different hydraulic components and for combinations of them (in 
order to take into account their mutual influence). As an illustration, Figure 5 shows a 3D view of streamlines 
for the Central Connection under filling conditions. 
 

 
Figure 5. Streamlines for the Central Connection for a filling operation. 

 
 3D RANS models were also employed to study solutions, which minimize vorticity at water intakes for the 

WSBs, in order to avoid air entrainment. For this particular problem, surface tension was included in the 
numerical model, as this mechanism becomes significant in the physical model. Besides, an automatic and 
dynamic grid densification algorithm was developed and validated, in order to adequately represent the vortex 
flow. 

 In addition, a combination of 1D and 3D RANS models for the valves were implemented, in order to 
complement calculations undertaken to test the possibility of occurrence of cavitation and aeration.  

 
3.4 2D models 

 Two-dimensional (2D) models were implemented to study free surface oscillations in the chamber arising 
from the filling and emptying operations. They were driven by the discharge hydrographs at the ports, 
provided by the corresponding 1D models. From their results, the maximum longitudinal and lateral slopes 
were obtained. 

 Numerical code HIDROBID II (Menéndez, 1990), developed at INA, was used to implement the 2D 
models. They were validated through comparisons with measurements from the physical model, as illustrated 
in Figure 6a. However, this methodology failed when the initial water level difference between chambers was 
very high, as illustrated in Figure 6b. This was not a limitation of the 2D model, but of its driving force; in fact, 
the 1D models are unable to represent turbulent oscillations produced at the Central Connection, which in this 
type of situation resonate with the longitudinal free surface oscillations in the chamber (Menéndez and 
Badano, 2011). In order to solve this restriction, a 3D LES model of the Central Connection was built, which 
successfully captured this phenomenon, as illustrated in Figure 7. 
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Figure 6. Comparison between longitudinal water slopes from 2D and physical model. 

 

 
Figure 7. Comparison between longitudinal water slopes from 2D and physical model using 3D LES 

modeling. 
 

3.5 0D Modeling  
 The zero-dimensional (0D) models of each one of the two lock systems simulate, for different Ocean and 

Gatun Lake water level conditions, the water interchange between Lake, Ocean, chambers and WSBs. They 
used as an input the relations between water level difference and filling/emptying times obtained from the 1D 
models, and provided the average vessel throughput, the consumed freshwater volume, and the statistics for 
water level differences between adjacent chambers (from which testing scenarios for the 1D model were 
defined). 
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 The numerical code for the 0D models were developed ad-hoc, under the name ESCLUSA. The 
algorithm proceeds continuously in time, keeping track of the times and water volumes involved in the 
successive operations associated to the passage of a vessel since it enters till it leaves the lock system. It 
takes into account the simultaneous presence of more than one vessel. It also considers the inversion of 
vessel traffic each 12 hours, including the time and water volume necessaries to reinitialize the water levels at 
the chambers. 

 
3.6 Physical Modeling  

 The physical model, at a 1/30 scale, was built at Compagnie Nationale du Rhône (CNR, Lyon, France), 
and represented two chambers and one set of WSBs. Regarding the hydraulic components design, the 
physical model operated, in general, as a validator of the results obtained with the numerical models. 

 
4 RESULTS AND DISCUSSION 

 
4.1 Strategies for selection and optimization 

 The critical elements which determine the performance of the filling/emptying system, in terms of the 
times needed to complete the locking operations, are the non-standard hydraulic components, where local 
energy losses are produced. Minimizing those losses was achieved through a design selection and 
optimization procedure for each component, though maintaining a compromise between low energy loss on 
one side, and structural and economic advantages on the other side. The optimization strategy was based on 
two criteria: (i) adjustment of the form to the streamlines in order to prevent flow separation and (ii) reduction 
of the approximation velocity, by introducing smooth expansions upstream. Figure 8 shows the evolution of 
the design for the connection to the secondary culvert stemming from the WSB. 

 

 
Figure 8. Successive designs for the conduit connection during the optimization procedure. 

 
4.2 Filling/emptying times 

 By applying the 1D models with the prototype dimensions, the minimum times of aperture for the valves, 
which guaranteed non-exceedance of the maximum allowable flow velocity, were determined for different 
initial water level differences between reservoirs. Under those conditions, the filling/emptying times for the 
different operations were obtained, as illustrated in Figure 9a. Figure 9b presents a comparison between the 
filling/emptying times for the physical model and the prototype dimensions, as calculated with the 1D models, 
in order to illustrate scale effects. Note that, as expected, the filling/emptying times are larger for the physical 
model dimensions, hence providing an excessively conservative estimation, which in this case was corrected 
by using the prototype dimensions. 
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Figure 9. Filling/emptying times for different initial water level differences. 

 
4.3 Maximum water surface slopes 

 By applying the 2D models with the prototype dimensions, times of closure for the valves were 
determined in order not to exceed the maximum allowable longitudinal and lateral water surface slopes at the 
chambers. 

 
4.4 Vessel throughput and water saving  

 The 0D models were applied to determine the average rate of vessel throughput and freshwater 
consumption for each one of the two lock systems. The simulation was done for a one-year period, subdivided 
into four different scenarios (combining high and low water stages of Gatun Lake with maximum and minimum 
tide conditions). For both lock systems, an average daily throughput of 16 vessels was obtained; this would 
increase to about 20 if the WSBs were not operated. However, the operation of the WSBs produces, 
according to the model, an average rate of freshwater consumption of about 100,000 m3/vessel, representing 
a freshwater saving rate of almost 60 %. 

 
4.5 Vorticity in WSB intakes 

 It is well known that studying vorticity at intakes in a physical model provides non conservative results, 
due to the inability to represent surface tension effects at the proper scale. Hence, for this project a properly  
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validated numerical model was applied in order to estimate conditions at the prototype scale. Figure 10 
illustrates the comparison between the temporal evolution of the vertical component of vorticity at the physical  
model and the prototype scales, according to a 3D RANS model (Sabarots Gerbec et al., 2012). As expected, 
larger values are attained for the latter case. However, the increment is relatively low. 

 The physical model was used to establish the most efficient alternative in order to diminish vorticiy. It 
consisted in the incorporation of two spur dikes, so as to induce a flow pattern better oriented towards the 
intake. 

 

 
Figure 10. Evolution of maximum vorticity. 

  
5 CONCLUSIONS 

 The design of the filling/emptying hydraulic system of the Third Set of Locks of Panama Canal constituted 
a paradigmatic case, regarding the use of an integrated modeling system, which involves a variety of 
numerical models and a physical model. Numerical modeling has been the fundamental base for design, and 
the mechanism to generate results at the prototype scale free of the scale effects present in the physical 
model. The key role of physical modeling was the validation of the numerical models. 

 The 1D models were the central components of the modeling system, providing filling/emptying times for 
the chambers, and verifying the restriction on the maximum allowable flow velocity. The 3D RANS models of 
non-standard hydraulic components determined with high precision energy losses between inflow and outflow, 
allowing an optimization of their design, and generating the local energy loss coefficients for the 1D models. 
3D RANS models were also used to evaluate vorticity at intakes. The 2D horizontal models for the chambers 
adequately represented the free surface oscillations, driven by the hydrographs at the ports provided by the 
1D models, allowing then the verification of the maximum allowable longitudinal and lateral free surface slopes 
(proxies for the maximum allowable hawser forces). For the cases with very high initial water level difference 
between chambers, resonance between these oscillations and the eddies generated at the Central 
Connection was detected in the physical model, leading to the necessity of using 3D LES models to generate 
the hydrographs at the ports instead of the 1D models, which are unable to represent turbulent oscillations. 0D 
models provided average vessel throughput and freshwater consumption rates, the main indicators of the 
system performance from a practical point of view. 

 As a synthesis, this paper describes an original combination of interlinked models to solve a very 
complex problem. In particular, a strategy to study lock systems has been established, which can be 
replicated with confidence in future studies. 

 The initial tests performed at the prototype of the lock systems, after inauguration, apparently showed a 
hydraulic performance in line with (or even better than) that estimated during the described studies. 
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ABSTRACT  
 
Stepped spillways are a popular design choice for reservoir overflows due to the high rates of energy 
dissipation and air entrainment compared to smooth spillways. Air entrainment is important in spillway flows 
as it affects the pressures acting on the spillway surface, which in adverse conditions can damage the 
spillway. Air entrainment also causes flow bulking which increases the depth of flow. This study presents free 
surface and pressure data for aerated flows over an experimental stepped spillway, with pressures measured 
at different positions across the width of the channel. Within the step cavities, recirculating vortices are 
observed in both the stream-wise and cross-stream directions, with the direction of circulation alternating at 
each subsequent step. These 3D effects cause the pressures acting on the step edges to vary across the 
width of the channel. The Volume of Fluid (VOF) and Eulerian multiphase numerical models are used to 
predict flows over the spillway. The Eulerian multiphase model shows high levels of air entrainment and is 
able to predict the position of the free surface to reasonable accuracy. The VOF model, conversely, does not 
show any air entrainment and therefore under predicts the position of the free surface. The accuracy to which 
each numerical model predicts pressures on the step faces varies depending on the measurement location. 
Both of the numerical models accurately simulate the direction of circulation of the 3D vortices within the step 
cavities. Simulations with varying channel widths, conducted using the VOF model, show that the pattern of 
3D vortices repeats as the channel width is increased.  
 
Keywords: Stepped spillway; aeration; multiphase modelling 
 
 
1 INTRODUCTION 

Stepped spillways dissipate significantly more energy than smooth spillways (Rice and Kadavy (1996), 
Christodoulou (1993) & Rajaratnam (1990)) and are therefore a popular design choice for reservoir overflows. 
The development of roller compacted concrete in the 1980s led to step spillways becoming an increasingly 
popular design choice for concrete spillways which increased research into the performance of such spillways. 
Masonry stepped spillway at embankment dams, however, have been common since the 18th century. The 
average age of dams in the UK is over 110 years (British Dam Society, 2006) so the inspection and 
maintenance of dams and spillways is of high importance.  

Modelling has an important role to play in both design of new spillways and the inspection of existing 
infrastructure. Computational Fluid Dynamics (CFD) has the potential to provide an invaluable tool to model 
flows over stepped spillways. Current industry standard is to model spillways experimentally; however, CFD 
has certain advantages over physical modelling. For example, CFD allows the full-scale spillway to be 
modelled so scale affects are not an issue. CFD models also allow any variable to be measured at any point 
in the domain, so vulnerable areas or specific flow conditions can be identified. CFD models, however, are 
less well understood than physical models. Before CFD can be used in isolation to model high risk structures, 
such as reservoir spillways, they must be proven to accurately predict the important features of the flows 
being considered. Some important phenomena that need to be accounted for to varying extents are briefly 
discussed below. 

Skimming Flow Over Stepped Spillways: There are three flow regimes which occur over stepped 
spillways: nappe, transitional and skimming. For a given spillway geometry nappe flow occurs at low 
discharges, transitional flow occurs at moderate discharges and skimming flow occurs at high discharges 
(Chanson, 2002). This study focuses solely on the skimming flow regime. The characteristics of skimming flow 
have been described by many authors, including Chamani and Rajaratnam (1999), Chanson (1994), 
Rajaratnam (1990) and Sorensen (1985). During skimming flow, the bulk of the flow “skims” over the steps 
and recirculating vortices are formed in the step cavities (figure 1). The step edges form a pseudo-bottom 
which separates the recirculating vortices and the bulk of the flow. The interaction between the spillways 
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surface and the flow creates turbulence and a boundary layer forms. Moving downstream, the boundary layer 
increases in depth until it meets the free surface at which point free surface aeration begins. This is known as 
the point of inception. Downstream of the inception point is a region of gradually varied flow. Air bubbles are 
transported to the pseudo-bottom and into the step cavities. The entrained air causes flow bulking, increasing 
the depth of flow. This is an important factor in the design of the spillway sidewalls as overtopping must be 
prevented. Further downstream, a uniform flow region is formed where the depth of flow, velocity profiles and 
air concentration remain relatively constant. Skimming flow is an efficient means of energy dissipation, with 
the primary dissipation mechanism being the transfer of shear stress from the bulk flow to maintain the 
recirculating vortices. Some energy is also dissipated through turbulence in the aerated region. 
 

 
 

Figure 1. Skimming flow over a stepped spillway identifying key flow features such as the inception point, 
recirculating vortices and air entrainment. 

 
Pressure effects:  Under skimming flow conditions stepped spillways are subjected to large variations in 

pressure. Zhang et al. (2012), Sánchez-Juny et al. (2007) & Sánchez-Juny et al. (2000) show that high 
pressures occur at the downstream end of the horizontal step edge and the bottom of the vertical step edge, 
where the recirculating vortex impinges on the step. The upstream end of the horizontal step edge and the top 
of the vertical step edge are subject to lower pressures where flow separation occurs. These studies, and 
others, including Zhang and Chanson (2016), Xu (2015) and Matos et al. (1999), have all taken pressure 
measurements at the centreline of the spillway. This study investigates the variation in pressure across the 
width of the spillway channel.   

Plucking: In masonry spillways, large pressure gradients can develop between the front of blocks, where 
flows cause low pressures, and the back of blocks, where backing material exerts a lateral earth pressure. 
This pressure gradient can cause blocks to be plucked from the spillway into the flow, leaving a gap in the 
spillway surface or sidewall. This gap allows water to ingress behind the spillway, causing erosion of backing 
material which can lead to failure of the spillway. This is particularly hazardous at earthen fill dams as the 
spillway often runs down the mitre of the dam, so ingress of water could cause erosion of the dam itself. Two 
high profile spillway failures in the UK occurred at the Boltby reservoir in 2005 and the Ulley reservoir in 2007 
due to failure of the spillway sidewalls. It is thought that one of the failure mechanisms of the Ulley spillway 
was due to plucking of masonry blocks from the sidewall (Hinks et al., 2008). Missing blocks were also 
observed in the sidewall of the Boltby spillway (Mason and Hinks, 2008). Following these failures, the UK 
Environment Agency commissioned a detailed study into the safety of masonry stepped spillways which is 
described by Winter et al. (2010). Some key findings of the study are that small areas of damage to the 
spillway can further increase the risk of plucking and that localised variations in pressure are an important 
factor in the removal of masonry blocks.  

Cavitation: Plucking does not occur on concrete spillways; however, consideration must be given to 
cavitation damage. Cavitation is the process by which the local pressure falls below the vapour pressure of 
the liquid causing the liquid to vaporise and form bubbles. When these bubbles are transported to an area of 
higher pressure, they collapse and produce extremely high localised pressures which can damage solid 
boundaries. There are no recorded cases of cavitation damage being observed on stepped spillways. Frizell 
et al. (2012) claimed that this is due to conservative designs preventing the conditions which could produce 
cavitation from occurring. Chanson (2002) claims, however, that there is no risk of cavitation damage to 
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stepped spillways due to slower flow velocities and greater water depths producing a cavitation index 10 to 
100 greater than on smooth spillways with identical discharges.  

Air Entrainment: Air entrainment is known to significantly reduce the risk of cavitation damage. 
Experiments conducted by Dong et al. (2010) and McGee (1988) show that air entrainment prevents the low 
pressures which cause cavitation from occurring. As both cavitation and plucking occur in low pressures 
regions, it follows that air entrainment would also reduce the risk of plucking in masonry spillways. This, 
however, leaves the non-aerated flow region at risk to plucking and possibly cavitation damage. One of the 
most challenging areas to model numerically is the air entrainment, and the resulting flow behaviour.  

2 EXPERIMENTAL SETUP 
Experiments were conducted in the spillway shown in figure 2 (a). The spillway channel was 150 mm 

wide and consisted of 15 steps with hs = 80 mm and ls = 80 mm. The spillway crest is curved to prevent the 
flow from jetting over the steps. Pressures were recorded at steps 2, 5 and 12 using an Omega PX409 
pressure transducer with a measurement range of atmospheric pressure ± 6894.8 Pa. At each step, pressures 
were measured at four points on the horizontal step face and four points on the vertical step face. In each 
case, there were two measurement points along the centreline of the spillway and two points 20 mm from the 
wall of the spillway. This will allow any variation in pressure across the channel width to be identified.  

To measure the position of the free surface, the side elevation of the spillway was digitally photographed 
using a 13–megapixel digital camera. The position of the free surface was then automatically calculated using 
image processing analysis of the images using the computation and visualization software MATLAB.   

 

 
 

Figure 2. (a) Experimental spillway (b) Step profile (c) Vertical step face. 

 
 

         Pressure Sensor Locations

(a) 

(b) (c) 
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3 NUMERICAL MODELLING 
 
3.1 Numerical models 

Volume of Fluid (VOF) Model: The VOF model is a multiphase model first proposed by Hirt and Nichols 
(1981). The model assumes that all fluids are immiscible and is generally used where the interface between 
fluids is important. A single set of momentum equations are solved for all phases and the volume fraction of 
each fluid in a cell is tracked. The volume fraction of each secondary phase is calculated using a volume 
fraction equation based on the continuity equation: 

 
߲
ݐ߲
ሺߙሻ   ∙ ሺߙ࢛ሻ ൌ   [1]߁

 
where the subscript ݇ denotes phase ݇, ߙ is the volume fraction, ࢛	is the velocity and ߁ is the mass 
generation. The volume fraction of the primary phase is calculated based on: 
 

ߙ ൌ 1



ୀଵ

 [2] 

 
The following single momentum equation is then solved for all phases: 
 

ߩ
࢛ܦ
ݐܦ

ൌ െ   ∙ ሺ࣎  ሻ்࣎  ρ   ௦ [3]ࡲ

 
where ߩ	is the average density of all phases,  is the pressure, ࣎ is the viscous stress tensor, ்࣎ is the 
turbulent stress tensor and ࡲ௦is the surface tension. The average density is calculated by: 
 

ߩ ൌ ሺߙߩሻ



ୀଵ

 [4] 

 
The average viscosity is calculated in the same manner.  

The VOF model does not allow phases to interpenetrate, so therefore is limited to the extents that it can 
predict air entrainment. Despite this, several studies have been shown to be able to accurately predict certain 
characteristics of skimming flow over stepped spillways. Chen et al. (2002) used the VOF model to simulate 
skimming flow over a spillway with hs = 60 mm and ls = 45 mm.  Reasonable predictions of velocity profiles 
and pressures acting on the step edges are made. Chakib (2013) used the VOF model to accurately predict 
velocity profiles at several locations. The numerical results show air entrainment along the chute. As the VOF 
model does not allow phases to interpenetrate, it is unclear how this result is achieved. Kositgittiwong et al. 
(2013) modelled a large scale experimental spillway with 25 steps of 1220 mm length and 610 mm height. 
Velocity profiles are accurately predicted in both the aerated and non-aerated regions. Bombardelli et al. 
(2011) used the TruVOF method, which is part of the commercial CFD package Flow-3D, to investigate the 
non-aerated region. In the TruVOF method, only the liquid phase is modelled. Good predictions of the velocity 
profiles, water depth and the depth of the turbulent boundary layer were made. Valero and Bung (2015) also 
used the one fluid approach in Flow-3D, this time with an air entrainment model included. Air entrainment and 
flow bulking were observed; however, the air entrainment, and therefore flow depth in the aerated region, was 
overestimated. This was attributed to calibration parameters used for smooth spillways not producing accurate 
results for stepped spillways. Borman et al. (2015) used the VOF model to accurately predict the location of 
the free surface of waves and hydraulic jumps in a full scale recreational white water course. In the study, the 
physical free surface was measured using laser scanning of white water, which is associated with air 
entrainment.  

Eulerian Multiphase Model: The Eulerian multiphase model is described by Ishii and Hibiki (2010). In the 
model, phases interact with one another and one phase may become dispersed in another. Each phase is 
considered separately and therefore a set of conservation equations must be solved for each phase. For 
phase ݇ the continuity equation is: 

߲
ݐ߲
ሺߙߩሻ   ∙ ሺߙߩ࢛ሻ ൌ   [5]߁

 
and the momentum equation is: 
 

ߩߙ
࢛ܦ
ݐܦ

ൌ 	െߙ   ∙ ሾߙሺ࣎  ࣎
்ሻሿ  ࢍߩߙ ܯ [6] 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1424 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

 
where	ܯ is the momentum transfer from the phase interface. The interaction between phases is controlled by 
the terms ߁ and ܯ and depends on the density of the dispersed phase, the diameter of the dispersed droplets 
or bubbles, the viscosity of the continuous phase, the interfacial area and the drag function.  

Studies into free surface aeration modelling using the Eulerian multiphase model are relatively scarce. 
Cheng and Chen (2011) modelled a hydraulic jump using the Eulerian multiphase method. The air volume 
fraction, free surface position and velocity profiles were all accurately predicted. The use of the VOF model to 
model skimming flow over stepped spillways has been relatively well studied, however the model has 
limitations as it is unable to simulate air entrainment. The Eulerian multiphase model has the potential to 
predict free surface aeration over stepped spillways; however, the model’s accuracy and reliability are not 
proven. This study investigates the Eulerian multiphase model’s ability to predict air entrainment, and pressure 
profiles in skimming flow over stepped spillways and uses the VOF model as a benchmark for comparison.  
 
3.2 Numerical modelling procedure 

Numerical modelling was conducted using the CFD package ANSYS Fluent v16.2. All simulations were 
conducted in 3D using the Realizable  ݇ െ  turbulence model and run transiently until a steady state solution  ߝ	
was achieved. A symmetry boundary condition was used at the centreline of the spillway to reduce the size of 
the computational domain and still simulate the entire spillway. A structured quadrilateral mesh was used with 
each step containing 40 by 40 by 40 cells. Presented CFD results had been verified to be independent of the 
grid resolution. 

 
4 RESULTS AND DISCUSSION 
 
4.1 Flow characteristics 

Experimental Model Results: The spillway was tested under a flow rate of 15 l/s. Figure 3(a) clearly 
shows the non-aerated region, inception point, gradually varied flow region and uniform flow region. Upstream 
of the uniform region the flow was unsteady. The location of the point of inception was not static in location 
over time, but fluctuated around a mean position by up to two steps in either direction. Figure 3(a) shows the 
inception point at approximately its average position. Strong free surface aeration was observed downstream 
of the inception point which increased the flow depth due to flow bulking. In the gradually varied flow region, 
there was intense splashing and the free surface position fluctuated almost constantly. The depth of flow 
perpendicular to the pseudo bottom was highest in the gradually varied flow region and settled to a slightly 
lower level in the uniform flow region. 

 

 
Figure 3. (a) Experimental Spillway (b) & (c) Cross-stream Vortices. 

 
As well as the stream-wise recirculating vortices shown in figure 1, further cross-stream vortices can be 

observed in the step cavities, recirculating perpendicular to the main flow direction. In each step, there were 
two vortices, circulating in opposite directions and interacting at the centreline of the spillway. The vortices 
circulated in one of two directions. Either the vortices flowed upwards at the wall and impinged on the 
horizontal step face at the centre (figure 3 (b)), or the vortices impinged at the wall and flowed upwards at the 
centreline (figure 3(c)). The direction of circulation changed at each step, with the odd numbered steps 
resembling figure 3(b) and the even numbered steps resembling figure 3(c). Matos et al. (1999) reports that 

Inception Point

a) 

(b
) 

(c) 
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the recirculating vortices in the step cavities exhibit 3D behaviour; however, the detailed structure of the 
vortices is not described.  
Numerical Model Results: Figure 4 shows contours of air volume fraction predicted at the centre plane of the 
spillway for the Eulerian and VOF models. The VOF model showed no air entrainment or inception point. The 
Eulerian model showed high levels of free surface aeration and resembled the experiments more closely. 
Defining the inception point as the location where air begins to be entrained into the flow, the Eulerian model 
showed the inception point at approximately the crest of the spillway. It can be seen from figure 3 (a) that this 
was not the case and the average position of the inception point was around step four. Air appears to be 
transported into the step cavities slightly further upstream in the experiments than in the Eulerian model. 
However, to accurately validate the volume of air entrained in the Eulerian model, measurements of air 
concentrations in the physical model are required.  
 

 
Figure 4. Air volume fraction for (a) Eulerian model (b) VOF model. 

 
4.2 Free surface location 

The red dashed lines in figure 3(a) shows the position of the free surface. This was calculated using 
image processing routines in MATLAB (based on the boundary between the darker coloured background and 
the lighter coloured water). In the numerical models, the free surface had been defined as the depth at which 
the air concentration = 90%. Figure 5 shows the experimental and numerical free surface levels perpendicular 
to the pseudo-bottom, where x is the distance along the pseudo-bottom from the spillway crest and z is the 
perpendicular distance from the pseudo-bottom. The inception point and subsequent increase in depth can be 
seen followed by the slight decrease in depth at the uniform flow region. The Eulerian model shows generally 
good agreement, with the free surface elevation being under predicted in the unsteady flow region and slightly 
over predicted in the uniform flow region. The Eulerian model shows a smooth free surface, whereas the 
experimental data shows that free surface is uneven. The VOF model under predicts the free surface at all 
locations. This is because in the VOF model no air is entrained into the flow so flow bulking is not predicted.  

 

 
Figure 5. Experimental and numerical free surface depths perpendicular to the pseudo-bottom. 

 
4.3 Pressure measurements 

Pressures were measured in the experimental spillway at a sampling rate of 1 kHz for 30 seconds. All 
pressure data presented represents the mean pressure relative to atmospheric pressure. The locations of the 
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pressure data presented are detailed in figures 2(b) & (c). Figures 6 and 7 show the experimental and 
numerical pressures on the horizontal and vertical step faces, respectively. The left hand plots show the 
pressures at the centreline of the spillway and the right hand plots show the pressures 20 mm from the 
spillway wall. Figure 8 shows the contours of pressure on the horizontal and vertical step faces for both 
models. The experimental mean pressures were superimposed onto the contours in the corresponding 
locations.  

On the horizontal step faces, the experimental data showed that the expected pressure profile, with the 
highest pressure at the downstream end of the step, can be seen close to the wall at steps two and twelve. At 
the centreline of these steps, however, the expected pressure profile was not seen and there was little 
variation in pressure between the upstream and downstream ends of the step face. This pressure pattern 
corresponded to the direction of circulation of the cross-stream vortices. At steps two and twelve, the cross-
stream vortices impinged on the step face close to the wall of the spillway, where the expected pressure 
profile occurred. At the centreline of these steps, the cross-stream vortices flowed away from the horizontal 
step face and the expected pressure profile did not occur. At step five, the cross-stream vortices circulated in 
the opposite direction and the opposite pattern of pressure can be seen.  

At the vertical step faces, there was much less variation in the pressure profiles across the width of the 
channel, and in all cases the expected pressure profile was observed, with the lowest pressures occurring at 
the top of the step. There was still, however, some variation in the pressures across the width of the channel 
which corresponded to the direction of circulation of the cross-stream vortices. At steps two and twelve, the 
pressures were slightly lower close to the wall and at step five the pressures were slightly lower at the 
centreline. 

 

 
Figure 6. Experimental and numerical pressures acting on the horizontal step faces (a), (c) & (d) at the 

centreline of the spillway (b), (d) & (f) 20 mm from the spillway wall. 
 

At the horizontal step faces, both the Eulerian and VOF models showed the same general profile as the 
experimental data, with the variations in pressure across the width of the channel corresponding to the 
direction of circulation of the cross-stream vortices. At step two, the VOF model performed better than the 
Eulerian model, with the Eulerian model underestimating the pressure at all positions. This is not surprising as 
step two lies within the unaerated region. The VOF model does not predict aeration; however, as can be seen 
in figure 4, some air entrainment occurs above step two in the Eulerian model. The VOF model was accurate 
at the downstream end of the step, however also underestimated the pressure at the upstream end of the 
step. At step five, both models performed well at the centreline of spillway; however, the Eulerian model 
predicted the pressures more accurately close to the wall. At step twelve, the Eulerian model predicted the 
pressures reasonably well at the downstream end of the step, however underestimated the pressures at the 
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upstream end of the step. The VOF model performed more accurately than the Eulerian model; however 
underestimated the pressure at the upstream end of the step close to the wall.                    
 

 
Figure 7. Experimental and numerical pressures acting on the vertical step faces (a), (c) & (d) at the 

centreline of the spillway (b), (d) & (f) 20 mm from the spillway wall. 

 
Figure 8. Numerical contours of pressure with experimental mean pressures superimposed in the 

corresponding locations. (a) Horizontal step faces. (b) Vertical step faces. 
 

At the vertical step faces, the two numerical models also showed the same general pressure profiles as 
the experimental data. At step two, the Eulerian model underestimated the pressure at all positions. The VOF 
model performed slightly better than the Eulerian model, however, still underestimated the pressure at the 
centreline and at the bottom of the step face close to the wall.  At steps five and twelve, the Eulerian model 
accurately predicted the pressure in all locations. The VOF model performed well at step five close to the wall 
and step twelve at the centreline. The largest variation between the Eulerian and VOF pressure profiles were 
at the centreline of step five and close to the walls of steps two and twelve. It is at these locations across the 
channel width, where the cross-stream vortices impinge on the horizontal step face. Increased turbulence in 
these regions may be the reason for the variation between the two numerical models.  
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4.4 3D vortex structures 

Figure 9 shows the stream-lines over steps three and four and the pressure contours on the step faces 
for the Eulerian and VOF models. The streamlines had been seeded close to the step corner in each step 
cavity. In both the Eulerian and VOF models, two separate vortices which meet at the centre of the channel 
can be seen. The direction of circulation of these vortices changed at each subsequent step so that they 
impinged on the horizontal step face either at the centre of the spillway or close to the walls, matching the 
directions that were observed in the physical model.  

It can be seen from figure 9 that there was no distinction between a cross-stream vortex and a stream-
wise vortex and in fact there was only one three-dimensional vortex in each half of a step cavity. The axis of 
this vortex ran diagonally downstream from either the centre of the spillway to the wall, or the wall to the 
centre, depending on which step was being considered.  
The variations in pressure across the width of the horizontal step faces matched the direction of these vortices 
closely, with the highest pressures occurring where the vortices impinged on the step face. On the vertical 
step faces, the lower pressure regions corresponded to the position where the axes of the vortices meet the 
step face.  

 
Figure 9. Pressure contours and streamlines at steps three and four. 

 
The width of the experimental spillway was relatively narrow compared to prototype spillways and also 

provided a ratio of channel width to step height (or length) of 1.875:1. As this is almost 2:1 and two vortices 
occur across the step width, it was considered that the aspect ratio of channel width to step height or length 
may be the cause of the observed vortices. To determine whether the vortices occurred due to the narrow 
channel width, or the ratio of width to step height, simulations were conducted of spillways with varying 
channel widths. The simulations were conducted using the VOF model as the computational cost is 
significantly less than the Eulerian model, due to only a single momentum equation being solved. The VOF 
model had been shown to produce the same flow and pressure patterns that were observed in the 
experimental spillway so it can be used to simulate channels of varying width with reasonable confidence.  

Figure 10(a) shows the stream-lines and pressure profiles at steps three and four of a channel of 300 mm 
width, double that of the experimental spillway. As with the previous cases, the simulation was conducted with 
a symmetry boundary condition at the centre of the spillway. The vortex structure observed in the simulations 
of the 150-mm wide spillway was repeated, so that there were 4 vortices rather than two. Again, the direction 
of the vortices changed at each subsequent step and the pressure profiles corresponded to the direction of 
circulation of the vortices. This pattern can also be seen for channel widths of 450 mm, producing six vortices, 
and 600 mm, producing eight vortices.  

In figure 10 (b), a symmetry boundary condition had been used at both of the walls of the spillway, 
essentially giving the spillway an infinite width. Again, the repeating pattern of vortices and the corresponding 
pressure profiles can be seen. This shows that the vortex structures which are observed are not caused by 
the interaction between the fluid and the walls.  

This pattern of repeating vortices, which change direction at each subsequent step, shows some 
resemblance to those described by Lopes et al. (2017).  In this study, however, the repeating vortex structure 
only occurred with a channel width of 500 mm. With a channel width of 300 mm, the flow appeared to be 
relatively uniform across the width of the channel and at each subsequent step. The numerical data presented 
in this study shows that the occurrence of these vortices does not depend on the width of the channel. The 
work by Lopes et al. (2017) was conducted on a spillway with a ratio of l to h of 2:1 rather than 1:1 in this 
study. This difference may account for why different behaviours are observed for varying channel widths.  

Eulerian VOF 
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Figure 10. Pressure contours and streamlines at steps three and four for (a) a channel width of 300 mm and 

(b) infinite channel width. 
 
5 CONCLUSIONS 

This study presents free surface and pressure data for an experimental stepped spillway and the 
corresponding numerical data for two multiphase models. As well as the stream-wise recirculating vortices 
described by many authors, cross-stream vortices are also observed in the step cavities. The direction of 
circulation of these vortices changes at each step. These 3D flow patterns cause the pressures acting on the 
step faces to vary along the width of the chute.  

The Eulerian multiphase model can reasonably predict the position of the free surface over the steps and 
shows aeration of the flow. The VOF model, however, does not show any air entrainment and therefore the 
free surface depth is under predicted. Both of the numerical models predict the correct general pattern of 
pressure as it varies across the channel width. The performance of each model varies depending on the 
measurement location. The Eulerian model generally predicts pressures accurately in the aerated region but 
underestimates the pressures in the non-aerated region, where the VOF model is more accurate. The VOF 
model predicts the pressures in the aerated region well in some locations, but less well in others.  

Both of the numerical models accurately simulate the pattern of two 3D vortices in each step cavity, 
which change direction at each step. The VOF model is used to simulate spillways of increasing channel 
width, and this vortex pattern is found to repeat as the channel width increases. The vortex pattern is also 
found for a channel with symmetry boundary conditions at the two walls. This shows that the vortices are not 
caused by the interaction of the fluid and the walls.  
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ABSTRACT 

  
The tetrahedron-like penetrating frame dam is built up by the tetrahedron-like penetrating frames. Experiments 
on flow structures around both permeable and non-permeable dams were carried out in a flume. Through the 
tests of fixed bed, flow structure around the tetrahedron-like penetrating frame dam was measured. 
Comparison of that with the solid dam, it is realized that the tetrahedron-like penetrating frame dam could not 
only reduce flow velocity and promote sand deposition, but also have some ecological benefit. The new 
structure may provide the support of inland waterway regulation project. 

 
Keywords:Tetrahedron-like penetrating frame dam; waterway; ecological benefit; speed reduction and deposition 

promotion. 
 
 

1 INTRODUCTION 
Permeable spur dike is a new river regulation building developed from 1970s, and it is used in river 

waterway regulation and channel revetment. Compared with traditional un-permeable spur dike, the flow 
structure around the permeable spur dike is very different because dike body has a certain number of 
permeable rate and water is guided and come from the dike body. Penetrating frame not only has effect of 
deceleration and deposition promotion, but also has effect of permeability and sand passing through, so it is 
widely used for beach protection, channel revetment. In 2013, tetrahedron-like penetrating frame dam was 
introduced into the phase II of the Dongliu waterway regulation project in the lower reach of Changjiang River 
(Tan. et al., 2012). In this project, tetrahedron-like penetrating frame dam was used for 100 m in the head of 
1#, 2# thorn dam body to reduce the flow speed, maintain the dam stability and to promote deposition of the 
low beach, named tiger beach. It is the first time to use tetrahedron-like penetrating frame dam for regulation 
project in large river like Changjiang river. The result showed that this structure could reduce the flow velocity 
and had good regulation effect. But it was not recognized exactly how permeable dam would affect the flow 
structure, especially comparing with solid dam.  

Li et al. (2013) built a penetrating dam by welding steel as dam framework, the dam surface was coated 
with diameter of 1.5 cm of barbed wire, and screen mesh with different layers, different diameter was filled in 
the dam to control the dam permeable performance, and permeable rate was tested at last. Li et al. (2013) got 
a conclusion that: compare with solid dam, penetrating frame dam could make flowing pass from its space in 
its body and that reduces the flow intensity over the dam, on the other hand, that mixes with the flowing over 
the dam and destroys all kind of vortex structures. This study carried out experiments on the penetrating 
frame dam in the flume, flow characteristic was learned and results provided theoretical basis and technical 
guidance for the penetrating frame dam projects. For analysis, experiments for the penetrating frame dam and 
solid dam were compared. Different test conditions were set, including small middle and large flow rate in 
submerged and non-submerged condition. 

 
2 EXPERIMENTAL CONDITION 

Experiments were carried out in the flume (34 m×3.2 m×0.5 m, length×width×height, maximum flow rate: 
200 l/s). Flow rate in the upstream was controlled and measured by thin rectangular weir. The water supply 
system for flume is showed in Figure 1. Velocity was got by Acoustic Doppler flow meter. Water level was 
measured by automatic water level meter.  

 
3 EXPERIMENT SETTING 

 
3.1 Model design 

The cross section of the spur dike was trapezoidal. The height of prototype dam was 9 m, top width was 
5 m, the upstream slope of dam was 1:1.5, the downstream slope of dam was 1:2, the slope of dam head was 
1:5, water depth of dam crest was 3 m. Considering of the section plane size and dam size, and according to 

the water supply ability and flume width, plane scale was: .The generalized model is designed as 60L
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normal, plane scale was the same as vertical scale: .So height of model dam was 15 cm, top 

width was 8 cm, Slope of dam was not changed. Dam direction was vertical to the flow direction, its length 
was 1.25 m. Details of dam was shown in Figure2. Solid dam was built by different blocks. For penetrating 
frame dam, firstly, steel was welded to form the skeleton structure, then tetrahedron-like penetrating frame 
were filled in the dam body, see Figure 3. The length of permeable frame was 1.7 cm. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The map for water supply system and the ichnography of flume. 
 

 
Figure 2. The design of dam. 

 
Figure 3. Tetrahedron-like penetrating frame dam.
 

3.2 Measuring section 
The position for the dam in the flume was shown in Figure 4. There were 23 transverse sections for 

measuring velocity and topography (14.60 m～26.30 m). The details for transverse sections and distribution 
for measuring point were shown in below. There are also three measuring sections in longitudinal direction. 
The measuring sections for the flow velocity were 23 cross sections marked in Figure 4 below. Vertical lines 
were set interval 0.25 m in each cross section to obtain the velocity at depth of 0.6H. The measuring positions 
for water level were at points of intersections of the longitudinal sections and the cross sections. 

 
3.3 Test conditions 

Representative flow rates for the prototype river were 1.5 m/s, 2.0 m/s, 2.5 m/s, the corresponding flow 
rates for the model were 19.4 cm/s, 25.8 cm/s, 32.3 cm/s. The dam in the experiment was 15 cm, so the depth 
for submerged and non-submerged conditions were 10 cm and 20 cm corressponsibly. When experiment was 
carried out, firstly, the model dam was put in the flume, and then flow rate and water depth were set as 
planned, the different test conditions were shown in Table 1. After water flowing was stable, measuring could 
be started.  
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Figure 4. The position of dam and sections for measurement in the flume（m). 
 

Table 1. Different test condition for fixed bed experiment. 
Test NO for penetrating frame 

dam 
Test NO for solid dam 

Flow 
rate（l/s） 

Average velocity
（cm/s） 

Dep
th（cm） 

K1 S1 62 19.4 10 
K2 S2 83 25.8 10 
K3 S3 103 32.3 10 
K4 S4 124 19.4 20 
K5 S5 165 25.8 20 
K6 S6 207 32.3 20 

 
4 EXPERIMENTAL RESULTS 

 
4.1 The water surface profile for penetrating frame dam 
For penetrating frame dam, there were six test conditions (K1～K6) as shown in Table 1.Solid dam only had 
two conditions: S2 and S5. Measurement results of water surface profile for the penetrating frame dam could 
be seen from Figure 5. In general, in three non-submerged conditions, water level decreased significantly, 
especially in the area near the model dam head, penetrating frame dame project was the main reason. As 
water flew to the downstream, influence of model dam on flowing was gradually weakened, after 4 m 
downstream of the dam, water level tended to be gentle. Before 1 m upstream of the dam, water level was not 
affected by the model dam. Under submerged condition, water level fluctuation was large, in this way, 
measurement accuracy was not high and it was not discussed here. 

For non-submerged conditions, the water level for three different flow rates (K1～K3) were different, the 
main performance was as follows: the greater the flow rate and velocity, the influence of penetrating frame 
dam on water level was more significant. In K1 condition, the water level difference between upstream and 
downstream on dam head was 3 mm, the influence distance was 4 m; In K2 condition, the water level 
difference on dam head was 6 mm, the influence distance was 5 m; in K3 condition, the water level difference 
was nearly 10 mm, the influence distance was 6 m. For three submerged conditions, the influence of 
penetrating frame dam on water level reduction was not obvious and with the increase of flow rate and 
velocity, influence of that on water level decrease was lower. In K4 condition, the water level difference on 
dam head was 4 mm; in K5 condition, the water level difference on dam head was 2 mm; in K6 condition, 
because of the water level fluctuation, water level difference was not obvious. 
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Figure 5. The water surface profile for penetrating frame dam (K1～K6). 

  
4.2 Comparison of water surface profile 

To compare the water resisting effect of penetrating frame dam, this study also carried out test with solid 
dam and had measurement. From the water profile measuring on solid dam (Figure 6), the water resisting 
effect by solid dam was more obvious. Under non-submerged conditions of S2 test, water level difference 
between upstream and downstream on dam head was 15 mm, the influence distance was 6 m. This effect on 
water level difference was far greater than that of K2 penetrating frame dam, S2 water level difference was 2 
times K2 water level difference. It was proved that water resisting effect of penetrating frame dam was weaker 
than that of solid dam, main reason was water permeability of frame dam. Under submerged conditions of S5 
test, water level data was fluctuated greatly by the point gauge measurement, which could not display the 
relevant law better. Compare with penetrating frame dam K5 in the same condition, water level fluctuation by 
K5 was small. And this showed that the interference of frame dam to water flow is less than that of solid dam. 
Pictures in K2 test also showed wave fluctuation produced by penetrating frame dam was less than that of 
solid dam in S2. 

 
4.3 Comparison of flow 

Because current meter was not set up in right position, there was about 50～70 difference between 
measurement and actual velocity direction, the direction turned to left. This deviation was preserved when 
processing the data. From the measurement of average velocity for two different types of dam (see K2 and S2 
in Figure 7), decrease of velocity near the dam on the right side of flume was obvious, and velocity of area on 
the opposite side of dam increased, especially velocity near the dam head reached the maximum value in that 
cross section. Along with water flew to the downstream, influence of dike on flow gradually weakened, velocity 
gradually recovered from the area on the opposite side of dam to the cover of dam in the downstream. 
Because area influenced by dike was big, the influence range of velocity behind dike was much larger than 
that of affected area before dike. The flow velocity gradually became uniform behind dike, but it did not 
recover fully behind 0.60 m of dike. The change of flow velocity under non-submerged condition, penetrating 
frame dam and solid dam had some different features as below: 

 
 

K5 
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Figure 6. The water surface profile for solid dam (S2～S5). 

 
The velocity behind penetrating frame dam reduced a lot, but its direction remained unchanged as 

normal; for solid dam, there was swirling flow near the dike head behind the dike (#12～#15), then down (#16
～#22), flow velocity increased gradually with direction changing. Velocity behind penetrating frame dam 
remained unchanged in a certain range, and its distribution was uniform; velocity behind solid dam was 
smaller than that of frame dam. Then with distance increased, flow velocity increased gradually with direction 
changing. From section of #17, velocity for solid dam was larger than that of frame dam. Velocity distribution 
behind the frame dam was affected by the length of frame dam, and the length of section with small velocity 
was 0.95 m; velocity behind solid dam recovered gradually, that means that the length of section with small 
velocity reduced gradually, and velocity on the left of flume restored and extended to the right. On the left of 
flume without dike, velocity by solid dam was larger than that of frame dam. Take section behind dike of 0.60 
m as example (#12), at 2.0 m in cross direction, velocity by solid dam was about 41.36 cm/s, it was bigger 
than that by frame dam, which was about 37.87 cm/s. 

 

 
Figure 7. Flow field contrast diagram for K2 and S2 under non-submerged condition. 

 

Test K2 Test S2 
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From the comparison of average velocity at 0.6H for penetrating frame dam (K5) and solid dam (S5) 

under submerged condition (see K5 and S5 in Figure 8): velocity near the dike on the right side of flume and 
in the upstream of dike did not change obviously, and there was no obvious change for the velocity in the 
downstream of dike. In the left side of flume, velocity increased a little, and reached maximum near the dike 
head. Frame dam and solid dam showed good consistency at velocity in the left side of flume. To the change 
of flow velocity under submerged condition, penetrating frame dam and solid dam had some different features 
as follow: 

In the left of flume, the deflection effect of solid dam on water flow was greater than that of frame dam, 
the difference of deflection angle was about 70。On upstream section before the project (#8), velocity of solid 
dam was smaller than that of frame dam, especially at the dike position, permeability of frame dam was the 
main reason and flow did not meet obstruction. There was still swirling flow in a distance behind the solid dam 
(from #10 to #13), reason was flowing over the dam. Frame dam did not have swirling flow and velocity behind 
frame dike was greater than that of solid dam. The velocity recovering for the frame dam was showed that 
velocity increased with the flow extending downstream; for solid dam, the velocity on the right side of flume 
increased. 

 

 
Figure 8. Flow field contrast diagram for K5 and S5 under submerged condition. 

 
5 DISCUSSION 

Tetrahedron-like penetrating frame is similar with trapezoidal artificial reef in material, structure, 
arrangement and combination, and it also has effect of ecological restoration and protection of fishery 
resources, just like artificial reef. Guo et al. (2015) made a study for beach protection project by permeable 
frame in the middle reach of Changjiang River. According to fixing-point acoustic monitoring and fish 
collection, it showed that tetrahedron-like penetrating frame group had aggregation effect on fish, especially 
when frames were under submerged condition, the number of fish was more than that under half submerged 
condition. Main reason was that habitat created by submerged condition was relatively stable. Most of 
penetrating frame dam was under water and could have stable habitat, it was benefit for aggregation of 
aquatic organisms, and the role of artificial reefs should be more obvious. 

The artificial reef effect of the framework group is mainly caused by the flow field generated by the flow 
through the frame group. Wang et al. (2009) got a result that the various flow patterns formed by stacked reef 
model are the largest, followed by trapezoidal reef. And penetrating frame is similar with trapezoidal reef that 
is the reason for framework group having aggregation effect on fish. At the same time, the slow flow by 
penetrating frame was beneficial for plankton, benthos and algae staying or absorbing on the structure, then 
attracting fish and their predators (Lu et al., 2011). From these studies, penetrating frame dam could play a 
role as artificial reef, its space in the structure provided shelter for the aquatic organisms such as fish, and it 
had strong aggregation effect on fish. 

Study showed that the average velocity for fish egg floating is about 0.25 m/s (Tang et al., 1989). The still 
water area by solid dam could make fish egg sink. Penetrating frame dam is permeable for water and sand. 
Fish egg would not sink but pass through its structure, so as to ensure the normal hatching eggs. At the same 
time, the flowing water can increase oxygen content (DO) of water that will be conductive to the incubation of 
fish eggs and fish growth. 
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6 CONCLUSIONS 
From experiments, it is realized that the interference of penetrating frame dam to water surface profile 

and velocity was smaller than that of solid dam, and the effect of flowing concentrating for solid dam was 
greater than that of frame dam. At the same time, due to the frame dam body’s permeability, swirling flow was 
weaker, it is better for the smooth of flow. Penetrating frame dam could play a role as artificial reef, its space 
in the structure provides shelter for the aquatic organisms such as fish, and it had strong aggregation effect on 
fish. 
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ABSTRACT 
 
Dike failures, which occurred during floods, is due to seepage flows and soil deformation. In this study, a 
numerical model to predict a dike deformation process due to seepage flows was developed, by coupling a 
three-dimensional flow model and a soil deformation model based on elasto-plastic approach. The model was 
applied to a hydraulic experiment to validate the model performance. Soil deformation on the backside due to 
seepage flows is observed and this model can predict the dike deformation process due to seepage flows 
reasonably. 
 
Keywords: Numerical simulation; dike deformation; seepage flows; three-dimensional open channel flow model; 

Generalized Interpolation Material Point Method. 
 
 

1 INTRODUCTION 
Dike failures could cause serious damages in landside area. Therefore, for risk management, it is of 

great importance to understand the mechanism of dike failure and predict its breaching process accurately. 
The mechanism of dike failures is mainly explained by the surface erosion of dike due to overtopping flows 
and soil deformation with reduction of effective stresses due to seepage flows. Therefore, in order to predict 
flow conditions and sediment transport around a dike accurately, the numerical model includes temporal 
change of water surface, seepage flow through the dike body and bed deformation process during the dike 
breaching. 

In the previous studies, a number of hydraulic experiments have been carried out to elucidate the 
mechanism of dike failures. Coleman et al. (2002) carried out embankment breach tests and explained that 
erosion evolves from primarily vertical to predominantly lateral. Schmocker and Hager (2009) investigated 
dike-breaching processes under various geometrical and hydraulic conditions and discussed test repeatability, 
sidewall effect and scale effects. 

Several computational models (Kakinuma and Shimizu, 2014; Mizutani et al., 2013; Onda et al., 2014, 
2016; Pontillo et al., 2010; Volz et al., 2012) have been proposed to simulate dike erosion processes due to 
overtopping flows. Kakinuma and Shimizu (2014) used a two-dimensional shallow water equation and an 
equilibrium sediment transport model. Mizutani et al. (2013) applied a two-dimensional depth averaged flow 
model with effects of infiltration and a non-equilibrium sediment transport model. Onda et al. (2014; 2016) 
developed a three-dimensional flow model of simultaneous overflow and seepage through the embankment, 
and simulate dike breaching process due to overtopping flows, by incorporating a non-equilibrium sediment 
transport model. On the other hand, to simulate dike deformation due to seepage flows, finite element analysis 
is applied, using a elasto-viscoplastic theory (Oka et al., 2010), whereas it is not applicable to simulate large 
soil deformation. 

In this study, to simulate dike failure due to seepage flows, a numerical model is developed by coupling a 
three-dimensional open channel flow model and a soil deformation model based on elasto-plastic approach. A 
basic equation is discretized by using Generalized Interpolation Material Point method (Bardenhagen and 
Kober, 2004), which is one of the particle in cell method. The developed model is applied to a hydraulic 
experiment of dike failure, and the applicability of the model is verified. 

 
2 NUMERICAL METHOD 
 
2.1 Flow model 

To simulate dike deformation process due to seepage flows, a three-dimensional open channel flow 
model and a soil deformation model based on elasto-plastic approach are coupled. In the flow model, to 
consider calculating water surface variations in unsteady flows, a density function method is applied. In 
addition, by using the concept of volume fraction in the solid phase based on a porous media approach, 
overtopping and seepage flows around an embankment are simultaneously simulated. The basic equations 
(Onda et al., 2014) are described in the following: 
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   gasliq   1  [2b] 

 
   gasliq   1  [2c] 

 
Where, xi = Cartesian coordinate; t = time; ui = velocity vectors in the xi directions; � = density function; c = 
volume fraction in the solid phase; p = pressure; � = density of fluid; �liq = density of water; �gas = density of 
gas; � = viscosity of fluid; �liq = viscosity of water; �gas = viscosity of gas; � = kinematic viscosity of fluid; gi = 
gravitational acceleration vector; 

jiuu   = Reynolds stress; Kd = intrinsic permeability. The subscript indexes j 

and I denote the value of 1, 2 and 3 indicating the x, y and z directions, respectively. The last term in equation 
(2a) is resistance force and Darcy’s law is applied for simplicity in this study. 

The second order nonlinear k-� model is used for turbulence model (Kimura and Hosoda, 2003) as 
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Where, k = turbulent kinetic energy, � = dissipation rate, �t = eddy viscosity coefficient. The model coefficient 
C� is a function of strain and rotation parameters (S and �) and the details of model constants are described 
in Kimura and Hosoda (2003). The applicability of this model is already examined, by simulating the flow 
around a square cylinder (Kimura and Hosoda, 2003) and a spur dike (Nagata et al., 2005). 
 
2.2 Soil deformation model 

To simulate large deformation of soil, an elasto-plastic constitutive model (Oka et al., 1999) is used, and 
Generalized Interpolation Material Point (GIMP) method (Bardenhagen and Kober, 2004) is applied for 
discretization of basic equation. For formulating the constitutive model, the following assumption is used: 

 A strain increment tensor is the sum of increments of elastic and plastic strain tensors; 
 An increment of plastic strain tensor is calculated by generalized plastic flow rule; 
 An over-consolidation boundary surface is introduced; 
 A nonlinear kinematic hardening rule is used. 

The details of the model are explained in the reference (Oka et al., 1999) and, the relation between 
skeleton stress increment tensor and strain increment tensor is derived by using the above constitutive model. 

The equation of motion for whole mixture is described in Eq. [7a], and a u-p formulation is adopted in 
which a displacement of soil skeleton (u) and a pore water pressure (p) are used for unknown variables. 
Substituting the pore water pressure obtained from flow model, the displacement in the solid phase is solved. 
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Where, �m = density of whole mixture, vi

s = velocity vector in solid phase, bi = body force vector, �'ij = 
skeleton stress tensor, �ij = total stress tensor, PF = averaged fluid pressure, pf = pore water pressure, pa = 
pore air pressure (pa is assumed to be 0 in this study). 

The equation of motion in Eq. [7a] is discretized, using the GIMP method. In this method, a continuum 
body is divided into a finite number of sub-regions consisting of material points. The variables in sub-regions 
for soil deformation are defined at each material point, whereas they are mapped to the computational grids 
for solving basic equations. Then, by using the weighting function (SIP) and its gradient (SIP) which means 
the relationship between a material point and a grid point, the governing equation yields 
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Where, mI, PI = mass and momentum of particle defined at a grid point, mp, Pp = mass and momentum of each 
particle, Vp = volume of particle, � = prescribed traction vector, L = grid size, 2lp = control domain of particle, 
xp = positon of particle, xl = position of grid point. 

Substituting Eq. [7b] into Eq. [8] leads to 
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Where, Np = number of particle. 
Considering an initial state in Eq. [11], the momentum increment (�PI) is derived in the following: 
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2.3 Coupling of water flow and soil deformation models 

Here, coupling algorism of water flow and soil deformation models is described. The values at (k+1) step 
are assumed to be solved, by using the known values at (k) step. The procedure is shown as follows: 

i. A mass (mI
k) and a momentum (PI

k) of particles is calculated, using Eq. [9a] and [9b]; 
ii. A pore water pressure (pE

f) is obtained from open channel flow model; 
iii. Substituting pore water pressure into Eq. [13], a momentum increment (�PI

L) is calculated; 
iv. Using �PI

L and PI
L
 (= PI

k +�PI
L), a velocity of particles (Vp

k+1) and a position (Xp
k+1) are updated in 

Eq. [14a] and [14b]; 
v. Using a velocity of particle (Vp

k+1), a velocity defined at computational grid (vI
k+1) and an increment of 

strain tensor (��p
k+1) is obtained in Eq. [15a] and [15b]; 

vi. Based on constitutive law, an increment of stress (��p
k+1) is calculated and updated in Eq. [16]; 

vii. A volumetric strain, void ratio and volume fraction in the solid phase is obtained; 
viii. A process is going back to step i. 
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Figure 1. Schematic diagram of hydraulic experiment 
 

           
                                  (a) t = 303 (s)                                                                (b) t = 305 (s) 

Figure 2. Temporal change of dike failure process 
 

 
Figure 3. Computational flow domain 
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3 APPLICATION OF NUMERICAL MODEL 
 
3.1 Hydraulic experiment 

A hydraulic experiment of dike deformation due to seepage flows is carried out. The schematic diagram 
is shown in Figure 1 and the embankment is made of dry material without compaction, with crest height, width 
and slope gradient of 0.12 (m), 0.04 (m) and 1:2, respectively. The diameter of sand is 0.53 (mm) and the 
inflow discharge is 0.0008 (m3/s). By using two high speed cameras, the dike failure process is recorded from 
the upper and lateral sides. The time that the water reaches the front toe of dike is assumed to be t = 0 (s). 

From the movie, it is observed that the water reaches to the toe of backside at t = 287 (s) and the top of 
back slope at t = 304 (s). Figure 2 shows the dike failure process and the yellow line presents the water level. 
The back slope is cracked and deformed with rise of water level, as shown in Figure 2. 
 
3.2 Results and discussion 

The computational flow domain is presented in Figure 3, and the embankment is set at x = 2.0 (m) from 
the upstream end. The computational mesh in the streamwise, transversal and vertical direction consists of 
178, 10 and 12 elements, respectively, with �x, �y and �z set to 0.02, 0.03 and 0.02 (m). The time step �t is 
adopted as 0.0002 (s). The water depth at upstream side is initially given for 0.02 (m), and hydraulic 
conductivity is assumed to be 0.02 (m/s). The initial stress in embankment is obtained by using LIQCA 2D, 
and a maximum of four particles are distributed in each cell based on the shape of dike, as seen in Figure 3. It 
should be noted that the effect of suction and the relationship between hydraulic conductivity and water 
saturation are not included in the numerical model. To reduce computational time, the spatial scale from water 
inlet to front toe of dike in computational flow domain is not same with the experiment, and consequently flow 
characteristics and its time scale is thought to be different between the experiment and the numerical 
simulation. In this study, the numerical results are qualitatively compared. 

crack, deformation
crack, deformation

4.23m 0.24m 0.24m

0.04m
10m

Q
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(a) t = 0 (s) 

 
(b) t = 30 (s) 

 
(c) t = 40 (s) 

Figure 4. Temporal change of flow fields 
 

 
(a) t = 45 (s) 

 
(b) t = 50 (s) 

 
(c) t = 55 (s) 

 
(d) t = 60 (s) 

Figure 5. Temporal change of water saturation through a dike and soil deformation 
 

Figure 4 presents the temporal change of flow fields, and the color contour represents the water 
saturation. It is observed that the overtopping and seepage flows are simultaneously simulated and water 
infiltrates to the toe of backside. Figure 5 shows the temporal change of water saturation through a dike and 
soil deformation, and the solid line represents the initial shape of embankment. As seepage flows approaches 
to the back toe, soil deformation on the backside is simulated well. However, the deformation of overall back 
slope is seen in the numerical simulation. The reason is that the effect of suction is not included in the flow 
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model and then the restraining force for soil deformation is not considered. By including the effect of suction, 
the refinement of numerical model is required. 

Figure 6 is the stress path at the particle A shown in Figure 3, and the initial state is presented by the 
plot. It is observed that the effective stress is decreased due to seepage flows. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Stress path at particle A 

 
4 CONCLUSIONS 
 In this study, a numerical model to simulate dike failure process due to seepage flows is developed, by 
coupling a three-dimensional flow model and a soil deformation model based on elasto-plastic approach. The 
model is applied to a hydraulic experiment, and it is concluded that soil deformation on the back side due to 
seepage flows is reasonably simulated in this model. In the next step, the numerical model is refined, by 
considering effect of suction. 
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ABSTRACT  
 
Good irrigation system is an essential requirement of farmland. Agricultural infrastructure will be damaged if it 
is not maintained regularly. Weir as one of the agricultural infrastructures is part of the upstream irrigation 
systems to raise the water level and then distributing water to agricultural areas through the intake. As an 
agricultural island in Indonesia planted with tobacco and paddy, Madura is very dependent on good irrigation 
weir. The purposes of this paper are identification of dominant defects in the irrigation weirs and proposing a 
structural solution that can be applied to reduce the damage without replacing the irrigation weirs. Moreover, 
this paper writes about the proposal of repairing water structures, which is a topic with very limited reviews by 
other authors. The method used to identify the damage is to conduct a survey on several weirs in the Madura 
Island and to propose technical solutions to reduce further damage of the weir. To make repairs, the 
hydrological components are first calculated such as return period of rainfall with the Log Pearson III Method, 
time of concentration by Kirpich's Equation, Mononobe's Rain Intensity and Peak Discharge of Rational 
Method. To repair the weir structure design, the Lane's Equation and uplift pressure are used. For case study 
of the Grudjugan Weir, the remedy to the structural damage is proposed by cutting off the ruins of the stilling 
basin. Hydrologic analysis results show that the flood discharge is 56.2 m3/s and water level on weir crest is 
1.5 meter. A minimum length of weir structure is 9.25 meters, while the thickness of the stilling basin floor is at 
least 30 cm. Improvements recommended are by replacing the stilling basin floor with masonry and covered 
with 20 cm thick reinforced concrete, which is connected by anchor to the structure of masonry and old 
spillway. 

 
Keywords: stilling basin, weirs remedy, weir structure damage.  
 
 
1 INTRODUCTION 

 Good irrigation system is an essential requirement of farmland. Agricultural infrastructure will be 
damaged if regular maintenance is not carried out. Weir as one of the agricultural infrastructures is part of the 
upstream irrigation systems to raise the water level and then distributing water to agricultural areas through 
the intake. The function of the weir meets one reason for the need to build the weir, which consists of water 
level management, flow measurement, environmental enhancement or channel stabilization (Rickard et al., 
2003). As an agricultural island which is planted with tobacco and paddy, Madura (see Figure 1) is very 
dependent on good irrigation weir. Unfortunately, the condition of irrigation infrastructure on the island is very 
alarming. Some of the weirs on Madura island suffered damage due to irregular maintenance. 

 Some of the existing irrigation weirs, in Madura Island - Indonesia, show similar type of damage. Based 
on identification on seven irrigation weirs, the damage typically occurred on the connection between ends of 
weirs with its stilling basin. Some of them are not broken laterally and the water flow is seen through gaps at 
the weir structure. These cases are as an indication that the damage is occurred because of piping process. 
From the seven weirs which were investigated in Pamekasan Regency in 2015 (see Figure 2), it was 
observed that Bulay Weir in Galis, Lancar Weir in Larangan, Klampar Weir in Proppo, Cenlecen Weir in 
Pakong and Grudjugan Weir in Larangan appeared to exhibit similar type of structural failure. The weight of 
the floor of stilling basins was insufficient to resist the uplift pressure. This uplift pressure caused the floor 
cracked and ruptured. This failure reduces the effective length of the impermeable floor and can cause failure 
of the weir structure. Nevertheless, even though the stilling basins are ruptured but the weirs do not collapse. 

 For these cases, the analysis of samples taken is based on problems that occurred in Grudjugan Weir. 
Sketch of Grudjugan Weir damage can be seen in Figure 3. These cases become complicated due to the 
unavailability of blueprint of the irrigation weirs that are recorded after the construction is done. This situation 
makes engineer clueless of the weir bottom design. They can only measure the dimensions of weir surface 
and reconstruct the ruins of stilling basin as a preliminary to design remedial structure. According to the 
background and problem, this paper proposes the handling of damage to the dam, without having to do a total 
demolition and rebuilding a new weir.  
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Figure 1. Map of Madura Island in Indonesia, and location of weir in the dotted line. 

 

 
Figure 2. Bulay Weir, Lancar Weir, Klampar Weir, Cenlecen Weir and Grudjugan Weir  

exhibit similar failure at their stilling basin. 
 

Stilling basin is used to reduce the energy of water and to prevent scouring that occurs when high-
velocity water comes to the downstream of the weir. This scouring can damage the foundation of weir and 
also causes severe erosion at downstream. Figure 4 shows the basic component of weir structure. 
 

 
Figure 3. Damage in the stilling basin as a typical failure of weir in Madura Island and its  

sketch of cross section. 
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Figure 4. Basic component of weir structure (redrawn from Rickard et al., 2003). 

 
2 METHOD  

The methods used to fulfill the purpose of this paper was a field survey to measure dimensions of weirs 
and channels, conduct soil sampling, data collection of rainfall data and provision of topographic maps. 
Rainfall data was used to predict the depth of precipitation for various return periods using Log-Pearson Type 
III which is extensively used in USA (Subramanya, 1995) and in Indonesia (National Standar of Indonesia, 
2016). For this distribution, the hydrologic dataset are firstly taken as logarithms, y = log y (Chow et al., 1988). 
From the logarithmic data, the mean, standard deviation and coefficient of skewness are calculated, which is 
the frequency factor that has been expressed by Kite (1977) and calculated by Chow et al. (1988). 

Calculation of rain intensity (I in mm/hr) is defined by Mononobe's Equation (Hayashi et al., 2015; Iguchi 
et al., 1972): 

 

I ൌ
ୖ

ଶସ
∙ ቀ

ଶସ

୲
ቁ
ଶ
ଷൗ
                                                  [1] 

 
where R is rainfall depth (mm) from Log-Pearson Type III distribution and t is rainfall time (hours) which is 
corresponded with ݐ as time of concentration.  

In this paper, Kirpich's Equation was used to calculate time of concentration. The Kirpich's Equation was 
developed from catchment areas of 0.004-0.453 km2 (1-112 acres) and to the slope of 3% to 10%. Sharifi et 
al., (2011) have compared some formulas of time of concentration for some watersheds. The result is 
deduced from nine equations of concentration time and the Kirpich's Equation provided excellent value if 
applied elsewhere including for wider watershed. Time of concentration (minutes) was computed using 
Kirpich’s Equation (Kirpich, 1940 in Subramanya, 1995). Kirpich’s Equation is:  
 

ݐ ൌ 0.01947 ∙ .ܮ ∙ ܵି.ଷ଼ହ                       [2] 
 
where L is maximum length of travel of water (meters), S is slope of the catchment area = ∆ܪ ൗܮ in which ∆H is 
difference in elevation between the most remote point and the outlet.  

 The peak discharge (Q) was calculated by rational method which was obtained by multiply rainfall 
intensity, catchment area and coefficient of run-off. The rational method is a simple technique developed by 
Kuichling (1889) for estimating a design discharge from a small watershed. This formula is adopted in 
Indonesia to be National Standard and applicable to watershed with area up to 50 km2 (SNI, 2016; 
Subramanya, 1995.). 
 

Q ൌ
ଵ

ଷ.
∙ C ∙ I ∙ A                                                 [3] 

 
where C is coefficient of run-off and A is area of catchment (km2).  

The general equation of discharge flows on weir was first proposed by Poleni (1717) in Guven, et al., 
(2013) and Saad, et al. (2016): 
 

ܳ ൌ ௗܥ ∙
ଶ

ଷ
∙ ܤ ∙ ܪ

ଷ
ଶൗ ∙ ඥ2݃                                  [4] 

 
where Q is discharge over the weir (m3/s), B is effective width of the weir in meters, H is head of water on the 
weir crest (meters), and g is acceleration due to gravity in m2/s. This equation is used to calculate head of 
water on the weir crest using H as an input to determine one of some criteria in stability of weir. 

Weir structure improvement due to the uplift pressures can be done by installing long impermeable floor 
with the right thickness and installing impermeable blanket in the upstream part to reduce uplift pressure at 
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downstream (Shayan, et al., 2015). In this paper, a method was used to determine the length of the 
impermeable floor to resist uplift pressure that is calculated based on the thickness of the floor in the stilling 
basin. Length of impermeable floor can be calculated using creep distance in Lane's Equation (1934) in 
Hendrix, et al. (2009) with the Safe Weighted Creep Ratios shown in Table 1. Lane's Equation (1934) is: 
 

C୵ ൌ
౭
ୌ
ൌ

ൣ୴ୣ୰୲୧ୡୟ୪	ୡ୰ୣୣ୮	ୢ୧ୱ୲ୟ୬ୡୣାଵ ଷൗ ୦୭୰୧ୱ୭୬୲ୟ୪	ୡ୰ୣୣ୮	ୢ୧ୱ୲ୟ୬ୡୣ൧

ୌ
          [5] 

 
where Lw is the weighted creep distance and H is the head of water in the reservoir. 

 
Table 1. Safe Weighted Creep Ratios as recommended by Lane (Lane 1934 in Hendrix et al, 2009). 
Material Safe Weighted Creep Ratio 
Very Fine Silt or Sand  8.5 
Fine Sand  7 
Medium Sand  6 
Coarse Sand  5 
Fine Gravel  4 
Medium Gravel  3.5 
Gravel and Sand No Value 
Coarse Gravel, Including Cobbles 3 
Boulders with Some Cobbles and Gravel  2.5 
Boulders, Gravel, and Sand  No value 
Soft Clay  3 
Medium Clay  2 
Hard Clay  1.8 
Very Hard Clay, or Hardpan  1.6 

 
To determine the need of the floor thickness of the stilling basin, it can determined by the uplift pressure 

under weir structure (Lane, 1934) (Eq. 6) and the thickness of the stilling basin floor (dx) by using Eq. 7. This 
formula was obtained from Book of Technical Manuals of Irrigation Design in Indonesia (Balitbang 
Depkimpraswil, 2002): 

 

௫ܲ ൌ ቀܪ௫ െ
ೣ

∙ ቁܪ∆ ∙  ௪                                                                    [6]ߛ

 

݀௫  ܨܵ ∙ ௫ܲ ௪ൗߛ െ  ௫                                                                        [7]ݓ
 

where Px is uplift pressure in point x (tonnes/m2), Hx is head of water in the reservoir, Lx is creep distance 
from upstream to point x (meters), L is total distance under weir structure (meters), ∆H is head difference 
(meters), ϒw is specific gravity of water, SF is safety factor, and wx is vertical distance from base of floor to 
end sill.  

 
3 RESULTS  

 The Grudjugan weir is an irrigation weir in 760,243.6 mE and 9,212,254.5 mN on Tambakagung River. 
The elevation is 76.7 meter above mean sea level. Catchment area of this weir is 8.86 km2 with slope of 
0.0584. In this catchment area, the maximum flow distance is 5,192.85 meters and basin slope is 0.0584 m/m 
(Downer et al., 2002). 
 

The annual maximum rainfall data can be seen in Table 2. The return period of rainfall was calculated by 
Log Pearson III. Rainfall for a return period of 5 years was 84 mm, with coefficient of skewness -0.7 and 
frequency factor of 0.857 (Chow et al, 1988). Furthermore, the values of maximum length of travel of water 
and slope were  5,192.85 meters and 0.0584, respectively. Using Eq. 2, the value of tc was 42.2 minutes. 
Based on the values of tc and R5, from Equation 1 the value of rainfall intensity was 36.8 mm/hour. 

Land use in Grudjugan Watershed consists of agricultural area and residential area. The agricultural area 
is wider than other areas which accounts for  80% of the watershed area. With the value of run off coefficient 
of agricultural area of 0.6 and settlements of 0.7 (Subramanya, 1995),the equivalent runoff coefficient was 
0.62. Using Eq. 3 which is the discharge equation of rational method, results in Q5=56.2 m3/s. Using Eq. 4, 
with a width of spillway of 15.56 meters, the height of the water above the weir crest was 1.50 meters. 
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Table 2. The annual maximum rainfall. 
Year Rainfall Depth 

(mm) 
2002 53.00 
2003 47.00 
2004 36.00 
2005 33.00 
2006 66.00 
2007 82.00 
2008 100.00 
2009 77.00 
2010 55.00 
2011 87.00 
2012 77.00 
2013 64.00 
2014 80.00 

 
As the under weir structure condition was not known, it was assumed that its form was horizontal as the 

critical condition against uplift pressure. This was done to determine the minimum weir structure length from 
upstream to downstream (apron, spillway and stilling basin). Based on soil investigation, soil compositionwas 
sandy and gravelly clay with a hard consistency. Based on Table Lane, the value of cw was then 1.6. The 
difference of water level in upstream and downstream was 1.93 meters. Thus, the minimum requirement of 
weir structure length was 9.25 meters (see Figure 5). 

The final step was to determine the floor thickness of the stilling basin, using Eq. 7 for relationship 
between uplift pressures with weight of stilling basin. Stilling basin floor was made by replacing the broken 
floor with masonry (density 2.2 tonnes/m3) and covered with reinforced concrete (density of 2.4 tonnes/m3). 
Using a safety factor of 1.5, a minimum weir length of 9.25 meters, and reviewing the location of the thickness 
of the floor as far as 1 meter from the end sill, then by using Equation 7, the minimum thickness of stilling 
basin floor was 0.30 meters. Besides improvements with masonry, the floor coated with reinforced concrete 
was also proposed with a minimum thickness of 20 cm, which was connected to the old building (spillway) 
using the anchor (see Figure 5). 

 

 
Figure 5. Sketch of remedy to the weir structure (modified from Brantas Basin Management, 2015). 
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4 CONCLUSIONS  
 The remedy of weir structural damage is proposed by cutting off the ruins of the stilling basin. From the 

hydrologic analysis results, the flood discharge is 56.2 m3/s and water level on weir crest is 1.5 meter. Using 
Lane’s Equation, the minimum length of the weir structure is 9.25 meters, while the thickness of the stilling 
basin floor is at least 30 cm. Improvements recommended are by replacing the stilling basin floor with 
masonry and also covered with 20 cm thick reinforced concrete which is connected by anchor to the masonry 
structure and old spillway. 
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ABSTRACT  
 
Gravity currents are geophysical flows responsible of the distal transport of high volumes of sediments. In 
particular, turbidity currents, a form of gravity currents where sediments in suspension confer the buoyancy 
that ignites the flow, are the main mechanism for distal sediment transport within lakes and reservoirs. In 
maritime environment, submarine clay-rich gravity currents can impact and may endanger human made 
infrastructures such as submarine cables and platforms. It is thus important to understand the dynamics of 
sediment transport associated to gravity currents. In the present research, it is intended to experimentally 
investigate the mechanisms of entrainment, transport and deposition of fine sediments caused by the passage 
of a saline gravity current. Conservative saline currents, with varied initial density, are let to flow over an 
erodible bed sector where fine sediments, with three different grain sizes, are at rest. A detailed description of 
the gravity current dynamics is reported using 3D instantaneous velocities measurements over a certain 
profile. Video records obtained synoptically and laterally through a transparent wall, provide a visualization of 
the entrainment and resuspension processes which is further related to the flow hydrodynamics. The critical 
threshold conditions for initiating sediment motion is frequently related to the balance of boundary shear stress 
and the submerged weight of the particle. However boundary shear stress is just one of several impelling 
forces and the particle submerged weight is just one of several inertial forces. Here the attention is first 
focused on the complete description of the flow velocity, in term of instantaneous and mean flow. A deep 
analysis of the hydrodynamic of one gravity current reproduced in laboratory is here presented and its role in 
sediments’ entrainment discussed.  
 
Keywords: Gravity currents; sediment entrainment; erodible bed; 3D instantaneous velocities profiles. 

 
 

1 INTRODUCTION  
In atmosphere and in water, examples of gravity currents are numerous. In most of the examples that we 

can find in nature this buoyancy driven flows interact with sediments. Considering the cases of lava flows, dust 
storms or snow avalanches: the presence of sediments increases the density of the fluid which getting in 
contact with the lighter ambient air forms gravity currents. In water, suspended sediments at relative high 
concentration cause the formation of turbidity currents. A common point for these flows is their high interaction 
with the material of the bed surface. Travelling on a surface that is generally composed of erodible sediments, 
entrainment and eventually deposition of material can take place at a rate that depends on the characteristics 
of both the current and of the bed. Furthermore, gravity currents in nature occurs over complex topographies 
and varied bed compositions.  

In situ measurements of gravity current have been documented (Xu et al., 2004; Paull et al., 2002) 
among others) and in many cases such flows are major and often catastrophic agents of sediment transport, 
both on land and within the ocean (Kneller et al. 2000). Gravity currents have been widely studied through 
both numerical (Ooi et al., 2009; Adduce et al., 2011; Ottolenghi et al., 2013; Lombardi et al., 2015) and 
experimental (Britter and Linden, 1980; Huppert and Simpson, 1980; Altinakar et al., 1990; Garcia and Parker, 
1993; Shin et al., 2004; Nogueira et al., 2013a; Nogueira et al., 2013b; Theiler and Franca, 2016) simulations. 
Despite the wide interest on the topic, the mechanisms behind the interaction between the highly turbulent 
gravity current and the bed over which it flows, at the bottom interface, are not yet completely understood. 
Few contributions focus on a detail description of current hydrodynamic at the lower boundary and even less 
on the ability of a gravity current to entrain material from the bed. In the present study, in order to analyze the 
contribution of sediments coming from the mobile bed, saline conservative currents experiments have been 
carried over erodible bed. Three initial current densities have been tested combined with three different 
sediment grain sizes conforming the erodible bed. 

The set-up was specifically design to perform full-depth lock-exchange experiments. The standard 
configuration, previously used by many authors (Huppert and Simpson, 1980; Rottman and Simpson, 1983; 
Adduce et al., 2011; Nogueira et al., 2014), was here adjusted in order to form an extended slumping phase in 
which the front velocity is almost constant (Tokyay et al., 2011). The initial volume of denser fluid is here 
comparable to the volume of the ambient water in the second part of the channel (Shin et al., 2004). The 
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bottom is horizontal and smooth. In these conditions, a quasi-steady regime is formed, similar to the steady 
state observed for constant feed gravity currents (Zordan et al., 2016).  

This is particularly important since the dynamics of the near-bed region of such currents, which is 
characterized by high sediments concentration, is still poorly understood, as it is governed by intense particle-
fluid and particle-particle interactions that give rise to mass and momentum exchanges between the current 
and the sediment bed. The coupling between the evolution of the gravity current and that of the underlying 
substrate is explored by analyzing the velocity profiles and the videos recorded from the side. 

The present paper is structured as follows: first, the experimental set-up and the instrumentations are 
described. Subsequently, the results in term of streamwise and vertical velocity temporal evolutions and 
sediments entrainment from video analysis are presented. In the final section, the main findings are 
summarized and discussed looking at the possible further steps. 

 
2 METHODS 
 
2.1 Experimental set-up 
 The flume that was used to reproduce the gravity currents is 7.5 m long and 0.275 m wide and it is 
divided into two sections of comparable volumes by a vertically sliding gate (Figure 1). An upstream reach 
serves as head tank for the dense mixture (n.1 in Figure 1); a downstream reach is where the current 
propagates and where the main measurements are made.  The bottom is horizontal and smooth along the 
whole channel apart for a section of 0.6 m of length, 2.5 m downstream the gate (n.2 in Figure 1). Here a 
mobile bed is localized and recreated by fulfilling a depression in the bed with sediments. The so called lock 
exchange technique is used: when the gate is removed, differences in the hydrostatic pressure cause the 
denser fluid to flow in one direction near the bottom boundary of the tank, while the lighter fluid flows in the 
opposite direction at the top (Shin et al., 2004). Downstream, the current is let to dissipate flowing down into a 
final large tank (n.3 in Figure 1). 
 

 
Figure 1. 3D view of the experimental set-up. 

 
2.2 Measurements and instrumentation 

The 3D Acoustic Doppler Velocity Profiler (ADVP) (Lemmin and Rolland, 1997, Franca and Lemmin, 
2006) is a non-intrusive sonar instrument that measures the instantaneous velocity profiles using the Doppler 
effect without the need of calibration. It is placed right before the mobile bed and takes 3D instantaneous 
velocity measurements during the passage of the density current over a vertical, including the upper counter 
flow. For studies of turbulent flow, a high sampling frequency is desirable. The minimum number of pulse-pairs 
was here fixed at 32, in reason of our working conditions, which corresponds to a frequency of acquisition of 
31.25 Hz (Lemmin and Rolland, 1997). The instrument consists of a central emitter surrounded by four 
receivers. The geometric configuration is the result of an optimization of the instrument that allows noise 
reduction by creating redundancy information for the velocity components (Blanckaert and Lemmin, 2006). 
This, together with the despiking procedure proposed by Goring and Nikora (2002), leads to a considerable 

1 
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reduction in the noise level of the data set. The analysis of the power spectra of the raw data collected with 
the ADVP allows the identification of the noisy frequencies that where furthermore cut off through a low-pass 
filter of the signal.  

The high-speed camera SMX-160 records the evolution of the gravity current over the erodible bed 
laterally, from the transparent side. The acquisition frequency was 25 Hz and the area of interest had a 
resolution of 500 x 180 pixels. The images are converted to grey-scale matrices for being post-processed. The 
interface between the water and the density current is identified by the subtraction between the current image 
and the initial image (without the current). The current passing over the mobile bed takes in suspension the 
material from the bottom. More challenging was the detection of the limit between current and sediment in 
suspension. A threshold for the identification of the pixels needed to be estimated. At the beginning of the 
experiments the pixel value associated to the sediments is annotated. Then, this value is used as reference 
threshold to identify pixels characterized by the presence of sediments, considering an average value of a 
group of neighboring pixels. 
 
2.3 Experimental parameters 

The experimental parameters of the nine tests performed are shown in Table 1 where ρ0 is the gravity 
current initial density (as measured with a densimeter in the upstream reach), ρa is the ambient water density 
(998 kg/m3), g is gravity and g’ is the initial reduced gravity of the dense fluid defined as:  

 

Where ν is the kinematic viscosity and cU g 'h  the buoyancy velocity. 

 
. Table 1. Experimental parameters for all experiments 

Exp. 
ρ0 g’ uf Re0 FrD D50 

kg/m3 m2/s m/s x103 - μm 

R1.FINE 1028 0.29 0.101  48.2 0.593 80 
R1.MEDIUM 1028 0.29 0.106 48.2 0.689 145 
R1.COARSE 1028 0.29 0.126 48.2 0.771 91 

R2.FINE 1038 0.39 0.117 55.7 0.595 80 
R2.MEDIUM 1038 0.39 0.134 55.7 0.678 145 
R2.COARSE 1038 0.39 0.127 55.7 0.646 191 

R3.FINE 1048 0.49 0.131 62.4 0.595 80 
R3.MEDIUM 1048 0.49 0.142 62.4 0.642 145 
R3.COARSE 1048 0.49 0.155 62.4 0.704 191 

  
The front velocity was computed through video analysis. The characteristic of the particle in terms of D50 

(μm) is also given. 
 
3 RESULTS 
 
3.1 Flow velocity 
The velocity data collected consists of instantaneous 3D velocity profiles along a vertical. Mean velocities 
where calculated by moving averaging the low-pass filtered instantaneous velocities following Baas et al. 
(2005). The time scale of the moving average was chosen by analyzing the power spectra of the 

                         
 
 

 
                         [1] 
 

 
Fr is the bulk densimetric Froude number derived for each test as:  
 
   

 
 

 
                          [2] 

 
with hc the average height of the current (one third of the total height of the fluid in the channel H=0.2m) and 
uf  the velocity of propagation of the front. Re0, the Reynolds number based on the initial quantities, is 
determined as: 
 
                                                                                                                                                 [3] 
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instantaneous low-passed signals. The maximum time window which allowed to still recognize the 
characteristic frequencies of the signal was taken in order to apply the moving averaging. One characteristic 
test will be here deeply analyzed. In Figure 2 the mean streamwise and vertical velocities fields, together with 
the vector field, for test R2.medium is reported. The vertical length scale was normalized by the total water 
height (H=0.2m). The regions of the current can be identified. The head height is larger than the body of the 
current and it presents a three-dimensional velocity structure. High streamwise velocities are presented within 
the head and Kelvin-Helmholtz billows are generated on the front of the head. This turbulent structures are 
generally associated with high mixing (Britter and Simpson, 1978). While the current advances, a return flow 
forms on the upper ambient fluid layer. This counter-current shows a jet-flow configuration as displayed by the 
mean streamwise velocity field (Figure 2, first plot). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Mean streamwise (top) and vertical velocity field (middle) and vector field (bottom) for test 
R2.medium. 

 
Peak of alternatively high positive and negative vertical velocities are present at the base of the current, 

near the bed. The advancing front causes a high-speed upward displacement of fluid that moves backward 
over the current’s head.  

The temporal evolution of the streamwise and vertical velocities are plotted for four different heights from 
the bed (Figure 3). The distances 18.8 mm, 31.3 mm, 52.1 mm and 72.9 mm have been considered as 
representative heights of the current. The highest streamwise velocities are detected at a distance of 18.8 mm 
from the bed. At 72.9 mm the streamwise velocities drop down and become negative: at this height the zone 
behind the head, characterized by a backward movement, is detected. The temporal evolution of the vertical 
velocities confirms the presence of upward and downward displacement of fluid, that are consistent along the 
whole vertical of the current. The highest values are recorded in the zone where the ambient water, pushed by 
the approaching front of the current, is displaced above and behind the head.  
 
3.2 Sediments entrainment 

Video analysis allows to track the sediments getting into suspension from the mobile bed. It was possible 
to compute the time evolution of the area occupied by the sediments by identifying the pixels occupied by the 
sediments in each picture taken. The same was done for the pixels belonging to the current. The areas of 
sediments and current are plotted in Figure 4 with the mean vertical velocities recorded at the closest 
recorded height from the bottom. It appears that the initiation of sediments entrainment begins in 
correspondence of the highest peak of vertical velocity. The time evolution of the current, as reported in Figure 
4, shows that a peak is reached at around t/t*=1, followed by a reduction. In fact the upper boundary of the 
current, at the interface with the ambient water, does not seem to be affected by the sediment’s entrainment: 
the reduction of the height of the current, starting from around t/t*=1, is rather related to the passage of the 
head which arises with respect to the body.  
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Figure 3. Streamwise (left) and vertical mean velocities (right) as a function of normalized time  

at four different elevations from the bed, for test R2.medium. 
 

 
Figure 4. Time evolution of vertical velocity at the closest recorded height from the bottom (solid line),  

area of the current (dotted line) and of sediments (dashed line) from video processing. 
 

4 CONCLUSION AND DISCUSSION 
These preliminary results, allow to understand the mechanisms underlying the erosion and deposition 

processes. For this purpose, 3D-ADVP measurements have been performed, obtaining high resolution data 
for the velocities of the current before reaching the erodible bed. Velocity field provided useful information on 
the characteristics of the flow approaching the mobile bed. A peak in vertical upward velocity is present at the 
first instants of the front. The sediments entrainment was recorded with the high speed camera and the image 
processing allows to compute the time evolution of the area occupied by the sediments per each time frame. 
After synchronization of the measurements coming from the two instruments (ADVP and camera), the 
correspondence between mean vertical upward velocity and beginning of entrainment was highlighted. If the 
vertical velocity field can be related to the beginning of sediments motion, the author of sediments suspension 
subsistence needs to be identified. Moreover, a threshold at which the inertial forces overcome the impelling 
ones, implying sediments deposition, will be possibly determined. These are still open fields of study that will 
be addressed in the following of this research by investigating as well the role in the entrainment of sediments 
of bottom shear stress and of the turbulent quantities. 
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ABSTRACT 
 
Flood events in mountain streams mobilize and transport large amounts of sediment and often lead to 
sediment depositions on densely populated alluvial fans. The impacts of these fluviatile hazard processes 
potentially lead to a substantial damage of buildings, infrastructure facilities, etc. The work presented deals 
with experimental measurements and calculations of impact forces on obstacles induced by fluviatile sediment 
transport processes. A physical scale model, consisting of a force plate in a homogeneous flume to measure 
the fluviatile impacts, was set up at the scale 1:30. Influence of different parameters on the impact forces, 
such as channel gradient, flow discharge, grain size distribution of the supplied sediment, concentration of 
bed-load within the flow mixture, the incident flow angle to the object and different dimensions of the object 
were tested. Correlations of measured flow depths and velocities with the impact forces were further analysed. 
A 3d-numerical model (FLOW-3D) of the experimental flume was built up and numerical analyses were 
executed to validate the measured data under clear water conditions. Thereby the suitability of Froude 
similarity to scale the measurement data into prototype dimensions was verified. The results show that in the 
majority of experimental scenarios, the sediment input leads to a decrease of the impact forces due to the 
lateral deflection of the flow mixture in front of the plate, induced by the sediment deposition. However, the 
applicability of a 3d-numerical modelling approach to calculate impact forces of fluviatile hazards on obstacles 
is verified for clear water conditions. The study provides valuable information for further and more complex 
experiments on the fluviatile hazard impacts on buildings, associated analysis of consequences for buildings 
stability and serviceability, and vulnerability analysis of buildings exposed to fluviatile hazard events. 
 
Keywords: Bed-load transport; physical scale model; impact force; fluviatile hazards; vulnerability. 
 
 
1 INTRODUCTION 
 The detailed analysis and simulation of complex hydrodynamic flow processes is a very challenging task 
in hydraulic engineering. Besides the use of numerical modelling techniques, the application of physical scale 
model tests is a reliable tool when dealing with different hydraulic problems. Complex three-dimensional 
hydrodynamic flow processes featuring also sediment transport, can hardly be described with currently 
available numerical models (Gems et al., 2016). These processes require large calculation effort and the 
knowledge of several model parameters and accurate measurement data. Since appropriate real-scale data 
for model calibration and validation is often very limited, experimental modelling enables the extension of 
available databases for the application of numerical models. However, laboratory experiments are subjected 
to model-related simplifications and assumptions. Scaling effects, which inevitably emerges when 
representing complex flow processes at small model scales, and the transformation of modelling results to 
real-scale conditions according specific scaling-laws, have to be carefully considered. 
 Dynamic flow processes and the influence of sediments during fluviatile hazard events, debris floods and 
flows substantially influence damaging impacts on buildings located on alluvial fans (Fuchs et al., 2007; 
Mazzorana et al., 2014). Characteristics and impacts of fluviatile hazards depend on the properties of the 
triggering rainfall, the topography, the sediments and soil characteristics of the catchment, and of the quality 
and geometry of the elements at risk. Large amounts of mobilized sediments have a considerable high impact 
on the damages of buildings, infrastructure facilities and etc.. Available approaches for the calculation of 
dynamic flow processes are typically based on the determination of the static and dynamic forces in 
undisturbed conditions (Bergmeister et al., 2009). Any influences of obstacles on the characteristics of the 
flow field or, vice versa, fluid impacts on objects in the flow are not considered. Disturbed flow conditions in 
close vicinity to obstacles are very complex due to the three-dimensional expansion of the flow process. 
Several studies focused on the analysis of the flow process (e.g. Spinewine et al., 2003; Armanini et al., 2010) 
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or the experimental modelling of debris flow (Scheidl et al., 2013). Nevertheless, information on the interaction 
between the process and the buildings is still scarce. 
 The work presented in this paper illustrates results from a physical scale model test dealing with the 
analysis of forces impacting a vertical plate under clear water conditions and with fluviatile bed-load transport. 
The main influencing parameters on the impacts are illustrated. The application of a 3d-numerical model, 
which is firstly aimed at the reconstruction of the experimentally analysed scenarios, and the corresponding 
simulation results are further presented. Secondly, the scalability of the measurement data from the physical 
model to real-scale dimensions is verified by the use of the calibrated numerical modelling. Moreover, a brief 
overview on current experiments on a larger scale model, focusing on the alluvial fan of the Schnannerbach 
torrent in Austria (Gems et al., 2014), is provided. The results of the presented study are further used for 
vulnerability analysis of buildings against torrential hazards (Fuchs et al. 2007; Papathoma-Köhle et al., 2012; 
Totschnig and Fuchs, 2013). The findings deliver a valuable contribution to the planning of local protection 
structures on flood-prone, steep alluvial fans as well as for any organizational and spatial planning action 
strategies. 
 
2 MODELLING 
 
2.1 Physical scale model (1:30) 
 The physical scale model consisted of a homogeneous flume with 0.5 m width, in which a vertical plate 
and a pressure sensor was mounted (Figure 1). In view of further investigations, the geometric scale of the 
model was set to 1:30. Essentially, the model consists of a homogeneous channel with an adjustable ramp to 
enable specific channel gradients between 4 % and 15 %. The model was built mostly with wooden and 
Plexiglas panels. As a consequence of the model construction and in order to simplify the measurement 
conditions and the calibration procedure of the numerical model, the roughness in the channel was very low. A 
highly sensitive sensor which allows for the three-axial measurement of impact forces was arranged in the 
flume (Figure 1). A vertical plate was mounted on the sensor in a way that impacts of the flow field on the 
plate can be measured at a high temporal resolution up to 200 Hz. The force plate can be mounted at different 
angles to the flow direction and also features different dimensions. Figure 1 shows a sketch of the scale 
model. Flow field measurements (flow velocities and depths) were executed during the experiments in order to 
analyse correlations between these data and the impact forces. The flow depths in the unaffected flow are 
rather low. Therefore, measurements were also accomplished in the impounded flow field in close vicinity to 
the vertical plate and further considered within the data analyses. PIV (Particle Image Velocimetry) 
measurements (Thieleke and Stamhuis, 2014) are identified as a valuable method to measure the flow 
velocities in the channel. Therefore, small swimming tracer elements are added to the flow and their flow 
velocities are tracked with a camera. The records are subsequently evaluated with PIV analysis methods 
(Thieleke and Stamhuis, 2014). Experiments were carried out under steady-state conditions and for a set of 
specific discharges in the flume.  
 The sediment load was added manually during the experiments. Therefore, the influence of different 
sediment concentrations and grain sizes on the impact forces was analysed. The physical model delivers 
results for basic research. 
 

 
Figure 1. Sketch of the physical scale model. 
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 Further analysis on a larger scale model, covering a torrent channel with the adjacent settlement area on 
an alluvial fan (Schnannerbach torrent, Austria) and building structures, which are analogously equipped with 
measurement devices, is currently under progress. 
 
2.2 3D-numerical model (FLOW-3D) 
 For the numerical simulation of the laboratory experiments with the software FLOW-3D (Flow Science 
Inc., 2012), two models are set up. The first numerical model exactly reflects the dimensions of the 
experimental flume. In order to provide simulation results with a high spatial resolution in close vicinity to the 
vertical plate and the impounded flow field, the grid size of the computational mesh was set to 0,0025 m in 
close vicinity of the obstacle, whereas elsewhere it was set to 0,01 m in all three dimensions. The 
computational mesh of this model features a total number 3.17 million cells which constitutes a reasonable 
compromise between calculation accuracy and computational effort. At first, a calibration procedure was 
accomplished by adjusting the roughness parameter of the flume. Measured flow depths, inflow heights at the 
vertical plate and the flow velocities in the undisturbed flow field further upstream are considered as indicating 
parameters for the calibration. 
 The second numerical model was used to calculate the real-scale impacts on objects and to verify the 
transferability of the measurement data (scale 1:30 according Froude similarity) to real-scale dimensions. The 
model corresponds exactly to the scaled original model. The geometric dimensions of the computational grid 
were also scaled accordingly. Scaling of the roughness parameter was the main challenge associated with the 
calibration of the model. However, a corresponding roughness coefficient for the numerical model could also 
be determined in real-scale dimensions since the measured flow depths and velocities being scaled with 
Froude similarity are considered. Finally, the calculated impact forces of the first model, accordingly scaled by 
Froude similarity, were compared to the calculated impact forces of the second model. 
 As a part of the computational analysis, the influence of a changing structural roughness due to the 
processing of the terrain model with computational grids of different resolution (spatial discretization) was 
identified. Independence of modelling results from the computational mesh was not entirely provided, since 
there were marginal differences in the calculation of the impact forces. However, these differences were very 
small and thus not relevant for any further data analysis. 
 
2.3 Investigation procedure 
 The investigations presented within this paper were divided in three main sections. Firstly, the results of 
the clear water experiments at the physical scale model are described (i). Secondly, the results of the 
numerical clear water simulations (FLOW-3D) are illustrated for both numerical models (ii) and, thirdly, the 
main findings of the experiments with sediment supply are introduced (iii). The boundary conditions of the 
physical scale model (discharges, concentrations of supplied sediment, grain sizes) as well as the tested 
channel gradients were chosen with regard to further investigations at the larger model of the Schnannerbach 
torrent. The mentioned input parameters and the channel gradient were derived from information related to 
the Schnannerbach flood event in 2005 (Rudolf-Miklau et al., 2006). Corresponding experimental analyses for 
the event reconstruction at the Schnannerbach torrent and the definition of sufficient structural protection 
measures in close range to the confluence with the receiving water course (Gems et al., 2014) deliver further 
valuable data for the experiments. 

i. Clear water experiments 
First of all, the laboratory flume was tested under steady-state, clear water conditions. Scale 

model experiments commonly feature specific challenging tasks. In this case, the appropriate use of 
the very sensitive sensor device to measure the impact forces was challenging but essential for the 
further procedures of the study. Simple clear water experiments provide first insights to be 
considered in further, complex experiments with sediment supply. Another task of these experiments 
was to show the possibilities of measuring forces in the flow to collect a sufficient data set under 
clear water conditions and to use them for the correlation of impact forces and flow depths 
(velocities). The measurement data was the basis for the numerical model calibration, embraced in 
the following section. Therefore, different discharges from 1 l/s to 10 l/s were analysed. These 
discharges were combined with different channel gradients within the range 4 % - 15 %. For the 
gradient of 13 %, the angle of the vertical plate related to the flow direction was also varied between 
90° and 45°. 

ii. 3d-numerical simulations 
Based on the geometry of the experimental flume, numerical calculations were executed. Model 

calibration mainly focused on the measured flow depths and velocities. The calculated impact forces 
were then compared to the measurements. Further, the scalability of the impact forces according 
Froude similarity was verified. Stability of the calculations and mesh independence was further 
analysed. By the use of the calibrated numerical model, a larger set of model parameters and 
boundary conditions could be considered in terms of resulting impact forces on the vertical plate 
related to the experiments. Exemplary results from numerical modelling were presented herein. 
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iii. Experiments with sediment supply 
Additional scenarios were analysed considering the supply of sediment. Further boundary 

conditions, such as the sediment concentration to the clear water discharge and the grain sizes were 
considered. The sediment concentration was limited to the transport capacity of the flume and 
ranges between 0 % and 15 % of the clear water discharge, depending on the channel gradient, the 
discharge and the grain sizes. Three different grain sizes (0.5 mm - 1.0 mm, 3.2 mm - 5.0 mm, 
5.0 mm - 8.0 mm) were tested. Combinations of these input parameters with the different boundary 
conditions mentioned in the previous section deliver a large number of experiments and, 
accordingly, a large data set. The total sediment load of 50 kg was the same for each experiment. 
Depending on the different sediment concentrations, the experiment durations range between 50 s 
and 9.5 min. 

 
3 RESULTS 
 
3.1 Clear water experiments 
 There are always certain fluctuations in the water circulation system in the hydraulic laboratory, even at 
steady-state discharges. For this reason the results from the clear water experiments as shown in Figure 2 
were illustrated in terms of boxplots. The minimum and maximum measured normal forces as well as the 
corresponding 25/75-percentiles and mean values were illustrated for every configuration of input and model 
parameters. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Resulting impacts (specific normal forces) on the vertical plate from the clear water experiments as 
a function of channel gradient, incident flow angle and discharge (laboratory dimensions, scale 1:30). 

 
 The results in Figure 2 were mainly divided into different gradient conditions and incidental flow angles. 
For every gradient, the measured (specific) normal forces are sorted according to the ascending impacting 
discharge. The clear water experiments show a clear relation of the measured normal forces with the 
impacting discharges. Fluctuations of the measured forces substantially increase with increasing discharge. 
Accordingly, an increase of fluctuations of the flow heights at the vertical plate could be observed with 
increasing discharge. Nevertheless, the measured data set was robust, both, in terms of accuracy and 
precision. The fluctuations induced by the construction of the plate and the sensor device itself can be 
assessed by analysing the measured forces at the discharge of 0 l/s in Figure 2. Further, the impact forces 
increase with increasing channel gradient, but the differences between the results for the gradients of 13 % 
and 15 % were marginal. The apparently higher impact forces at the gradient of 4 % result from a substantially 
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pronounced backwater effect at the vertical plate. Furthermore, the width of the force plate in these 
experiments (gradient of 4 %) was set to 0.3 m, which was in contrast to the width of 0.2 m for all other 
experiments. However, the measurement results illustrated in Figure 2 were provided in terms of specific 
normal forces, characterizing the relation of the total impacts to the width of the plate. They are thus not 
instantly depending on the width of the plate. Incident flow angles reduce the normal forces due to the smaller 
projected area in flow direction. The higher the incident flow angle, the higher was the fraction of the total 
impact force which was deviated to the force in parallel direction to the plate. The shear forces in general were 
low. They marginally increase with increasing incident in flow angle. 
 In general, the static component of the total impact force was higher at lower channel gradients. The 
same holds for the dynamic component of the impacts, which is correlated with the flow velocity in the 
channel, at higher channel gradients. A relation of the measured flow depths in the undisturbed flow field and 
the flow velocities with the measured forces was shown in Figure 3. For the flow velocities, the numerical 
calculation results were also considered in the diagram. Thereby, post-processing was accomplished at 
different heights in the flow field. The calculated velocities showed good accordance with the measured data 
at flow depths close to the water surface. 
 

 
Figure 3. Specific normal forces under clear water conditions in relation to the flow depths in the undisturbed 

flow field (left) and the flow velocities (right) (laboratory dimensions, scale 1:30). 
 
3.2 3d-numerical simulations 
 The 3d-numerical model in laboratory dimensions was calibrated on the measured flow depths and 
velocities. Therefore, the roughness parameters were considered as an important calibration parameter. The 
final results of the calibration show a good accordance with the flow depths and velocities. Figure 4 shows the 
comparison of selected results from experimental modelling and numerical simulation. First, the quantitative 
comparison of flow depths at the plate firstly considers values from experimental modelling. They were 
delivered from the video documentation, analysed in terms of mean flow depths along the entire plate width 
and, due to the marginal fluctuations in the water circulation system, within a short duration of steady-state 
flow conditions. Secondly, results from numerical modelling contain spatially variable flow depths from the 
steady-state condition in the flume. The flow velocities in the experimental setup could only be measured at 
spots where tracers were in the moment of detection. Those spots were used for calibration (see also 
Figure 3).  
 After model calibration, the accomplished experiments were simulated numerically and the impact forces 
on the plate are compared. The comparison of the calculated and the measured impact forces shows a good 
accordance (Figure 5). Obviously, the fluctuation of the measured data was more significant but the calculated 
forces mostly range clearly within the fluctuation range of the experimental setting. Further detailed numerical 
calculations were executed to prove the suitability of Froude similarity to scale the dynamic impact forces to 
real-scale dimensions. Simple calculation approaches for flow pressures use a static and a dynamic 
component (Bergmeister et al., 2009), mostly depending on the flow depths and flow velocities. Froude 
similarity uses different conversion factors for these parameters. For this analysis, the results of the numerical 
calculations were scaled to prototype dimensions (1:30). They were further compared to those from the 
calculations with the second, calibrated numerical model at real-scale dimensions. The comparison of these 
results shows a very close accordance. Small differences were evidentially induced by the grid resolution of 
the computational mesh. So the calculation results clearly show the suitability of Froude similarity to convert 
the experimentally measured data to real-scale dimensions (for further details see Sturm et al., in press). 
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Figure 4. Results from numerical model calibration using the experimentally measured flow depths (left) and 

velocities (right) (laboratory dimensions, scale 1:30). 
  

 
Figure 5. Comparison of the measured specific normal forces under clear water conditions from the physical 

scale model test and the numerical calculations at a gradient of 13 % (laboratory dimensions, scale 1:30). 
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3.3 Experiments with sediment supply 
 The observed processes under sediment-loaded conditions were much more complex and lead to a 
variety of resulting impacts on the vertical plate. An example of the recorded impact forces for a specific 
experiment is shown in Figure 6. This experiment was considered to be representative for one typically 
observed process phenomenon. Every experiment was divided in three parts. Firstly, steady-state clear water 
conditions in the flume were set. Subsequently, sediment was manually and constantly supplied to the steady-
state discharge at the upstream model boundary (roughly 2 meter upstream the vertical plate). After a 
sufficient duration of sediment supply, which ensured a robust analysis of the impact forces and its fluctuation 
margins, sediment supply was stopped and the steady-state conditions were continued until the flume was in 
its original condition as before the sediment supply. 

The three-dimensional impact forces on the plate and screenshots of the plate and the incidental flow 
field at three specific time steps, as well as the boundary conditions and input parameters for this experiment 
were illustrated in Figure 6. With regard to the three different conditions in the flume during the experiments 
with sediment supply, the three pictures clearly show different deposition states in front of the plate during an 
experiment. Sediment deposition in front of the plate leads to a deflection of the flow and a reduction of the 
incidental flow heights. As a consequence, the impact forces decrease. This behaviour could be observed in 
many of the experimental results, especially at conditions with low channel gradients and discharges. For 
higher discharges, the reduction of the impact forces due to the sediment supply was smaller. Fluctuations of 
the force measurements increase with increasing discharge. After stopping sediment supply the deposited 
sediment was flushed and the impact forces stabilize at the level of the clear water impacts.  
 

 
Figure 6. Specific impact forces in relation to the duration of the experiment and under the influence of 

sediment supply (channel gradient: 11 %; grain size of supplied sediment: 3.2 - 5.0 mm) (laboratory 
dimensions, scale 1:30). 

 
 Figure 7 shows the summary of a large amount of experimental results for four specific channel 
gradients. All four box plot diagrams show the specific normal forces on the plate, which were categorized 
according to the prevailing channel discharge. For a certain discharge, the results were further sorted in 
ascending order according the concentration of the supplied sediment. A small note was added in the box-
plots, indicating which grain sizes were considered for the supplied sediment. For the gradient of 13 %, only 
one grain sizes were used and a larger set of sediment concentrations and discharges was analysed. The 
results show, that for a large amount of data sets, the impact forces under sediment loaded conditions were 
lower than the impact forces under clear water conditions. The reason is that the deposition of the sediment in 
front of the plate leads to a deflection of the flow and a reduction of the impact forces (compare Figure 6). As 
observed, the sediment velocities were substantially reduced in vicinity to the vertical plate. In some cases, 
sediment deposition in the backwater occurs without even touching the vertical plate. This effect was more 
pronounced with lower channel gradients. Beside the mentioned effect of deflecting flow and decreasing 
impact forces enables us could observe increased impact forces due to the influence of sediment transport. 
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This was because the deposition in the channel leads to higher impacts due to the canalization of the flow in 
the direction of the plate. It is clear that the fluctuations of the measurements were more pronounced in the 
sediment experiments rather than in the clear water experiments. 
 The influence of different sediment parameters, such as the sediment concentration and the grain size 
distribution on the impact forces seems to be rather small. The impact forces were highly influenced by the 
deposition in the channel which affects the flow and the specific flow in different areas. The deposition 
patterns vary for different grain sizes, but no clear influence on the impact forces could be detected. 
Depositions of finer sediments lead to a faster deflection of the flow, because these depositions seem to be 
more compact and stable than the ones of coarser sediments. After sediment supply was stopped, finer 
sediments got mobilized much faster. The duration of the experiments plays a minor role on the impact forces 
in the steady-state conditions as Figure 6 clearly demonstrates. A longer duration of sediment supply does not 
relevantly influence the measured impact forces. 
 Fluviatile transport processes differ fundamentally from debris flow, in particular with respect to the 
sediment concentration in the fluid-sediment bulk and flow behaviour. The presented experimental modelling 
results were clearly restricted to fluviatile processes. The sediment transport capacity of the channel is limited, 
mainly depending on the channel gradient, the impacting discharge (shear stress) and the grain sizes. In 
some of the experiments, the transport capacity of the flume was reached. Experiments with higher sediment 
concentrations lead to depositions in the channel section upstream the vertical plate, so they were not further 
considered for the analysis of the impact forces on the plate. 
 

 
Figure 7. Compilation of specific normal impact forces due to fluviatile transport processes with different 

parameters: channel gradient, discharge, concentration of sediment, and grain size. 
 
4 CONCLUSIONS AND OVERVIEW OF CURRENT EXPERIMENTS 
 The conducted investigations showed the possibilities of measuring complex impact forces on objects in 
the flow under clear water and sediment transport conditions. Further, the applicability of three dimensional, 
numerical calculations (FLOW-3D) to calculate impact forces is verified. 
 Clear water experiments show an evident relation between flow height and velocity in the undisturbed 
flow field and the impact forces on the plate (Figure 3). The discharge and the channel gradient are identified 
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as the most influential parameters on the impact forces (Figure 2). However, the influence of the channel 
gradient on the impact forces decreases with increasing gradient. Impact forces at real-scale dimensions are 
in general difficult to measure. Moreover, limited information on the impacts of fluviatile hazard events on 
objects is currently available. The scale model itself proves to be a useful method to determine impact forces 
on objects under different boundary conditions. Flow depths and velocities can be captured. For that purpose, 
relations between these process indicators and the impact forces could help to estimate forces in nature. 
 The numerical modelling results are in accordance with the scale model results with high accuracy under 
appropriate model calibration (Figures 4 and 5). Even though 3d-numerical modelling deals with complex 
mathematics and numerical methods, the model setup in FLOW-3D is rather simple and less costly compared 
to experimental modelling. Numerical modelling, however, requires data for calibration. To determine the 
complex flow processes in the backwater of the plate the use of a three-dimensional numerical model is 
mandatory. For clear water conditions, the applicability of the model to calculate the impact forces and the 
flow behaviour in close range to the obstacle is verified. With the numerical model, Froude similarity to transfer 
the measurements to other scales is proven (for further details see Sturm et al. in press). 
 The impacting sediment processes increase the forces on the plate only in a few experiments, where the 
flow paths in the channel are essential. A large number of experiments show that the sediment leads to a 
decrease of the impact forces due to the deflection of the flow through the sediment deposition in front of the 
obstacle (Figure 7). The influence of sediment concentrations and grain sizes on the impact forces is low and 
there is no clear relation between those two input parameters and the measurement results. Different 
discharges and channel gradients influence the flow and deposition processes in the channel and in front of 
the plate and further the forces on the plate (Figure 6). By means of these findings, the shaped flow paths are 
identified as the most influential factor on the forces. Besides simple calculation approaches, the introduced 
investigations deliver information about impact forces depending on several indicators and support the 
estimations of impact forces during flood hazard scenarios on steep alluvial fans. In this context, it should be 
mentioned, that all of the executed experiments with sediment transport represent fluviatile transport 
processes. Debris flows feature entirely different flow behaviour and are thus not comparable with the 
introduced experiments. Several investigations about debris flows describe influential parameters at debris 
flow impacts (e.g. Scheidl et al., 2013). The introduced investigations aim at the determination of impact 
forces of fluviatile processes. Other damaging effects like the abrasion of wall elements caused by sediment 
impact, the stability of walls due to undermining or the damages caused by sediment deposition are not 
considered. For that reason a more general statement on the influence of sediments, e.g. that sediment 
supply reduces impact forces and consequently also reduces the expected damages, is not the case. 
 The investigations described in this paper intentionally feature a rather simple model setup with simple 
boundary conditions. To draw more accurate and substantiated conclusions about impacting sediment 
transport processes on obstacles, further research on models with more complexity and variability in 
geometry, etc. has to be executed. A more complex experimental model, featuring the alluvial fan of the 
Schnannerbach torrent (Gems et al., 2014) and building structures is set up, and the corresponding 
experiments are currently under progress. The models of selected buildings, which were damaged in the 
2005-flood event, are equipped with measurement devices to analyse the impact forces on the wall elements 
of these buildings. Further, the material intrusion processes will be investigated, which is evaluated as another 
influential factor on damage causing mechanisms (Mazzorana et al., 2014; Gems et al., 2016). Different 
objects on the experimental alluvial fan, such as other buildings and single protection measures will be 
installed, to analyse the most influential parameters identified in this research such as the channelization and 
the deflection of the flow. 
 Using the knowledge on the impact forces on buildings caused by fluviatile flood events, the calculations 
of structural mechanics are executed to verify the serviceability and the sustainability of a building. The results 
are essential for physical vulnerability analysis. The latter is commonly based on the development of curves 
that express the relationship between the degree of loss and the height of the debris or fluid (Fuchs et al. 
2007; Papathoma-Köhle et al., 2012; Totschnig and Fuchs, 2013). The present study provides information on 
additional characteristics of the process such as the impact force. The modelling results constitute a valuable 
input for any planning tasks in flood risk management. Additionally, the presented results may support hazard 
zone planning and analysis on the design of local structural protection measures as well as the design of 
disaster risk reduction strategies on local level. 
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ABSTRACT 
 
The free hydraulic jump in a rectangular channel has been investigated experimentally. Most of jumps are 
formed by using either sluice gate or gate nozzle (e.g., jet box). If the jump is formed at the immediate 
downstream of drop structure, the effect of curvature of stream-line at the toe of jump on velocity field in the 
jump might not be neglected. In this case, a high velocity turbulent flow continues near the bottom far 
downstream. Also, the velocity at the center line of the channel might not be represented as characteristics of 
the jump below the drop. From practical view point of hydraulic design, the jump formation at the downstream 
of drop structure should be studied precisely. This paper presents velocity fields in jumps at downstream of 
drop structures on the basis of velocity profiles, time averaged on maximum velocity decays, and the 
development of main flow in hydraulic jumps. Six different kinds of drop structures are utilized. In the jump 
region, three dimensional velocity profiles have been distributed by the formation of shock wave downstream 
of impingement point and also velocity profile like a wall jet has been continued until about 90 % of jump 
length. When the approaching supercritical flow is disturbed by the curvature of streamline, time averaged 
maximum velocity of main flow at each vertical section decays in a short distance is later compared with the 
case of a classical hydraulic jump. And, the main flow in the jump region does not lift to water surface, even if 
the turbulent boundary layer at the toe of the jump is developed. If the relative drop height becomes lower, the 
main flow continues along the bottom far downstream. In this case, the velocity profile is distributed as a wall 
jet in the jump region. 
 
Keywords: Hydraulic jump; energy dissipater; hydraulic structures; drop structure; velocity profile. 

 
 

1 INTRODUCTION  
Free hydraulic jump in a horizontal rectangular channel has been investigated by many researchers 

(Hager, 1992; Liu and Rajaratnam, 2004; Novak et al., 2007; Ohtsu, 1976; Rajaratnam, 1967). In order to 
clarify jump characteristics, most of jumps were formed by using either sluice gate or gate nozzle (e.g., jet 
box) (Hager, 1992, Ohtsu et al., 1990; Vischer and Hager, 1995). From practical point of view, the jump has 
been utilized to dissipate a high velocity flow at downstream of drop structure (Bradley and Peterka, 1957; 
Peterka, 1978; The US Army Corps of Engineers, 1995). According to experimental investigations on free 
jump below sluice gate, if the turbulent boundary layer at the toe of jump was fully developed, the main flow in 
the jump lifts to the water surface from 60 % of jump length (Ohtsu, 1976; Ohtsu et al., 1990). In this case, the 
effect of curvature of stream line at the toe of jump on velocity field in the jump might not be neglected. As the 
precise information on characteristics of jump just below drop structures might be scarce, the development of 
main flow in the jump downstream of drop structures cannot be predicted. As a result, local scour of stilling 
basin might be developed during flood stages (see Photo 1), and the river bed downstream of drop structures 
could not be protected. For hydraulic design of energy dissipater below drop structure, it is important to 
understand jump characteristics below drop structures. 

This paper presents velocity profiles, time averaged maximum velocity decays, development of main flow 
in hydraulic jumps downstream of six different kinds of drop structures on the basis of experimental works. By 
using physical models of abrupt drops (see Photo 2 b), experiments on free hydraulic jumps below drop 
structures were conducted under a wide range of slopes at the downstream face of drop (θ = 26.6º, 45º, 90º; θ 
is angle of slope), relative drop heights (H/dc = 1.20, 2.79, 5.58; H is drop height, and dc is critical depth) and 
jump locations (ℓ/dc = 1.4, 3.5, 6.3; ℓ is the length from the impingement point to the toe of jump). The velocity 
profiles in the jump have been shown on the basis of systematical investigation. When the approaching 
supercritical flow was disturbed by the curvature of streamline, the experiments reveals that the decay of the 
time averaged maximum velocity of main flow at each vertical section decays differs from the case of a 
classical hydraulic jump. This  is defined as the jump without the curvature of stream-line at the toe of jump. 
Also, it has been shown that the location of the main flow in the jump region was lower than that in the case of 
classical hydraulic jump, even if the turbulent boundary layer at the toe of the jump was developed. For low 
drop height, the location of the main flow and the velocity profile in the jump are compared with the case of a 
wall jet. 
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2 EXPERIMETAL SET UP 
The experiments were conducted in a horizontal rectangular channel with channel width B = 80 cm, 60 

cm height, and 15 m long. The physical drop models with 1.00 m long and three different heights (H = 0.10m, 
0.20 m, and 0.40 m) were installed in the rectangular channel. In order to investigate the effect of the 
curvature of stream-line due to the impingement on velocity fields in the jump, the toe location of jump was 
changed on the basis of the experimental conditions shown in Table 1. Also, the velocity fields were measured 
at the downstream from the position of 60 % in the jump region for the comparison of classical hydraulic jump 
without the curvature of stream-line at the toe of the jump. Figure 1 shows the measurement position of the 
velocity. As shown in Figure 1, velocity profiles at y/(B/2) = 0, 0.25, 0.50, and 0.75 in transverse direction were 
recorded for each section of x = 0.65Lj, 0.86Lj, 1.08Lj, and 1.46Lj. In addition, a two-dimensional electro-
magnetic current meter with I type probe (4 mm diameter) of KENEK CO. LTD was utilized to measure the 
velocities with both x and y components (sampling time of 120 seconds and sampling frequency of 20 Hz).  
  

   
     a) Flow condition immediately after reconstruction             b) Flow condition after four years later 

Photo 1. Change of sand bank at downstream of weir during four years. 
 

 
Photo 2. Comparison of flow condition of hydraulic jumps under F1 = 2.87 and Re = 7.32 x 104. 
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Figure 1. Definition sketch for hydraulic jump below drop. 

 
Table 1. Experimental conditions. 

θ =  45º, 90º 
H = 0.10 m, (H/dc = 1.20) 

ℓ/dc = 1.4 ℓ/dc =  3.5 ℓ/dc = 6.3 
Q (m3/s) 

Re (-) 
F1 (-) 
h1 (m) 
h2 (m) 
Lj (m) 

6.03×10-2 
7.32x104 

2.87 
0.0413 
0.147 
0.81 

6.03×10-2 
7.32×104 

2.91 
0.0410 
0.146 
0.80 

6.03×10-2 
7.32×104 

2.89 
0.0411 
0.146 
0.80 

    

θ =  26.6º, 45º, 90º 
H = 0.20 m, (H/dc = 1.20) 

ℓ/dc = 1.4 ℓ/dc =  3.5 ℓ/dc = 6.3 
Q (m3/s) 

Re (-) 
F1 (-) 
h1 (m) 
h2 (m) 
Lj (m) 

4.80×10-2 
5.69×104 

4.50 
0.0263 
0.152 
0.83 

4.80×10-2 
5.69×104 

4.37 
0.0269 
0.149 
0.82 

4.80×10-2 
5.69×104 

4.30 
0.0274 
0.147 
0.81 

    

θ =  26.6º, 45º, 90º 
H = 0.40 m, (H/dc = 5.58) 

ℓ/dc = 1.4 ℓ/dc =  3.5 ℓ/dc = 6.3 
Q (m3/s) 

Re (-) 
F1 (-) 
h1 (m) 
h2 (m) 
Lj (m) 

4.80×10-2 
5.95×104 

6.27 
0.0211 
0.173 
0.95 

4.80×10-2 
5.95×104 

6.17 
0.0213 
0.171 
0.94 

4.80×10-2 
5.95×104 

6.14 
0.0214 
0.171 
0.94 

 
3 VELOCITY PROFILES AT TOE OF JUMPS 

Figure 2 shows velocity profiles of supercritical flow at toe of jump. In this figure, V1 is the averaged 
velocity at the toe of jump. If the toe of jump is located at the immediately downstream of the drop, as shown 
in Figure 2, the velocity profile can never be approximated by 7th power law (Ohtsu and Yasuda, 1994), and 
the change of velocity is small in vertical direction. This might be caused by the acceleration of the velocity in 
which the pressure recovered during movements of increased pressure to static pressure. 

In the comparison of velocity between trapezoidal and vertical drops, a three-dimensional nappe passing 
over the drop might be formed for a vertical drop. As shown in Figure 2 a) and b), the velocity profile changes 
transversely in the case of vertical drop. 

In the comparison of velocity in different relative drop heights under given trapezoidal slope of drop, as in 
Figures 2 b) and c), the velocity profile changes transversely in the case of high drop. This might be caused by 
the degree of the impingement. If the relative drop height becomes higher, the leaping up of the nappe 
becomes large at the connection between side wall, channel bottom, and the supercritical flow is disturbed at 
the downstream of the impingement. 

Accordingly, the velocity profile at the toe of jump affects both the relative drop height and the slope of 
downstream face of drop. At the same time effect of the inflow condition on velocity fields in the jump might 
not be neglected as well. 
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a) θ = 90º, H/dc = 1.20, ℓ/dc = 1.4, F1 =2.87                   b) θ = 45º, H/dc = 1.20, ℓ/dc = 1.4, F1 =2.89 

Figure 2. Velocity profiles at toe of jump. 
 

 
c) θ = 45º, H/dc = 2.79, ℓ/dc = 1.4, F1 =4.50 

Figure 2. Velocity profiles at toe of jump (continued). 
  
4 VELOCITY CHARACTERISTICS OF HYDRAULIC JUMPS AT DOWNSTREAM OF DROP 
 
4.1 Velocity profiles in Hydraulic jumps 

In order to characterize velocity profiles at each section of x = 0.65Lj, 0.86Lj, 1.08Lj, and 1.46LJ, the data 
of the velocity were arranged in accordance with the relation of equation [1]. Table 2 shows the range of 
y/(B/2) arranged by the relation of [1] for each H/dc and ℓ/dc. 

 
u/Umax = (z/Z, y/(B/2), H/dc, ℓ/dc, x/Lj, θ) = 0                                               [1] 

 
Then, Umax is the maximum velocity at each measurement section, Z is the value of z in which the velocity is 
equal to / Umax 2 under du/dz < 0, and θ is the angle of slope at downstream face of drop. 
                   

Table 2. Range of y/(B/2) arranged by the relation of [1] for each H/dc and ℓ/dc. 
 H/dc = 1.20  H/dc = 1.20 

ℓ/dc = 1.40 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75 ℓ/dc = 6.30 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75 

x/Lj = 0.86 -0.75≤y/(B/2)≤0.75 x/Lj = 0.86 No existence of Z 

x/Lj = 1.08 No existence of Z x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z x/Lj = 1.46 No existence of Z 

ℓ/dc = 3.50 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75  

x/Lj = 0.86 -0.75≤y/(B/2)≤0.75 

x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z 
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Table 2. Range of y/(B/2) arranged by the relation of [1] for each H/dc and ℓ/dc. (Continue) 

 H/dc = 2.79  H/dc = 2.79 

ℓ/dc = 1.40 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75 ℓ/dc = 6.30 x/Lj = 0.65 -0.50≤y/(B/2)≤0.50 

x/Lj = 0.86 -0.50≤y/(B/2)≤0.50 x/Lj = 0.86 No existence of Z 

x/Lj = 1.08 No existence of Z x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z x/Lj = 1.46 No existence of Z 

ℓ/dc = 3.50 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75  
x/Lj = 0.86 No existence of Z 

x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z 

 
 H/dc = 5.58  H/dc = 5.58 

ℓ/dc = 1.40 x/Lj = 0.65 -0.75≤y/(B/2)≤0.75 ℓ/dc = 
6.30 

x/Lj = 0.65 -0.50≤y/(B/2)≤0.50 

x/Lj = 0.86 -0.50≤y/(B/2)≤0.50 x/Lj = 0.86 No existence of Z 

x/Lj = 1.08 No existence of Z x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z x/Lj = 1.46 No existence of Z 

ℓ/dc = 3.50 x/Lj = 0.65 -0.50≤y/(B/2)≤0.50  
x/Lj = 0.86 No existence of Z 

x/Lj = 1.08 No existence of Z 

x/Lj = 1.46 No existence of Z 

 
As shown in Table 2, if the relative drop height becomes larger, the disturbance at the toe of the jump 

becomes higher, and the upper limit of x/Lj in which the velocity profile was arranged by the relation of [1] can 
be obtained becomes smaller. The relative length ℓ/dc also becomes smaller under a given relative drop of 
height and the effect of the curvature of stream-line on the velocity profile becomes larger where the upper 
limit of x/Lj in which the velocity profile arranged by the relation of [1] can be obtained becomes larger. In 
addition, the effect of the angle of slope θ on the velocity profile is smaller. 

Figure 3 shows velocity profiles arranged by the relation of [1] for θ = 90º, ℓ/dc = 1.4, and x/Lj = 0.86. In 
this figure, the broken lines show the velocity profile for the classical hydraulic jump without the curvature of 
stream-line (Ohtsu, 1976; Ohtsu, 1976; Ohtsu et al., 1990).  
 

 
a) H/dc = 1.20, ℓ/dc = 1.4, x/Lj = 0.86                             b) H/dc = 2.79, ℓ/dc = 1.4, x/Lj = 0.86 

 
 
 
 
 
 
 
 
 
 
 

 
c) H/dc = 5.58, ℓ/dc = 1.4, x/Lj = 0.86 

Figure 3. Velocity profiles arranged by the relation of [1] for θ = 90º, ℓ/dc = 1.4，x/Lj = 0.86. 
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In broken lines, UD means undeveloped inflow in which the turbulent boundary layer was not developed 
at the toe of jump, and FD means fully developed inflow in which the turbulent boundary layer was fully 
developed at the toe of jump (Ohtsu and Yasuda, 1994). The solid line shows the velocity profile for the 
classical plane wall jet (Verhoff, 1963; Rajaratnam, 1976). 

In the case of ℓ/dc = 1.4, the pressure at the toe of jump was larger than the static pressure, because the 
effect of the curvature of stream-line on the velocity field in the jump might not be neglected. As shown in 
Figure 3, the velocity profile can be arranged by the relation of [1] until the range of x/Lj = 0.86. If the relative 
drop height H/dc becomes smaller, the disturbance at the toe of jump becomes smaller and the velocity profile 
was the same as in the case of the wall jet (Verhoff, 1963; Rajaratnam, 1976), even if the measurement 
section is located at x/Lj = 0.86. In addition, for x/Lj = 0.65, the velocity profile affects the formation of surface 
roller in the jump. 
 
4.2 Longitudinal development of maximum velocity at each measurement section 

In order to investigate the development of the maximum velocity at each measurement section, the data 
of the location of the maximum velocity z1 were arranged in accordance with the relation of equation [2]. 
Figure 4 shows the development of the maximum velocity at each measurement section under given ℓ/dc. 

 
                     z1/h1 = (x/Lj, y/(B/2) , θ, H/dc, ℓ/dc) = 0                                 [2] 

 

  
a) θ = 90°，H/dc = 1.20，ℓ/dc = 1.4，F1 = 2.87           b) θ = 45°，H/dc = 1.20，ℓ/dc = 1.4，F1 = 2.89 

 

   
c) θ = 90°，H/dc = 2.79，ℓ/dc = 1.4，F1 = 4.51             d) θ = 45°，H/dc = 2.79，ℓ/dc = 1.4，F1 = 4.50 

 

 
e) θ = 26.6°，H/dc = 2.79，ℓ/dc = 1.4，F1 = 4.22 

Figure 4. Development for location of maximum velocity at each section. 
 

In this figure, the broken lines showed the development of the maximum velocity at each section for the 
classical hydraulic jump without the curvature of stream-line. In this case, these lines applied for the range of 
0.1 < x/Lj < 0.7 (Ohtsu, 1976; Ohtsu et al., 1990) were extended to the range of 0.1 < x/Lj <1.5. The dotted 

Water surface Water surface

Water surface Water surface

Water surface
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and chained line shows the development of the maximum velocity at each section for the wall jet (Verhoff, 
1963; Rajaratnam, 1976). 

The comparison of the development shown in Figures 4 a) and b) or Figures 4 c), d), and e) represents 
the effect the angle of slope on the development of the maximum velocity under given H/dc and ℓ/dc. 

For H/dc = 1.20, the inflow Froude number is smaller than 3 as shown in Figures 4 a) and b) and the main 
flow continues along the bottom far downstream. Also, the transverse change for the development of the 
maximum velocity is not negligible for a vertical drop. The maximum velocity at x/Lj = 1.46 was located 
between broken line and dotted and chained line. Accordingly, even if the velocity profile was not expressed 
by the relation of [1], the formation of the hydraulic jump below the low drop should be considered as a wall jet. 

If the relative drop height becomes larger, as shown in Figures 4 c), d), and e), the effect of the angle of 
slope on the development of the maximum velocity becomes larger with the understanding if the angle of 
slope becomes larger. This might be caused by the degree of the disturbance at the inflow condition.  
 
4.3 Maximum velocity decay in hydraulic jumps below drop 

In order to investigate the maximum velocity decay in the range of 0.65 ≤ x/Lj ≤ 1.46, the data of the 
maximum velocity at each section were arranged in accordance with the relation of equation [3]. Figure 5 
shows the maximum velocity decay at each measurement section under given ℓ/dc. 
 

        (Umax – V2)/V1 = f(x/Lj, y/(B/2), θ，H/dc，ℓ/dc                                    [3] 
 
Here, V2 was the averaged velocity at the end of jump. The solid line in Figure 5 shows the maximum velocity 
decay for the classical hydraulic jump without the curvature of stream-line (Ohtsu, 1976; Ohtsu et al., 1990). 

As in Figure 5, the maximum velocity at each section decays was compared with that for the classical 
hydraulic jump.  
 

  
a) θ = 90º, H/dc = 1.20, ℓ/dc = 1.40, F1 = 2.87            b) θ = 45º, H/dc = 1.20, ℓ/dc = 1.40, F1 = 2.89 

 

  
c) θ = 90º, H/dc = 2.79, ℓ/dc = 1.40, F1 = 4.51            d) θ = 45º, H/dc = 2.79, ℓ/dc = 1.40, F1 = 4.50 

 

 
d) θ = 26.6º, H/dc = 2.79, ℓ/dc = 1.40, F1 = 4.22 

Figure 5. Maximum velocity decay in jump at downstream drop. 
 

This might be caused by the effect of the curvature of stream-line on the velocity decay. As shown in 
Photo 2, different air-entrainment in the jump can be confirmed, even if the inflow Froude number, Reynolds 
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number, and the velocity profile at the toe of jump (see Figures 2 a) and b)) are almost the same as in the 
case of the classical hydraulic jump without the curvature of stream-line. 

The comparison of the velocity decays shown in Figures 5 a) and b) or Figures 5 c), d), and e) represents 
the effect of the angle of slope on the maximum velocity decay under given H/dc and ℓ/dc. 
 For H/dc = 1.20, the degree for the disturbance at the inflow condition was small, and as shown in Figures 
5 a) and b), the transverse change for the maximum velocity decay was negligible. 
 For H/dc = 2.79, as shown in Figures 5 c), d), and e), the effect of angle of slope on the maximum velocity 
decay was small. Also, the transverse change for the maximum velocity decay was small. 
 
5 CONCLUSIONS 

The hydraulic jump below drop was investigated experimentally under the experimental conditions shown 
in Table 1. The effect of the curvature of stream-line due to the impingement on the velocity fields in the jump 
is clarified by comparing with those for the classical hydraulic jump without the curvature of stream-line at toe 
of the jump, and the experimental results are summarized as follows: 

(1) The velocity profile at the toe of jump affects the relative drop height and the slope of downstream 
face of drop with reliance to the effect of the inflow condition on velocity fields in the jump is not to be 
negligible. If the relative drop height becomes larger, the leaping up of the nappe becomes larger at 
the connection between the side wall and channel bottom, and the supercritical flow is disturbed at 
the downstream of the impingement. 

(2) If the pressure at the toe of jump is larger than the static pressure, the effect of the curvature of 
stream-line on the velocity field in the jump is not be neglected and the velocity profile can be 
arranged by the relation of [1] until the range of x/Lj ≤ 0.86. If the relative drop height becomes 
smaller, the disturbance at the toe of jump becomes smaller and the velocity profile is the same as in 
the case of the wall jet, even if the measurement section is located at x/Lj = 0.86. 

(3) For H/dc = 1.20, the inflow Froude number is smaller than 3 and the main flow continues along the 
bottom far downstream. The transverse change for the development of the maximum velocity is not 
negligible for a vertical drop as well. The formation of the hydraulic jump below the low drop should 
be considered as a wall jet, even if the velocity profile is not expressed by the relation of equation [1]. 

(4) The maximum velocity at each section decays compared with that for the classical hydraulic jump 
without the curvature of stream-line occurs due to the impingement. This might be caused by the 
effect of the curvature of stream-line on the velocity decay. 
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ABSTRACT 
 
The combined energy dissipater of the X-shaped flaring gate pier and stepped spillway was invented under the 
specific condition of flood discharge and energy dissipation in Suofengying hydro-plant of China using this 
mechanism of which has been deeply studied by model testing. However, varying degrees of erosion 
destruction occurs on the step surface in the later popularization and application process in Dachaoshan 
Hydro-plant and Ludila Hydro-plant. In order to study the destruction mechanism of the step behind the 
X-shaped flaring gate piers, a hydro-plant on Jinsha River was investigated as an example. The parameters of 
water nearby the step surface, such as fluctuating pressure, impact pressure, fluid velocity and air 
concentration were analyzed by model test and numerical simulation. The simulated results are in good 
agreement with the model test results. The results show that the impact pressure on step surface is not enough 
to cause breakage on the step structure, while the low aeration region on the step surface is basically in 
coincidence with the destruction region, which means the lack of aeration is the reason that results in the 
erosion destruction on the step surface. The investigated results in the paper can provide reference for similar 
projects. 
 
Keywords: Destruction mechanism; stepped spillway; X-shaped flaring gate pier; air concentration; impact 

pressure. 
 
 
1 INTRODUCTION 

Due to the special topography and geological conditions, the unit width discharge of lots of hydropower 
projects in China are larger than 100m3·s-1·m, and the problem of energy dissipation for them become very 
difficult.  

A variety of combined energy dissipators have been developed to achieve the goal of energy dissipation, 
the combination of flaring gate pier (FGP) and stepped spillway is an advanced form of them. It was invented 
through model test under the specific conditions of flood discharge and energy dissipation in Ankang 
Hydropower Station of China. Subsequently, in the designing process of Suofengying Hydro-plant, the shape of 
FGP was further optimized, and a X-shaped FGP was put forward. The combined energy dissipation of the 
X-shaped FGP and stepped spillway can make full use of the steps by forming rolling flow for energy 
dissipation in a small flow discharge; while in a large flow discharge, it can significantly increase the energy 
dissipation through the contracted jet of FGP.  Many hydro-plants in China, such as Shuidong, Suofengyin, 
Dachaoshan, adopt this kind of combined energy dissipator. These hydro-plants have different dam heights, 
shapes of FGP and have experienced different unit width discharge of flood. As expected, most of them work 
well but still a few stations underwent serious destruction in the stepped spillway at the beginning of operation. 
(as shown in Figure 1) 

 

 
Figure 1. Erosion destruction of a certain dam 
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In recent years, many scholars around the word have carried out lots of research on the combined energy 

dissipator of the X-shaped FGP and steps spillway. Nan et al. (2003) had an early analysis on the pressure and 
velocity of water near the steps of Suofengying hydro-plant through the method of model test and illustrated the 
feasibility and superiority of this combined energy dissipator. Li et al. (2005) carried on the detailed research to 
the time-average pressure and fluctuating pressure of water near the step surface through the method of model 
test, and got the general rule of pressure distribution on the steps. Zhang et al. (2005) performed a 3D 
numerical simulation on water and air two-phase flows of the steps and FGP, obtaining the pressure and 
velocity characteristics. Wang et al. (2007) numerically studied the relationship of first step height, step slop 
and cavity in X-shaped FGP where a theoretical equation to calculate the size of cavity was put forward and its 
accuracy were verified. Jin et al. (2009) numerically simulated aeration and analyzed the pressure and velocity 
distribution at the step surface. The obtained results are almost consistent with that of Li’s works. Li et al. (2012) 
carried on a theoretical and experimental research of the FGP on the surface spillway in a high-arch dam. Li et 
al. (2016) conducted a preliminary study on destruction mechanism of the steps behind FGP by means of 
model test and simplifying the load of material mechanics.  

In this paper, a hydro-plant on Jinsha River of China that suffered erosion destruction was investigated 
using the software Flow 3D. The Tru-VOF technology to track the free surface and the independent aeration 
model to simulate the aeration was used. The parameters on the steps, such as pressure, fluctuating pressure 
and fluid veclocity, ware analyzed. The mechanism of erosion destruction on the step surface was revealed. 
 
2 RESEARCH OBJECT 

There are 5 overflow surface holes in this project. The size of the surface holes is 15m×19m 
(wide×height) ，the thickness of side pier is 4m, while the thickness of intermediate piers is 5m and the 
elevation of weir crest is 1204m. The upstream section of the weir surface curve is three circular arc curves and 
the downstream uses power-curve profile, whose equation is y=0.0425x1.85. This connects a slope with a 
proportion of 1：0.854 and the elevation of slope end is 1179m. There are totally 50 steps and the width of each 
step is 0.9m where the first step height is 2.22m and the others are 1.2m. Behind the steps is a roller bucket 
whose bottom elevation is 1114m, the front half radius 10m and its central angle 53.13º, back half radius 15m 
and its central angle 21.06º. The stilling basin's bottom elevation is 1115m. The tail of the stilling basin connects 
a slope with the proportion of 1：4. The longitudinal plan of overflow section is shown in figure 2. 

 

 
Figure 2. Longitudinal plan of overflow section. 

 
3 MATHEMATICAL MODEL 
 
3.1 Numerical scheme 

Flow 3D was selected as the CFD software in the numeric simulation. Flow 3D tracks the position of the 
fluid surface in a special numerical way and has all the functions of VOF techniques, which can give a complete 
description about the free surface. The RNG k-εmodel was chosen for turbulent model, and the FEM method 
was applied for equation discrete. GMRES iterative algorithm was used as the algebraic equation solution 
method. VOF was applied to proceed the track of free surface and Air Entrained model was used to calculate 
the air concentration. 
 
3.2 Computational model and grid 

Since the main focus area was the FGP and steps section, so only the surface holes, steps, and stilling 
basin were modeled in the simulation. The upstream boundary reaches 60m above the dam, and the 
downstream boundary reaches 350m below. To make a comparison with the model test results, the upstream, 
downstream and top boundary were all set as pressure inlet (at standard atmospheric pressure), plus water 
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surface elevation was attached to the upstream and downstream at the same time. Left, right bank, and the 
bottom of the stilling basin are set as the wall boundary, and the roughness is set to 0.014. Nested grids were 
used. The size of containing mesh block was 1.5m, and the size of nested mesh was 0.3×0.4×0.67m（X×Y×Z). 
The FAVOR（Fractional Area Volume Obstacle Representation）grid technology of Flow 3D was used to 
describe complex geometry in a structured grid. The terminal time was controlled by the standard so that the 
fluid volume exchange rate within the grid area was less than 0.5%. The total number of the fluid grid reaches 
1.47 million, as shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Figure 3. Computational domain and grid. 
 
3.3 Calculation condition 

According to operation data, the project mainly runs at normal water level of 1223m before the steps being 
destructed, and downstream water level is 1135m. Therefore, the upstream and downstream water level were 
set to 1223m and 1135m in the numerical calculation. Meanwhile, simplified plate gates were used for 2# and 
4# surface hole to prevent water flow through the two holes stated. 
 
4 CALCULATION RESULTS 
 
4.1 Accuracy analysis of the calculation 

3# hole gate was fully opened and upstream water level at 1223m were taken as the typical working 
condition for the calculation. The results in figure 4 indicate that the length of air cavity is about 10 steps. 
Meanwhile, the state of water near the steps is in of skimming flow, which is tangent to the envelope of the step 
convex corner. Its flow velocity is about 22 m/s, while the flow around concave corner is within 10m/s. 
 

Figure 4. The velocity distribution at central 
axis of 3# gate hole 

Figure 5. The pressure distribution at central 
axis of 3# gate hole 
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Figure 5 shows the pressure distribution of section in central axis of 3# gate hole. In order to highlight the 

range of negative pressure, the area with the pressure above 0 was set in red. The negative pressure with the 
value of -40 KPa occurs at the vertical face of the step, which is about 1/4 to 1/3 step height from the convex 
corner. Therefore, the calculation result was in accordance with the result in model experiment and references. 
 
4.2 Analysis of the impact pressure 

The impact pressure on the surface of steps around central axis of the 3# gate hole can be calculated by 
Baffles in Flow- 3D. Baffle was equivalent to zero-thickness pressure sensor attached to the step surface and it 
cannot be moved and deformed. Since step destruction mainly occurs within step No.35 to No. 45, the impact 
pressure from step No. 21 to No. 50 was taken as the calculating object. Baffles are set on the horizontal plane 
of relevant step along the central axis of 3# gate hole, with the size of 1m in length and 0.9m in width. Details 
are shown in Figure 6. 

 

 
Figure 6. Layout of baffles 

 
The total calculating time is 150 seconds, and the pressure sampling frequency of every baffle is at 50Hz. 
Through the statistical analysis done on about 10000 impact pressure values of each baffle in last 20 seconds, 
the average and peak value of every step can be summarized as in Figure 7. 
 

 
Figure 7. Impact pressure distribution of step surface 

 
As shown in Figure 7, average pressure in step No.43 is the highest when compared from step No. 21 to 

step No.50, with the value of 349KPa. While at the pressure of 1314 KPa, peak pressure in step No. 32 is the 
highest among all steps. However, the design strength of RCC steps is generally over 25000 KPa, which is 
much greater than the impact pressure of step surface. Therefore, the impact pressure is not considered as the 
arch-criminal of step destructions. 
 
4.3 Analysis on fluctuating pressure 

Since destruction happens at steps from No.35 to No.45, steps No.21 to No.50 are taken as the 
calculating object for fluctuating research. Probes were set at the convex corner, concave corner and the 
highest negative pressure area along the central axis of 3# gate hole. Details are shown in Figure 8. 
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Figure 8. Layout of hydrodynamic 

pressure probe 
Figure 9. Standard deviation of hydrodynamic pressure at step 

surface 
  

The standard deviation of hydrodynamic pressure of all measuring points from step No.21 to step No. 50 
is shown in Figure 9 and the average of hydrodynamic pressure of all measuring points from step No.21 to step 
No. 50 is shown in Figure 10. There are two areas with relatively high fluctuating pressure in Figure 9. The first 
area is step No. 25 to step No. 50, with the highest fluctuating pressure valued at 90KPa. The second area is 
step No. 38 to step No. 50, where at first it slowly increases until step 43 and at after step 43 there is sharp 
increase in the results as shown in Figure 10. The highest fluctuating pressure is 95KPa, appearing on step No. 
50. The mean of hydrodynamic pressure was about -60kPa near the convex of step No.21 to step NO.43. 

 

 
Figure 10. Average of hydrodynamic pressure at step surface 

 
Through the analysis, it indicates that the larger standard deviation of hydrodynamic pressure off steps No. 

25 to No. 30 comes from the adaption and deflection upon steps after the flow was longitudinally stretched by 
FGP. The larger standard deviation of hydrodynamic pressure from step No. 43 to No. 50 was derived from the 
strong turbulent motion in all directions due to flow out of bucket type stilling pool. The calculating result was 
matched with what of model experiment. The standard deviation of hydrodynamic pressure of main destruction 
area (step No. 35 to No. 45) is relatively small. Thus it can be concluded that fluctuating pressure is not the 
main reason of the step destruction.  
 
4.4 Air concentration 

The step has an obvious structure of pointedness, therefore, cavitation erosion is more likely to occur at a 
stepped spillway dam surface than a smooth overflow surface. Air can be entrained to the step surface from the 
non-water area behind the FGP, which is useful for avoiding cavitation erosion. Therefore, Air concentration 
near the stepped surface along the spillway can reflect the possibility of the step destruction to some extent. 
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Figure 11. Air concentration 

contours 
Figure 12. Air concentration at step surface 

  
Figure 11 shows the 3D distribution of air concentration near the step surface (upward view). Figure 12 

shows the distribution of air concentration near the concave corner and convex corner along the step at the 
central profile of the 3# gate hole. From figure 11 and 12, we can know that the air concentration of the main 
destruction area are all less than 10%, and the areas of low air concentration are highly overlapped with the 
main destruction area such as at steps 41~50 where the air concentration was lower than 5%. Due to these 
findings, cavitations erosion is likely to occur among these steps under certain pressure and velocity. 
 
5 THE ANALYSIS OF THE REASONS FOR STEPS DESTRUCTED 

The main destruction areas are from steps 35 ~ 45, near the central axis of the gate hole in this project 
which is  rightly where the dam body crevices is located. The calculation results show that the maximum value 
of the peak impact pressure at the step surface is 1314kPa, while the max value of the mean impact pressure 
is 349kPa, which is far from causing destruction to the steps. The velocity near the step is about 10~15m/s, and 
there are areas of negative pressure at the step façade which is about 1/4 step height from the convex corner. 
Since the value of negative pressure reached -50~-60kpa, the pressure near convex corner is likely to reach 
the cavitation pressure (about 2400Pa) in consideration of the standard deviation of hydrodynamic pressure 
which is about 60kPa. Sufficient entrained air is needed to reduce the possibility of cavitation. While the air 
concentration at the steps of 35~45 are all less than 10% with the minimum value being only 5%. From this 
result we can see that the low entrained air area are highly overlapping with the main destruction area from 3D 
perspective and all the results above show that the most likely cause for steps destruction is Erosion 
destruction caused by cavitation. According to investigation, similar steps destruction has occurred in 
Dachaoshan hydro-plant in Yunnan province, and the destruction has been avoided effectively after aeration 
engineering measures were taken, which further verified that cavitation is the most likey cause of the steps 
destruction. 
 
6 CONCLUSION 

In order to study the destruction mechanism of the step behind the X-shaped flaring gate piers, a 
hydro-plant on Jinsha River is investigated as an example. The calculation results such as flow pattern, velocity, 
pressure are in good agreement with the model test results. The calculation results show that the impact 
pressure at the steps are far from causing destruction to the steps. The standard deviation of hydrodynamic 
pressure at step surface is about 50~90kPa and the area where standard deviation of hydrodynamic pressure 
is larger do not overlap with the main destruction area. While the air concentration near the main destruction 
area are only 4%~ 10%, and this is coupled with negative pressure near the convex corner of most the steps in 
the main destruction areas. Thus, insufficient aeration is the most likely cause of steps destruction. Only some 
key hydraulics parameters on the step surface were analyzed and some constructive achievements are 
obtained in this article. However, the destruction mechanism of the step is very complicated and many other 
factors like dam body crevices, RCC layers, construction quality and sealing structure are all very important to 
the destruction of the steps. Relevant experts can carry out further researches on other factors according to the 
results in this paper where the results can serve for better construction and operation. 
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ABSTRACT  
 
In Japanese rivers, many groynes have been constructed to protect the riverbanks. This study focuses on 
clarifying the function of the existing groyne in the Shigenobu river, verify that vegetated groyne is more 
effective for stabilizing the flow of the river from the existing groyne and has an effect or not. In this study, field 
investigation is conducted located approximately 6.4 km section from Shigenobu River mouth. Survey of sand 
particle measurement is conducted to acquire the detailed analysis for the particle size distribution and the 
vegetation growth situation in the river. Based on reviews these results, analysis of the river bed variation is 
done by using simulation software river iRIC. The influence and flow control of the river when the water is calm, the 
flow rate at the time of the flood and the planning high water level is reviewed. Therefore, the vegetated groyne is 
believed to provide the same effect with the existing groyne when the water is calm. In addition, vegetated groyne is 
more effective for reducing polarization promotion of river channels as compared to the existing groyne. The higher a 
density of vegetation, vegetated groyne is also more effective. 
 
Keywords: Morphological changes; vegetated groynes; Shigenobu river; iRIC. 
 
 
1 INTRODUCTION   

 Groynes are hydraulic structures constructed from the riverbank some distance to the river for riverbank 
erosion protection and maintaining navigation canals. There are two types of groynes, emerged groynes and 
submerged groynes, and are generally placed in groups. The areas between the groups of groynes are 
groyne field.  
 In Japanese rivers, many groynes have been constructed to protect the riverbanks from two centuries 
ago after transferring technical knowledge of Netherlands design. In recent years, polarization proceeded has 
always occurred such as local sediment deposited by the development of vegetation in the river channel, local 
scouring on the other side from the low-flow channel, so the control on the river has become difficult. Even in 
Shigenobu River which flows through Matsuyama, Ehime Prefecture, the phenomenon of polarization of the 
river has occurred, outflow significant sediment and riverbank erosion.    
 Studies about groynes and the effect on the flow have been widely developed both experimentally and 
with numerical simulations. Asayama and Kadota (2014) conducted experiment with particle tracking 
velocimetry (PTV), numerical analysis of 3D flow and bed variation around the groynes. Groyne studied is 
permeable groyne with stone-gabion. It shows the significant effects of different groyne arrangement on flow 
and bed variation. The flow pattern such as mean velocity and bed variation around the successive groynes 
changed due to arrangement groynes. Ali (2013) conducted the experiment in a variety of models utilizes 
vegetation as an obstacle. The shape of the vegetation is important, small difference between the head loss 
due to vegetation shape. In case set the top of 5mm mesh of the weir was found lead to resistance than other 
shapes, such as cylindrical or conical shape. The effect was revealed that within 10 percent of the total energy 
head loss. Muraoka et al. (2009) have studied effects of permeability and the scales of the groyne and stone 
gabion for condition submerged or emerged flow over the groyne. The morphological, for example, sand 
waves have changed large due to the permeability, groyne length and flow conditions. Yossef and Uijttewaal 
(2003) has investigated the dynamics of the flow near groynes with two conditions, emerged and submerged. 
Ibrahim (2013) has performed an experimental study of groynes used combination the physical and numerical 
models in straight channels. Sukhodolov et al. (2002) examines a variety of recirculation flow patterns that 
develop in the groyne fields on rivers. Observations in flume experiments and field measurements. They 
revealed that the sequence of groyne fields affects the mixing layer between the river and the groyne field. 
Also show the distribution of deposited fine sediments in the groyne field with one-gyre circulating system and 
two-gyre circulating system. Przedwojski (1995) measured bed topography bend scour and local scour 
caused by impermeable groynes at concave banks. The width of scour holes and the local scour depth 
changes depend significantly on flow and bed topography in a given bend. They found a new equation for 
predicting the maximum depth of local scour around impermeable groynes. 
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In addition, studies about computation of flow with numerical modelling have been done for comparison 

experimental research. Suharjoko et al. (2013) analyzed simulation modelling groyne placement on the river 
bend using mathematical modeling approach by finite different method. Fischer-Antze et al. (2008) performed 
the morphological bed changes in a section of the Danube River using a 3D computational fluid dynamics 
model (CFD). Hooke et al. (2005) simulated the effects of floods upon the morphology by erosion and 
sedimentation and the interactions with vegetation in Ephemeral River channel using a computer model 
CHANGISM. Ouillon and Dartus (1997) presented the porosity method to track the free surface for flow 
computations and its application with a 3D Reynolds solver using the SIMPLE algorithm. 

In this study, on-site survey in Shigenobu river, a rapid-flowing river was conducted and two-dimensional 
flow condition analysis using iRIC software. The case has a review is the existing groyne and modification the 
existing being vegetated groyne with variation density. It is clarified whether there is an effect of correcting the 
river way. In addition, we aim to make proposals for maintaining falling abilities of groyne and stabilizing river 
channels by proposing new vegetated groyne. 
 
2 METHODOLOGY  
 
2.1 Investigations around the groynes are overgrown vegetation 

 Shigenobu River during the calm water, sees sand and gravel riverbed and almost no running water. At 
the time of the flood, the gravel movement is becoming weaker and deposition sandbar encourage expansion 
areas of vegetation. In addition, the flow through the flow channel is low, which is a concentrated zone of 
water passing and scours occurs with a displacement of gravel resulting in polarization of the river.  

At the present, there are 43 groynes that exist in Shigenobu river. The target groynes in this study are 
located in 6.2-6.6 km section from the estuary as seen in Figure 1. Summary of the groynes that reviewed are 
shown in Table 1. There are two impermeable groynes. In this place, where the groyne is located, the soil and 
sand will move greatly each time the flood, and local deep scouring may occur.  

In this research, decrease in high the two of the concrete block impermeable groyne type by eliminating 
the top half of the existing groyne and set up a vegetation in the head becomes the permeable groyne type as 
seen in Figure 2. It's considered and proposed for preventing the progress of polarization of river channels by 
raising the water flow capacity at the time of flooding and moving the soil and sand to lubrication.   
 

 
Figure 1. The target groynes of the study and existing groynes condition. 
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Figure 2. Simulation eliminating the top half of the existing groyne becomes vegetated groyne. 

 
Table 1. Summary of the groynes that reviewed. 

Installation 
groyne 

Distance from 
estuary (km) 

Construction Size 

Shape Material Height (m) Width (m) Length (m) 

Groyne ① 6.322 Ｉ concrete 1.20 4.20 18.00 
Groyne ② 6.479 Ｉ concrete 1.40 4.40 24.70 

 
2.2 The particle size analysis using drone (BASEGRAIN) 

In field measurements, surface riverbed images were taken by drone to estimate the optimal particle size 
distribution around the groyne. The images were analyzed by Matlab based software (BASEGRAIN) for 
particle size distribution of the riverbed gravel surface layer. The bed surface images were taken in two points 
around the groyne as seen in Figure 1. The riverbed particle size was found within the range 10 ~ 110 mm at 
the point no.1, and at the point no.2 the bed particle size was found up to 10 ~ 220 mm. So, a larger diameter 
bed particle located in the Point No.2 compared to at the Point No.1.  The particle size for Point No.2 is 28 mm 
and particle size Point No.1 is 27 mm. Figure 3 shows the granules situation in field measurements. The bed 
particle size is set to 27. 5 mm and the averages passing mass percentage are 0.5. The result of the analysis 
at the two points by BASEGRAIN is shown in Figure 4.   
 

 
Figure 3. Granules Situation. 

 

 
Figure 4. Particle size distribution (comparison at two sites). 
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3 ANALYSIS 
 
3.1 Numerical simulations 

In this study, we focused analysis on the result of field investigation with numerical simulations. Analysis 
for riverbed changes and flow velocity in around the groynes was conducted with river simulation software 
iRIC. Conventionally, iRIC included Nays 2D, Morpho 2D, FaSTMECH, etc. as a planar two-dimensional 
solver with the increased. Nays2D includes several options for simulating river flows such as an unsteady 
vortex generation in open channel flows and river morpho dynamics. Solver is developed in more multi-
function is Nays2DH with the aim of broadly corresponding to the request of the user. Nays 2DH is a planar 
two-dimensional solver developed to calculate flow in the river, river bed change and river bank erosion. This 
function is for visualization and analysis of calculation results. Visualization of calculation results can be used 
for purposes such as creation of vector, contour, and other diagrams, as well as creation of graphs. 
Furthermore, visualization results can be output to file in graphic formats such as JPG, or output to Google 
Earth. Generally, the numerical simulations step is: create a grid for calculation using river survey data and/or 
Digital Elevation Model (DEM) data; set simulation discharge, boundary conditions, roughness and other items 
and run the simulation. After that, visualize the simulation results, such as flow velocity, water depth and 
riverbed elevation, by using a contour map and/or vector map. 
   
3.2 Set of conditions in the analysis 

Mesh was created from river bed data using numerical data of cross-section survey results according to 
the regular longitudinal cross-section survey guidelines set by the Ministry of Land, Infrastructure and 
Transport River Bureau. The transverse direction was 100; the main flow direction was 100 and divided the 
meshes into pieces. The number of gratings is 20301. 

In this study, we analyze using flow rate of three patterns of water level: calm water, flood time and 
planning high water level. The flow rate in normal water is 24 hours from 15:00 on October 21, 2013 until 
14:00 on October 22. The average flow rate is about 3.8 m3/ s. The flow rate at the time of flooding is 24 hours 
from October 24, 2013 to October 25, 18:00, which recorded the peak flow value of the latest year among the 
existing data of the Ministry of Land, Infrastructure and Transport. The average flow rate is about 800 m3/s. 
The planning high water level flow rate at the target position is set to 2520 m3/s. Analysis time is 24 hours as 
in the case of flat water and flooding. 

The roughness coefficient of Manning of the low waterway is 0.035, the value set by Matsuyama River 
National Highway Office. As there are many cultivated land and bushes, there are 0.05 for the high aqueduct 
as a value to adapt to either, vegetation is placed only in the part where trees are conspicuous and the value 
is 0.08. Figure 5 shows the layout of low water channel, flood channel and vegetation and the degree of 
vegetation group denseness. Since these values are based on the values prescribed by Matsuyama River 
National Highway Office, it can be said that the relevance is high.  
 

 
Figure 5. Roughness coefficient of Manning and degree of vegetation group denseness from Matsuyama 

River National Highway Office. 
 
4 RESULTS AND DISCUSSION 
 
4.1 Analysis of results for the plane two-dimensional flow-bed variation. 

As a result of analyzing the plane two-dimensional flow and the bed fluctuation analysis, the magnitude of 
the flow velocity vector and the river bed variation after 24 hours are shown in Figure 6 and Figure 7 when the 
flow rate is normal, Figure 8 and Figure 9 in the case of flooding, Figure 10 and Figure 11 show the case of 
planning high water level. These figures also show the results of analysis of the vegetation part dense degree 
of existing groynes and vegetated groynes in order to grasp the function of each groynes more accurately. 
The length of the flow velocity vector indicates the velocity of the flow, and the direction of the arrow indicates 
the flow direction.   
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Figure 6 shows the flow velocity in case of calm water (about 3.8 m3/s) around the two groynes in existing 

groynes condition and vegetated groynes condition with vegetation density variation. The variation of 
vegetation density consists of dense degree 0,1; 0,3; 0,5 and 0,9. Figure 7 shows the riverbed change in case 
of calm water with the same condition above. These figures seen no significant differences between existing 
groynes and vegetated groynes. Since the flow rate is low during calm water, it does not pass through the 
vegetation section of the vegetated groynes. So, it can be confirmed that there is no big difference to the river 
bed fluctuation compared to the existing groynes. Therefore, it can be expected that the vegetated groynes 
will exert the same effect as the existing groynes at the time of normal water (calm water).   
 

 
Figure 6. Flow velocity in case of calm water. 

 

 
Figure 7. Riverbed change in case of calm water. 

 
Figure 8 and Figure 9 shows the flow velocity and riverbed change in case of flooding (about 800m3/s). At 

impermeable groyne (existing groyne), the flow not transmitted through the groyne. Furthermore, the speed on 
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the downstream side of the groyne is slowing down. Local deep scouring is seen near the tip of the groyne 
and sediment deposition is remarkable on the downstream side of the groyne. Permeating flow is seen on the 
downstream side of vegetated groyne and the speed difference from the flow velocity on the center side of the 
river. Moreover, local scouring and sediment deposition also visible near the vegetated groyne. Nevertheless, 
in comparison, deep scouring and sedimentation is reduced at vegetated groyne. River's bed fluctuations 
occur not only around the groyne but also widely in the section area, but the local scouring on the left bank 
side is decreasing.    
 

 
Figure 8. Flow velocity in case of flooding. 

 

 
Figure 9. Riverbed change in case of flooding. 

 
Figure 10 and Figure 11 shows the flow velocity and riverbed change in case planning high water level 

(about 2520m3/s). At the time of flooding and planning high water level, the influence of the flow can reduce 
the flow velocity behind the groyne. However, the flow velocity difference with the center side of the river road 
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becomes large. Soil and sand accumulate on the downstream side of the groyne, and generate the local deep 
scouring. On the other hand, the sediment accumulated on the downstream side of the groyne and the local 
deep scouring was confirmed also in vegetated groyne. It's same occurrence to the existing groyne. 
Moreover, the flow passed through the groyne. Thus, there is an effect of suppressing promotion of 
polarization of river way by alleviating flow velocity difference, reducing sediment deposition and deep 
scouring. This effect was remarkable when vegetated groynes have relatively high densities of vegetation.   
 

 
Figure 10. Flow velocity in case planning high water level. 

 

 
Figure 11. Riverbed change in case planning high water. 

 
Based on the above results, the vegetated groyne exerts the same effect as the existing groyne at the 

time of calm water. The risk of polarizing the river channel due to sediment accumulation and deep scouring at 
the time of flood and planning high water level is visible. However, it is judged that it can be relaxed. In 
addition, from the viewpoint of suppressing polarization of river channels, the objective of this research is also 
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to consider that the dense degree of vegetation, which is considered to be more effective at vegetated groyne 
is about 0.9. 
 
5 CONCLUSIONS 
 The present study focuses to clarify the functions of the existing groynes and analyzing the morphological 
changes around vegetated groynes. As a result, the existing groynes and vegetated groynes during the calm 
water have the same effects in the river bed fluctuations. However, at the time flooding and planning high 
water level, vegetated groyne with high denseness of vegetation have an effect of suppressing promotion of 
polarization river way by alleviating flow velocity difference, reducing sediment deposition and deep scouring. 
In the future, along with the improve the accuracy of the analysis performed in this study, should be to 
propose a real improvement of the groynes in existence that can be applied to the river. Concrete river 
management that influences vegetated groyne.   
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ABSTRACT  
 
Stilling well is usually used for the energy dissipation of pipe flows with high head and low discharge. Many 
studies focus on the empirical formula of the well scale and flow rate, and few are about the flow field and 
pressure properties in the well. Without the pressure distribution, it is hard to analyze the safety of the well 
when it is functioning. In this paper, a physical model is proposed to investigate the properties of pressure 
acting on the bottom of the stilling well. The runs of the experiment were with different flow rates and outlet 
distances. Quantitative relationships among pressure parameters, flow rate and outlet distance were 
established. The study show that the pressure acting on the bottom decreases nonlinearly as the distance L 
rise at same flow rate. When the ᇞ equals to 0.5D (D, diameter of the pipe), the pressure is much larger than 
that with 1.0D. When the distance changes to 1.5D (and above), the pressure decreases a little compared to 
that with 1.0D. 
 
Keywords: Stilling well; impact pressure; distance between pipe outlet; well bottom. 
    
 
1 INTRODUCTION 

In dam engineering, there are two types of energy dissipation (Guo, 1982): one is called the basic way of 
energy dissipation, such as hydraulic jump, ski-jump energy dissipation, bucket and submerged bucket energy 
dissipation, etc. The other type is called special energy dissipater, such as impact-type energy dissipater, jet 
energy dissipater, and stilling well dissipation, etc. 

Jet flow stilling well dissipates the energy by the jet flow impacting on the well bottom. The high speed 
water gets into the well through the jet pipe, run against the well bottom, and mixes with other water in the 
well. The flow fluctuates strongly, and plenty of energy is dissipated in the well. The jet flow stilling well is good 
for energy dissipation of water with high head and low discharge. Guo (1982) proposed an experiment to 
investigate the energy dissipation in stilling well. In his study, the energy dissipation efficiency was analyzed, 
while the flow structure in the well was not presented. Liu (2002) also carried out a physical model to study the 
jet flow stilling well, and the study showed that for pipe flow with high head and low discharge, the valve near 
the outlet is useful for the energy dissipation while the fluid is flowing from the pipe. Wang (2005) came up 
with a function describing the major impact factors on stilling well based on experiment data. 

For those vertical jet flows, the pressure is huge at the center of the bottom, and is small at the brim. The 
maximum impact pressure occurs at the center of the bottom, and it may generate erosion when the water 
head is high and the discharge is large. The maximum pressure is very important for the safety of stilling well, 
and few studies have been working on this area. The purpose of this paper is to investigate the impact 
pressure on bottom of stilling well. 
 
2 PHYSICAL MODEL AND INSTRUMENT  

The model was based on gravity similarity with a scale of 1/10, and model range covered patical jet pipe, 
stilling well and downstream channel. The jet pipe (diameter 0.1m), stilling well and downstream channel were 
all made of perspex, and the arrangement of the model and test points are shown in Figure 1. The main 
purpose of this study is to investigate the connection of distance (ᇞ) between jet pipe outlet and stilling well 
bottom on the bottom impact pressure. The impact pressure was measured by Pitot tube. 
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Figure 1. Sketches of physical model and test point of pressure 

 
3 RESULTS AND DISCUSSION 

Bottom impact pressures under different ᇞ(distance between jet pipe outlet and stilling well bottom) and H 
(depth of stilling well) are shown in Table.1. When the ᇞ and H are both equal, the impact pressure (P) keeps 
rising as the discharge (Q) increase. Meanwhile, when the H and Q are both equal, the pressure is bigger as 
the ᇞ get smaller. 
 

Table 1 Table of bottom impact pressures of jet flow (unit: ×9.81KPa). 
H 

（M） 
Q 

（M
3/S) 

ᇞ=0.5M ᇞ=1.5M ᇞ=2.5M ᇞ=3.5M ᇞ=4.5M ᇞ=5.5M ᇞ=6.5M 

10 

10.3 10.9 8.86 8.7 6.8 6.48 5.9 - 

6.8 5.3 3.6 3.7 2.9 2.39 2.55 - 

3.8 1.42 1.02 0.92 0.32 0.23 0.35 - 

8.5 

10.3 10.9 9.1 8.76 8.68 7.15 6.00 - 

6.8 4.52 3.83 3.31 3.63 2.92 1.75 - 

3.8 1.4 1.11 0.9 0.92 0.6 0.21 - 

6.5 

13.6 19.97 17.96 17.30 16.12 14.34 11.10 8.60 

10.3 11.66 10.13 9.95 9.80 7.77 6.12 4.73 

6.8 5.35 4.65 4.35 4.10 3.33 2.42 2.05 

3.8 2.02 1.72 1.50 1.53 0.85 0.73 0.71 

 
According to the dimension analysis, the maximum pressure P୫ୟ୶	at the bottom of stilling well may depend on: 
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 ܲ௫ ൌ ݂ሺܳ, ,ᇞ,ܦ ݃ሻ [1] 

 
where, Q is the discharge(m3/s), D (m)is the diamerter of the jet pipe, and g(9.81m/sଶ) is the acceleration 
of gravity. 
 In order to construct the formula connecting P୫ୟ୶	and	Q, D,ᇞ, g , the test data were converted to 
ౣ౮

∆
,
ᇞ

ୈ
,、

୕మ

ୈఱ
, and then analyzed in Figure 2. 

 

 
Fig.2 Curves ܜܝܗ܊܉	ܠ܉ܕ۾	, ,ۿ ۲,ᇞ,  

 

The figure shows that under different ᇞ/D, 
୕మ

ୈఱ
	and	

ౣ౮

∆
 have a linear connection. When ᇞ/D equals to 

0.5, the slope of the curve is bigger than 2. When ᇞ/D≥1.5, the slopes of the curves are all less than 1. The 
larger the ᇞ/D, the smaller the slope. 

Based on dimension analysis, the following was given:  
 

 
ܲ௫

∆
ൌ ݂ ቆ

ᇞ
ܦ
,

ܳ

ඥ݃ܦହ
ቇ [2] 

 

And further to： 
 

 ܲ௫

ᇞ
ൌ ݇ ൬

ᇞ
ܦ
൰
భ
ቆ

ܳ

ඥ݃ܦହ
ቇ
మ

 [3] 

 

where 	k, kଵ, kଶ	are constants. k is the slope of the curves of 
ౣ౮

ᇞ
 and 

୕మ

ୈఱ
 under different 

ᇞ

ୈ
. The curve of k and 

ᇞ is shown in Figure 3. 
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Figure 3 Fitted curve of factor k and ᇞ. 

 
Then, it can be derived that k ൌ 0.9415，kଵ ൌ െ1.212，	kଶ ൌ2. Hence, the formula of P୫ୟ୶ with Q, ᇞ and D 
is: 
 

 				 ܲ௫ ൌ 0.9415 ቀ
ᇞ


ቁ
ିଵ.ଶଵଶ

ᇞ
ொమ

ఱ
=0.9415 ቀ

ᇞ


ቁ
ି.ଶଵଶ ொమ

ర
 [4] 

 
4 CONCLUSIONS 

(1) The bottom impact pressure decreases as the ᇞ increases, and the pressure has a sharp drop when 
ᇞ is smaller than 1.5m and slowly decreasing when ᇞ is larger than 1.5m. 

(2) Based on experiment data and dimension analysis, an empirical formula is constructed. Due the 
complexity of the flow in stilling well, the formula may not be applicable to other types of stilling well. 

Future works need to be done for other stilling wells of jet flow.  
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ABSTRACT  

 
In this study, the effect of vertical inclination of the piers on the flow pattern and rating curve of dam spillways 
was studied using numerical and physical models. Experiments on the flow pattern through vertical piers were 
conducted to produce measurement data of the discharge, flow depths and velocities over the spillway. Then 
sensitivity analysis of grid resolutions in the CFD simulations was performed for the vertical piers model. The 
performance of the CFD simulations with the selected grid resolution was examined and validated by 
comparing the results of the simulation with the measured data for vertical piers model. Generally, the 
simulation results were found to be in good agreement with the measured values, with an average relative 
deviation of less than 10%. Finally, the effect of vertical inclination of the piers on the flow pattern and rating 
curve was investigated using CFD simulations. Flow conditions between a vertical pier and two inclined piers 
(81° and 64° inclination from horizontal) were evaluated. Results showed that a longitudinal inclination of nose 
of the pier leads to improve the approach flow conditions. Assessing the performance of the 64° inclination 
shows that this scenario was suitable to pass smoothly flow through the piers and omitting the cross waves 
and caused the minimum separation along the piers and approach channel. To illustrate the performance of 
the 64° inclination, flow cross section was plotted which implies uniformity and no cross waves through the 
approach channel. Comparison between three inclination modes showed that with increasing 28% of vertical 
inclination of piers, depth averaged velocity in approach channel decreased to 16% and discharge coefficient 
of spillway increased approximately to 10% and as flow depth in approach channel decreases, discharge 
coefficient increases. To conclude, as the inclination increases, shock waves reduced and horizontal vortices 
eliminated.  

 
Keywords: High dam; pier; vortex; spillway; numerical; physical modeling. 

 
 

1 INTRODUCTION   
 A spillway is a hydraulic structure that is usually provided at storage and Diversion dam to release 

surplus or flood water that cannot be safely stored in the reservoir in order to prevent damage to the dam. Inlet 
flow condition to spillways has significant impact on its performance. In high velocities, vortices can also be 
appeared in the front of the inlet, which should be prevented because they lead to form unfavorable approach 
flow conditions, reducing the discharge capacity, and may compromise the dam safety. Therefore, a proper 
inlet channel design is very important for the spillway and must be hydraulically and structurally adequate in 
order to provide sufficient capacity (Wang et al., 2010). Study on the flow through the hydraulic structures 
usually is conducted using physical modeling. Physical modeling is based on the basic fluid mechanic 
equations. Physical modeling of hydraulic structures means that a scaled laboratory model from the prototype 
is constructed. This approach is a safe way to analyze the flow through or over the hydraulic structures 
(Kazemi et al., 2017; Khanarmuei et al., 2016; Azarpira et al., 2015; Nazari et al., 2015; Mardani et al., 2015; 
Marosi et al., 2015; Sarkardeh et al., 2015; Khanarmuei et al., 2014; Sarkardeh et al., 2014; Suprapto, 2013; 
Taghvaei et al., 2012; Amiri et al., 2011; Hager et al., 2010; Khodashenas et al., 2010; Roshan et al., 2010; 
Sarkardeh et al., 2010; Roshan et al., 2009; Safavi et al., 2009; Ettema, 2000; Tokmadzhyan et al., 1988; 
Aliev et al., 1987). Due to high cost of laboratory experiments, researchers have attempted to use numerical 
simulation along the physical modeling. In the field of numerical simulation, the governing equations of the 
flow which are usually Navier–Stokes equations together with turbulence models are solved with numerical 
methods (Khadem Rabe et al., 2016; Sajjadi et al., 2016; Sarkardeh et al., 2014; Maghsoodi et al., 2012; 
Rahimzadeh et al., 2012; Jorabloo et al., 2011; Yazdi et al., 2010; Versteeg et al., 2007; Bates et al., 2005; 
Nakayama et al., 1998; Patankar, 1980). Some researches were performed on guide wall structure. Jian 
(2005) compared flow conditions with varying curves of the guide wall. Based on the physical model 
experiment, Hua and Nan (2003) analyzed the optimal layout for a bank spillway. Wang and Chen (2010) 
studied the spillway of Yutang dam to remove vortex flow and separation on the guide wall. They proposed 
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that the guide wall should be redesigned and present a new shape for the guide wall to elimination remove 
vortex front the gate. Parsaie et al. (2015) numerically studied the effect of geometry of guide walls of Kamal-
Saleh dam on the flow pattern passing through the approach channel and over the ogee weir. They stated that 
the geometry of the right side wall causes cross wave creation through the spillway specifically at the entrance 
of approach channel. 

 Regarding the previous studies, there are few researches on design of guide wall structures at dam 
spillways. In the present study, the effect of vertical inclination of the piers on the flow pattern and rating curve 
of dam spillways was studied using numerical and physical models. Experiments on the flow pattern through 
vertical piers were conducted to produce measurement data of the discharge, flow depths and velocities over 
the spillway. Using the experimental data the numerical model was verified and the effect of pier inclination 
was investigated numerically.  

 
2 MATERIAL AND METHOD 

 To verify the employed numerical model, experimental data of Jareh dam which is an earth fill dam 
located at the west south of Iran (Khuzestan Province) were used. Figure 1 shows the scaled laboratory 
model which was constructed to study the flow properties through the spillway. To assess the geometry of 
piers on the flow pattern, three cases were proposed for the piers spillway. Figure 2 shows different cases and 
their geometrical properties which were proposed for piers. In these figures the vertical inclination of piers are 
also shown. By considering the available criteria to avoid the scale effects in the physical model, the scale of 
the laboratory model was equal to 1:50 and the plexiglass was used as material for constructing the flume.  

 

 
Figure 1. Sketch of the scaled laboratory model of the Jareh dam spillway.  

 

 
Figure 2. Different designed cases of piers over the spillway. 
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2.1 Numerical model 

Numerical solution of the mean flow field requires resolving the Reynolds averaged Naviere-Stokes 
equations. These equations for incompressible and continuity flow in Cartesian tensor form can be written as 
given below, mass continuity:  

 
 

( ) ( ) ( )f x y z

PSOR
uA vA wA

t x x x




   
   

   
 

       [1] 
 

where u, v, z are velocity components in the x, y, z directions. Ax, Ay, Az are cross-sectional area of the flow, q 
is the fluid density, PSOR is the source term, vf is the volume fraction of the fluid and three-dimensional 
momentum equations are given in the Eq. [2].  
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where P is the fluid pressure, Gx, Gy, Gz are the acceleration created by the body fluids, fx, fy, fz are viscosity 
acceleration in three dimensions and vf is related to the volume of fluid, defined by Eq. [3]. For modeling of 
free surface profile, the VOF Technique based on the volume fraction of the computational cells was used. 
Since the volume fraction F represents the amount of fluid in each cell, take value between 0 and 1. 

 
 1

( ) ( ) ( )x y z
f

F
FA u FA v FA w

t x y z
    

        
 

           [3] 
 

Most popular turbulence models for hydraulic structures are K-epsilon, RNG-K-epsilon and large eddy 
simulation (LES). Modeling turbulent flow requires defining suitable turbulence model, which creates close 
form with Navier–Stokes equation. Re-Normalization Group (RNG) model is a powerful turbulence model 
which has suitable performance for modeling the fine vortices; therefore, this model is very useful for modeling 
flow pattern. Most equations used in RNG turbulence model are given in Eqs. [4] and [5].  
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       [4] 
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In which Gk is the rate kinetic energy creation, and R is the density of turbulence which defined as below:  
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 In these equations, 00.012, 1.38   . As Figure 3 showed, the entire geometrical domain in (x, y, z) 

had the dimensions of 145 x 120 x 110.5 m (1). The mesh grid was composed by three different mesh blocks 
with cubic cells (2). The boundary conditions were specified pressure at the entrance of channel through the 
definition of the corresponding water levels, outflow downstream of the chute and continuative between mesh 
blocks (3). In Figure 3, W = the wall, P = the specified pressure, S = symmetry, O = outflow and C = 
continuative boundary conditions.  
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Figure 3. Sketch of 3D model of spillway of Jareh dam (1), Computational domain of model (2),  

Bindery condition of model (3). 
 
3 RESULTS AND DISCUSSIONS 

 
3.1 Grid- sensitivity analysis 

To specify the mesh independency in this study, four numerical simulations were performed with             
different mesh sizes. Table 1 Indicates cell sizes for each mesh block. In each simulation, flow depth was 
recorded in the middle of symmetric part of the channel and was compared with the experimental data. The 
total deviations versus sizes of cubic cells were plotted in Figure 4. As shown in Figure 4, changes of 
deviation in mesh sizes of simulation 3 and 4 were negligible. Consequently simulation 3, with cell size 1.5m 
for mesh block 1, 0.6m for mesh block 2 and 0.75m for mesh block 3 is the best grid size. As the Figure 4 
Shows, the numerical results were found to be in good agreement with the measured values, with an average 
relative deviation of less than 10%.  

 
Table 1. Cell sizes for each simulation. 

simulation block 1 block 2 block 3 

1 2 1 1.2 

2 1.75 0.75 1 

3 1.5 0.6 0.75 

4 1.25 0.5 0.6 

 

 
Figure 4. Deviation of simulations versus sizes of cubic cell in mesh block 1. 

 
3.2 Prediction accuracy of flow depth  

Figure 5 compares the flow depth obtained by CFD (the RNG with the simulation 3 grid) with the 
measured values obtained. The agreement between the results for the CFD analyses and those obtained by 
experiment are generally good. Generally, the average deviation between the results of the simulation and the 
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measured results was approximately around 5%. In this figures P = height of spillway and z = flow depth and 
X = distance from ogee spillway and LS = the length of spillway.  

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         Figure 5. Comparison of flow depth as obtained by CFD analysis and experiment. 
 
 The flow was strongly disturbed close to the spillway and in the entire bays. Consequently, the flow over 

the chute was also perturbed and non-uniform (Figure 1). Considering the approach flow perturbations 
described and the disturbances generated on the chute, alternative solutions were proposed and tested on the 
model (Figure 2).  Using movable and flexible elements, the research for a good shape showed that a 
longitudinal inclination of the nose of the piers allows improving the approach flow condition. The nose 
inclination of the piers like the prow of a ship contributes to a better flow distribution. Consequently, the 
separation zone was no more concentrated on one vertical line. Cross waves on spillway were reduced and 
the horizontal vortices were eliminated. As shown in Figures 6 and 7, with using Case 3 of the pier geometry 
caused passing flow smoothly with minimum cross waves creation. As shown in Figure 7, with increasing 28% 
of vertical inclination of piers, depth averaged velocity in approach cha nnel decreased to 16%.  In this figures 
H0 = the flow depth and V0 = input velocity at entrance of the approach channel.   

 

 
Figure 6. Cross section of the flow through the piers and cross waves on the spillway  

Cases 1, 2 and 3 of piers at H0/P=2.56. 
 

        
Figure 7. Flow pattern through the Cases 1, 2 and 3 of piers at H0/P=2.56. 

0

0.2

0.4

0.6

0.8

1

1.2

‐3 ‐2 . 5 ‐2 ‐1 . 5 ‐1 ‐0 . 5 0 0 . 5 1

Z
/P

X/LS

experimental
CFD

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1500 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

Optimization of the piers geometry allowed improving the flow behavior at the entrance of the bays. 
Consequently, this improves the flow along the chute down to the flip bucket. Furthermore, it permits to 
increase the gated spillway capacity. The hydraulic capacity Q of a free crest spillway is classically computed 
as:  

 3

2. . 2 .d eQ C b g H  
        [7] 

 
 

 
 where Cd = the discharge coefficient, be = the effective width (m), g = the gravitational acceleration 

(m/s2) and H = the upstream hydraulic head (m).  
The effective width allows taking into account the lateral flow contraction due to the side walls and the 

piers. It can be expressed as:  
 
 (2. . ).e p ab b n k k H            [8] 

 
 

where b (m) = the total width of the three bays, n = the piers number and kp and ka = the contraction factors for 
the piers, respectively. Contraction factors for the piers and the walls were determined experimentally as 
constant values of 0.05 and 0.2 (WES, 1952). 

Compared to the vertical geometry, at different water level in the reservoir, the inclined wall allows 
increasing the evacuated discharge. Figure 8 shows the discharge coefficient versus vertical inclination for 
three different described geometries. The results showed that the vertical inclination of piers is the main 
effective factor of approach flow to spillways. In this study with increasing 28% of vertical inclination of piers, 
discharge coefficient of spillway increased approximately to 10%. As shown Figure 8, with decreasing flow 
depth in approach channel, discharge coefficient increased.  

 

 
Figure 8. Discharge coefficient versus vertical inclination for Cases 1, 2 and 3 of the piers  

at H0/P=2.56, 2.35, 2.26 and 2.11. 
 

4 CONCLUSIONS 
 Present numerical study was performed to illustrate the hydraulic behavior of flow over a spillway during 

floods. A hydraulic model was employed to check the good behavior and the efficiency of the significant 
elements. A special focus was oriented towards the improvement of the piers geometry. Performance of the 
CFD simulations with the selected grid resolution was examined and validated by comparing the results of the 
simulation with the experimental data for the different vertical piers inclination cases. Generally, the numerical 
results were found to be in good agreement with the measured values, with an average relative deviation of 
less than 10%. Flow conditions between a vertical pier and two inclined piers (81° and 64° inclination from 
horizontal) were evaluated. Results showed that a longitudinal inclination of nose of the pier leads to 
improving the approach flow conditions. Assessing the performance of the 64° inclination case showed that 
this scenario was passed flow smoothly through the piers by omitting the cross waves and causes the 
minimum separation along the piers and approach channel. To illustrate the performance of the case (64°), 
flow cross section was plotted which implies uniformity and no cross waves through the approach channel. 
This comparison between three inclination cases showed that the higher inclination, allows increasing the 
hydraulic capacity for high water levels. To conclude, as the inclination increases, cross waves will be reduced 
and horizontal vortices can be eliminated.  Comparison between three inclination modes showed that with 
increasing 28% of vertical inclination of piers, depth averaged velocity in approach channel decreased to 16% 

2.20

2.25

2.30

2.35

2.40

2.45

2.50

6 3 6 8 7 3 7 8 8 3 8 8

D
IS

C
H

A
R

G
E

 C
O

E
FF

IC
IE

N
T

VERTICAL INCLINATION (DEGREE)

H./P=2.11
H./P=2.26
H./P=2.35
H./P=2.56

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1501



          
 

 
and discharge coefficient of spillway increased approximately to 10% and as flow depth in approach channel 
decreases, discharge coefficient increases. To conclude, as the inclination increases, shock waves reduced 
and horizontal vortices eliminated.  
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ABSTRACT 
 
Spillways are often associated with air entrainment attributed to turbulent velocity fluctuations close to the 
free-surface. At the upstream end of the spillway, a turbulent boundary layer is generated due to bed friction 
developing in downstream direction. In small dams, the boundary layer may not reach the free-surface at the 
downstream end of the spillway. In order to efficiently design an energy dissipator at the downstream end of 
the spillway, it is required to determine the flow resistance over the spillway. Detailed laboratory experiments 
were conducted on a large scale uncontrolled flat sloped (θ = 11°) spillway with smooth bed. The present 
study aimed to investigate the developing turbulent boundary layer properties and shear stresses over the 
spillway. The non-aerated flow properties were measured with a Pitot tube, identifying the growth rate of the 
boundary layer, displacement and momentum thicknesses as δ ∼ x0.86, δ1 ∼ x0.57 and δ2 ∼ x0.70, respectively. 
Despite reaching fully developed flow conditions, no free-surface aeration was observed and the surface 
remained rough with fast fluctuations and entrapped air at the air-water interface. The shear stresses were 
calculated using the logarithmic law of the wall, the outer flow region as well as the direct step method. The 
dimensionless shear stresses were in a range between 0.029 < τo/(ρ×g×dc) < 0.065 corresponding to Darcy 
friction factors 0.024 < f < 0.027. The present study results provided new insights into the turbulent boundary 
layer properties in high-velocity flows over a flat-sloped spillway which may be useful for a hydraulic design of 
spillway and downstream energy dissipator. 
 
Keywords: Boundary layer; flat-sloped spillway; flow properties; flow resistance; shear stress. 
 
 
1 INTRODUCTION 

Spillways convey flows safely and efficiently to lower elevations. Spillways are commonly classified 
based upon geometrical parameters such as slope, length, intake conditions as well as bed roughness 
ranging from smooth invert to macro-roughness elements. At the upstream end of the spillway, a turbulent 
boundary layer is generated close to the bottom due to bed friction developing in streamwise direction. 
Spillways are often associated with air entrainment attributed to turbulent velocity fluctuations close to the 
free-surface (Lane, 1939; Bauer, 1954; Straub and Anderson, 1958; Lai et al., 1968; Keller et al., 1974). 
Downstream of the inception point of free-surface aeration the flow is aerated. While the self-aeration and the 
air-water flow properties on spillways have been researched in some detail (Straub and Anderson, 1958; Lai 
et al., 1968; Keller et al., 1974; Wood, 1991; Chanson, 1993b), a second phenomenon has also been 
observed in high-velocity flows at the interface between air and water (Straub and Anderson, 1958; Killen, 
1968; Lai et al., 1968; Anwar 1994). When small amplitude free-surface waves including Kelvin Helmholtz 
instabilities and capillary waves start to collapse, the free-surface of the water becomes rough and unstable at 
the inception point of free-surface roughness (Young and Wolfe, 2014; Felder and Severi, 2016). Downstream 
of the inception point of free-surface roughness the free-surface is continuously rough and air is entrapped 
within a small layer at the air-water interface.  

In small dams, the boundary layer may not reach fully developed flow conditions at the downstream end 
of the spillway and no flow aeration may be observed. In order to design an energy dissipator at the toe of the 
spillway, it is useful to determine the energy loss and the flow resistance over the spillway. Several studies 
focused on flow properties and flow resistance in non-aerated and aerated flows over spillways with macro-
roughness elements such as step or block ramps which attributed to the from losses (i.e. Rouse, 1965; 
Pagliara et al., 2010; Felder and Chanson, 2016) for a wide range of slopes as well as spillways with smooth 
invert for steep slopes (Chanson, 1993a; Castro-Orgaz, 2010). Wood (1991) and Chanson (1993a) observed 
drag reduction in high velocity supercritical flows with air entrainment over steep slope spillway with smooth 
invert attributed to skin friction. To determine the flow resistance, several approaches are commonly applied 
including the backwater equations in gradually varied flows in conjunction with Darcy-Weisbach and Chezy 
concepts (Falvey, 1990; Hager and Blaser, 1998; Castro-Orgaz, 2010). Castro-Orgaz (2009; 2010) developed 
an analytical approach for boundary layer development by integrating the von Karman momentum equations 
using a power law velocity profile inside the boundary layer which yielded accurate equations for the free 
surface, the turbulent boundary layer profiles and flow resistance of an uncontrolled spillway with steep slope. 
However, limited research has been conducted on the flow resistance within developing and fully developed 
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flow region over flat sloped spillways (θ < 15˚) with smooth invert despite some studies focused on drag 
reduction in aerated flows (Wood, 1983; Chanson, 1996). A better understanding of the non-aerated flows is 
important for the hydraulic design of spillways, particularly on small dams where the turbulent boundary layer 
may not reach the free-surface and self-aeration may not occur. Herein, the present study investigated the 
flow properties including flow depth, velocity distributions, as well as boundary layer parameters and 
compared different methods to estimate the flow resistance on a flat sloped uncontrolled spillway with smooth 
invert. The results shed light on boundary layer properties and flow resistance to hydraulic designs of spillway 
and downstream energy dissipation structure. 
 
2 EXPERIMENTAL FACILITY AND INSTRUMENTATION 

New experiments were conducted on a spillway model at UNSW’s Water Research Laboratory (WRL) 
with a rectangular cross section of width W = 0.8 m, length L = 9 m, and slope θ = 11˚ (Figure 1). Spillway bed 
and side walls were made of transparent Perspex with an estimated equivalent sand roughness of 
ks = 0.1 mm. Any joints in Perspex were thoroughly sealed providing smooth flow conditions. At the upstream 
end, a header tank equipped with honeycomb screens allowed for calm inflows into the spillway section 
through an uncontrolled crest with upstream rounded corner. Water was supplied from Manly Dam to the 
header tank providing constant flow rates checked by a Venturi flow meter in the supply line. The experiments 
were carried out with flow rates per unit width between 0.019 < qw < 0.125 m2/s corresponding to Reynolds 
numbers defined in terms of the hydraulic diameter of 7.3×104 < Re < 4.5×105. 
 

 
Figure 1. Large scale flume at Water Research Laboratory with L= 9 m, θ = 11˚ and ks = 0.1 mm. 

 
Non-aerated flow properties were measured with a Prandtl-Pitot tube with a diameter of Ø = 3 mm which 

was connected to an inclined 30˚ water manometer. The Pitot tube was used to measure the time-averaged 
velocity distributions of non-aerated flows in channel centerline at various cross-sections along the spillway. 
Also, the velocity data were used for the estimation of the boundary layer development along the spillway and 
for calculation of the flow resistance.  

In the present study, the free-surface was rough and characterized by fast fluctuations (see Section 3; 
Felder and Severi, 2016). The Prandtl-Pitot tube was not able to measure the flow velocities immediately next 
to the free-surface and air-water flow instrumentation was applied to measure the flow properties in the thin 
layer of entrapped air at the air-water interface. The measurements were conducted with a dual-tip 
conductivity probe with two identical tips with inner electrode of Ø = 0.125 mm separated in transverse and 
longitudinal direction by ∆z = 1.1 mm and ∆x = 4.85 mm, respectively. For all flow conditions, the sampling 
duration was 45 s and the sampling rate was 20 kHz as recommended by Felder and Chanson (2015).  The 
raw Voltage signals of the conductivity probe were post-processed based on typical air-water flow processing 
methods using the Fortran code of Felder (2013), providing a range of entrapped air flow properties including 
the local time averaged void fraction C.  

Along the spillway, the flow depths were measured with a pointer gauge in spillway centerline. In the flow 
region characterized by entrapped air, the measurements of flow depths were difficult due to free-surface 
roughness and fast fluctuations of the free-surface. Therefore, the flow depth was also indirectly estimated 
with the conductivity probe based upon the equivalent clear water flow depth d: 
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where Y98 was the characteristic flow depth where C = 0.98 and y was the distance measured normal to the 
bed. In a detailed sensitivity analysis, the characteristic depth was Y98, selected as the depth where the 
standard deviation of the free-surface fluctuations was smallest following the approach by Wilhelms and 
Gulliver (1994). 

The transparency of the spillway boundaries provided an opportunity to observe the flow features from all 
angles. A MikrotronTM MC4082 high-speed camera was used to record high-quality videos of the water 
motions with a frame rate of 457 Hz and resolution of 2336×1728 pixels. Detailed recordings were conducted 
through the sidewall towards the downstream end of the spillway providing information about the free-surface 
patterns and free-surface elevation. All experiments were documented with a CanonTM EOS 1000D camera. 
 
3 FLOW PATTERNS ON THE FLAT SLOPED SPILLWAY 

For all tested flow conditions, detailed visual observations of flow patterns revealed that the flow passed 
through critical depth over the crest at the upstream end of the spillway and that the flow depth decreased 
gradually in streamwise direction. Visual observations showed a smooth and clear surface at the upstream 
end of the spillway. At some distance from the spillway crest, due to the development of Kelvin Helmholtz 
instabilities and collapse of small amplitude free-surface waves, the water surface became wavy and rough 
(Figure 2). For all tested flow conditions, the longitudinal distance from spillway crest to the inception point of 
free-surface roughness LFR was visually observed at a distance 1.7 < LFR < 3.7 m from the spillway crest 
(Felder and Severi, 2016). With increasing discharge, the inception point of free-surface roughness shifted 
downstream. These findings were consistent with recordings by Lai et al. (1968) who reported comparable 
values of LFR on a smooth invert spillway with slope of θ = 18˚. Downstream of the inception point of free-
surface roughness, the free-surface remained agitated and air was continuously entrapped in a small layer at 
the air-water interface (Figure 2).  

Detailed high-speed videos were recorded in a fully developed flow region towards the downstream end 
of the spillway (6.3 ≤ x ≤ 6.8 m). Figure 2 illustrates a typical image extracted from one of the side-looking 
high-speed videos. The flow was characterized by three flow regions. The first flow region was a clear water 
flow close to the spillway bed. The second region was defined as an entrapped air region characterized by 
rapid fluctuations of the free-surface and waviness. The third region was a region of clear air without any 
droplet ejections above the flow. The clear water flow region was maintained along the spillway for all tested 
discharges and occasionally single air bubbles were observed within this flow region. For qw ≥ 0.075 m2/s, 
occasionally free-surface instabilities led to the release of single air bubbles into the upper area of the clear 
water flow region. These bubbles were advected in streamwise direction just below the entrapped air region 
indicating that turbulence forces within this flow region were stronger than buoyancy effects of the air bubbles. 
 

 
Figure 2. Free-surface roughness in fully developed flow region at 55.59 < x/dc < 57.49: qw = 0.125 m2/s, 

LFR = 3.7 m, Re = 4.5×105; flow from right to left. 
 

Figure 3 shows a typical dimensionless free-surface profile h/dc in the present study as a function of the 
dimensionless distance along the spillway x/dc. The experimental data were compared with gradually varied 
flow calculations and with a theoretical prediction of the decline of the free-surface (Castro-Orgaz, 2010). The 
present data were in good agreement with the theory (Figure 3). In addition, in Figure (3), the dimensionless 
equivalent clear water flow depth d98/dc and characteristic flow depth Y98/dc were presented in the flow region 
with entrapped air. Figure 3 reveals a good agreement between flow depth recorded with pointer gauge and 
characteristic flow depth Y98. It appears that a conductivity probe is a suitable alternative for flow depth 
measurements within flow region characterized by entrapped air, but further research is needed. 
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Figure 3. Dimensionless flow depth profile along the spillway: qw = 0.05 m2/s, LFR = 2.7 m, Re = 1.90×105. 

 
4 VOID FRACTION DISTRIBUTIONS 

Measurements of the flow properties within the entrapped air region were performed with the double-tip 
conductivity probe at several locations downstream of the inception point of free-surface roughness. In Figure 
4, typical void fraction distributions are plotted as a function of the dimensionless perpendicular elevation from 
the spillway bed y/Y98. For all flow conditions, the void fraction distributions exhibited typical S-shape profiles 
(Figure 4). In the clear water flow region beneath the entrapped air region y/Y98 < 0.6, void fraction was C ≈ 0 
which was consistent with the visual observations presented in Figure 2. In the air flow region y/Y98 > 1.05, the 
void fraction was C ≈ 1. In the flow region characterized by air entrapment (0.6 < y/Y98 < 1.05), the void 
fraction increased abruptly over a small section of the flow depth. A downward shift of void fraction 
distributions in streamwise direction indicated an increase in depth averaged void fraction towards the toe of 
the spillway. This gradual increase in depth averaged void fraction highlighted that no uniform flow conditions 
were attained at the downstream end of the spillway despite reaching fully developed flow conditions (Section 
5). The depth-averaged mean void fraction Cmean was computed in each cross-section as: 
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For all flow conditions, the mean void fraction increased from about Cmean = 0.17 just downstream of the 

inception point of free-surface roughness to Cmean = 0.28 at the toe of the spillway. This gradual increase was 
best correlated by: 
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Figure 4. Void fraction distributions along the spillway: qw = 0.10 m2/s, LFR = 3.5 m, Re = 1.9×105. 
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5 VELOCITY DISTRIBUTIONS AND BOUNDARY LAYER DEVELOPMENT 
 Velocity measurements were performed with the Pitot tube in channel centerline at several cross-

sections between 0.42 ≤ x ≤ 8.76 m for all flow conditions. At each cross-section, time-averaged local 
velocities V were measured between spillway bed and as close as possible to the free-surface. Typical 
velocity distributions and the corresponding boundary layer development are presented in Figure 5. In Figure 
5, data for three different regions are shown comprising the flow region upstream of the inception point of free-
surface roughness (hollow symbols), the flow region downstream of the inception point of free-surface 
roughness before the flow became fully developed (black bold symbol) and the fully-developed flow region 
downstream of the intersection point of turbulent boundary layer and free-surface (colored bold symbols). 
Figure 5 illustrates that the velocities increased along the spillway and that the flow became fully developed. 
Detailed analyses of the velocity data yielded the boundary layer characteristics such as turbulent boundary 
layer, boundary displacement and momentum thickness respectively (Campbell et al., 1965): 
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where the boundary layer thickness δ was defined as the distance from the spillway bed to the position where 
the velocity was 0.99 times the freestream velocity Vo (Bauer, 1954); δ1 was the displacement thickness and 
δ2 was the momentum thickness. The distance from the spillway crest to the intersection of turbulent boundary 
layer and free-surface LBL was determined following the graphical approach by Bauer (1954) (Figure 5). The 
flow reached fully developed condition at a distance 1.76 < LBL < 5.60 m from the spillway crest and with 
increasing flow rate, LBL increased. The flow was fully developed downstream of LBL, but no free-surface 
aeration of the flow was observed (Figure 2). For all flow conditions in the present study, LBL was larger than 
LFR highlighting that the initiation of free-surface roughness was not triggered by turbulence fluctuations close 
to the free-surface, but by instabilities at the air-water interface. Furthermore, time-averaged interfacial 
velocities were measured with the conductivity probe in the entrapped air region and the results confirmed 
good agreement between measurements with the Pitot tube, revealing that a double-tip conductivity probe is 
suitable for the velocity measurement within entrapped air flows. 
 

 
Figure 5. Velocity distributions and boundary layer development: qw = 0.05 m2/s, LFR = 2.7 m, LBL = 2.85 m 

and Re = 1.90×105 (Hollow, black bold and colored bold symbols illustrated velocity distributions upstream of 
LFR, downstream of LFR and in fully developed flow region). 
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 For all data in the present study, Figure 6 presents the boundary layer thickness, displacement thickness, 
momentum thickness and their best fitted correlations:  
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Figure 6 shows the dimensionless boundary layer properties as a function of a dimensionless streamwise 
position x/ks within the developing region from the spillway crest to the point where the flow became fully 
developed. Results showed that the proposed boundary layer growth rate was about δ ~ x0.86 (Eq. [7]). These 
results were in reasonable agreement with previous observations of Bauer (1954) and Wood et al. (1983) who 
reported that boundary layer growth rate increased as x0.8 to x1.0 on smooth invert spillways with slopes 
ranging between 7.5˚ ≤ θ ≤ 75˚. The present results were also similar to the turbulent boundary layer growth 
rate on smooth flat plates δ ~ x0.8 (Schlichting, 1979).  
 

 
Figure 6. Dimensionless boundary layer thickness δ/x, displacement thickness δ1/x,  

momentum thickness δ2/x in developing flow region over flat sloped spillway. 
 

 The relationship between growth rate of boundary layer properties and Reynolds number 
Rex = ρ×Vo×x/μ, with ρ the water density, and μ the water dynamic viscosity yielded: 
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The comparison of current boundary layer and momentum thickness ratio with the data on smooth flat 
plates by Schlichting (1979) was in reasonable agreement, i.e. δ/x and δ2/x ~ Re-0.2 . The ratio of boundary 
displacement thickness was slightly higher than the reported value by Schlichting (1979) (δ2/x ~ Re-0.2). 

Figure 7 illustrated all dimensionless velocity distributions V/Vo of the present study as a function of the 
dimensionless depth y/δ showing self-similarity in the velocity profiles. The present velocity data were well 
correlated by a 1/6.4th power law (Figure 7).  
 

 
4.6

1









y

V

V

o

 [13] 

 
Equation [13] was in close agreement with observations of Chanson (1997) on a smooth spillway (θ = 4˚) 

who reported a correlation of velocity data with a 1/6th power law.  
 

 
Figure 7. Velocity distributions in the developing flow region for all flow conditions;  

Comparison with 6.4th power law (Eq. [13]). 
 

For all experimental data, the average values of δ1/δ, δ2/δ and δ1/δ2 were compared with the outcomes of 
proposed relations by Campbell et al. (1965) and Schlichting (1979) (Eqs. [14] to [16]) for a velocity power law 
with an exponent of N. 
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where δ1/δ2 is the shape factor. In the developing flow region of the present study, the average values were 
δ1/δ = 0.170, δ2/δ = 0.105 and δ1/δ2 = 1.70. These values were compared with the results of the analytical 
solution for a power law with N = 6.4 corresponding to Eq. [14] to [16] as δ1/δ = 0.135, δ2/δ = 0.103 and 
δ1/δ2 = 1.313. The results revealed a slight difference between present study data and values calculated using 
Eqs. [14], [15] and [16]. These slight differences can be attributed to some subjectivity in defining the free-
stream flow velocity and the turbulent boundary layer thickness.  
 
6 SHEAR STRESS 

The shear stress along the flat-sloped spillway was calculated based upon the detailed velocity 
measurements. Three different approaches were applied to compute the boundary shear stress comprising 
the logarithmic law within the inner flow region, the velocity defect law in the outer flow region, as well as the 
direct step method. In the inner flow region, the best fit of the velocity distributions with the logarithmic law 
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provided the shear velocity V*. For a smooth turbulent bed, the shear velocity was obtained by fitting the 
velocity data to (Liggett, 1994; Montes, 1998):  
 

 5
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yV

Ln
KV

V
 [17] 

 
where υ is the dynamic viscosity of water, K is Von Karman constant (K = 0.4). Figure 8(a) illustrates a 
comparison of typical velocity distributions V/V* with the logarithmic law (Eq. [17]) in terms of dimensionless 
elevation V*×y/υ for y/δ < 0.1 to 0.15. The boundary shear stress was computed as τo=ρ×V*

2 (Schlichting, 
1979; Montes, 1998). The experimental results of the non-dimensional shear stress τo/(ρ×g×dc) are illustrated 
in Figure 8(b) as a function of x/dc. The present data revealed that the shear stress increased along the 
spillway varying between 0.029 < τo/(ρ×g×dc) < 0.043. The flow resistance is commonly expressed by a 
Darcy-Weisbach friction factor f (Wood, 1985): 
 

 2

8

1
Vfo    [18] 

 
and the friction factor for the log-law estimate was found to be on average f= 0.024.  

The second approach to calculate the shear velocity V* and the local shear stresses τo was based upon 
the best fit of velocity data to the velocity defect law in the outer flow region expressed as (Montes, 1998):  
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Figure 9(a) shows a comparison of typical velocity distributions with the velocity defect law (Eq. [19]) as Vo-
V/V* versus dimensionless elevation y/δ for y/δ > 0.1 to 0.15. Figure 9(b) presents the experimental results of 
non-dimensional shear stresses, τo/(ρ×g×dc) for the velocity defect law in the outer flow region versus x/dc. For 
all flow conditions, the local boundary shear stress increased gradually in streamwise direction varying 
between 0.048 < τo/(ρ×g×dc) < 0.065. The corresponding friction factor was f = 0.039. The shear stress 
estimated based upon the velocity defect law were consistently larger compared to the log law estimate. 

In the third approach, a direct step method combined with Darcy-Weisbach friction factor was applied to 
calculate the flow resistance. In the present study, the flow condition was not uniform equilibrium along the 
spillway. Therefore, Darcy-Weisbach friction factor was calculated for gradually varied flows (Henderson, 
1966; Chanson, 1993a) using: 
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[20] 

 
where f was the Darcy-Weisbach friction factor and DH was the hydraulic diameter. Sf = - ∂H/∂x was the friction 
slope (Henderson, 1966) where H was the total head and x was the longitudinal distance in flow propagation 
direction. The direct step method applied to calculate the shear stress using both pointer gauge and 
conductivity probe data. Due to the free-surface roughness, the equivalent clear water flow depth derived from 
the double tip conductivity probe data was used to calculate the friction factor. The friction factor obtained from 
pointer gauge data and conductivity probe data were 0.024 and 0.027, respectively, which were in close 
consistency with the log law observations (Figure 8) and with the friction factor of 0.02 reported by Bung 
(2010) on a smooth invert spillway with 26.6˚ slope.  Similarly, the dimensionless shear stress for the pointer 
gauge and conductivity probe data were in close agreement τo/(ρ×g×dc) = 0.045 and 0.040 respectively. This 
confirms that the double-tip conductivity probe data were suitable for estimating the shear stresses within 
entrapped air flows.  
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(a) Comparison of velocities with Eq. [17]: 
qw = 0.031 m2/s, LFR = 2.3 m, LBL = 2.51 m and 

Re = 1.2×105. 

(b) Summary of experimental wall shear stress based 
upon log-law (Eq. [17]) 

Figure 8. Velocity distributions and summary of wall shear stress using log-law within inner flow region. 
 

(a) Comparison of velocities with Eq. [19]: 
qw = 0.031 m2/s, LFR = 2.3 m, LBL = 2.51 m and 

Re = 1.21×105. 

(b) Summary of experimental wall shear stress based 
upon velocity defect law Eq. [19] 

Figure 9. Velocity distributions and wall shear stress using velocity defect law within outer region . 
 
7 CONCLUSIONS 

 New experiments of velocity profiles, turbulent boundary layer properties and flow resistance were 
conducted on an uncontrolled flat-sloped spillway (θ = 11º) with smooth invert for a range of flow conditions 
(0.019 < qw < 0.125 m2/s). Visual observations of the flow patterns revealed a flow region with rapid free-
surface fluctuations and strong free-surface roughness downstream of the inception point of free-surface 
roughness. Despite reaching fully developed flow conditions downstream of the intersection between 
boundary layer and free-surface, no free-surface aeration was observed. The surface remained rough and air 
was continuously entrapped within a small layer at the air-water interface. Time averaged velocity distributions 
within the turbulent boundary layer were well correlated with a 6.4th power law. Velocity measurements yielded 
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the estimation of the growth rate of the turbulent boundary layer, displacement and momentum thicknesses of 
about δ ∼ x0.86, δ1 ∼ x0.57 and δ2 ∼ x0.70 respectively.  

Based upon the velocity data, the shear stress was calculated using different approaches comprising the 
law of the wall, the velocity defect law in the outer layer and direct step method. For both law of the wall in the 
inner flow region and velocity defect law in the outer region, the shear stress increased gradually and varied in 
a range between 0.029 < τo/(ρ×g×dc) < 0.065. The median values of τo/(ρ×g×dc), using the direct step method, 
were found to be 0.040 and 0.045 for pointer gauge and conductively probe data, respectively. The present 
study provided new insights into the turbulent boundary layer properties in high-velocity flows over a flat-
sloped spillway which may be useful for the hydraulic design of spillway and downstream energy dissipator. 
Further research is needed to identify the effects of spillway bed roughness and inflow conditions upon the 
boundary layer properties and flow resistance. 
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ABSTRACT  
 
Most of the fundamental theories for the basic hydraulic structures use the continuity and Bernoulli equation to 
derive basic laws for the relation between flow and hydraulic head. When the results of such a theory do not 
agree well with measurements, an outflow coefficient is inserted to close the gap between theory and 
experiment. The momentum balance is only taken into account when losses have to be specified like in the 
sudden expansion case. In this paper, it will be shown that the hydraulic theory can also be based on 
momentum balance instead of Bernoulli’s equation. The resulting formulas for the outflow through a sharp-
edged orifice and through a sharp-edged sluice show a much better agreement to measurements than the 
formulas obtained from the Bernoulli equation.  
 
 
Keywords: Torricelli principle; Bernoulli equation; outflow problem; sluice formulas weir formulas; 

fundamental principles of hydraulics.  
 
 
1 INTRODUCTION 

Since Torricelli’s famous Opera Geometrica (Torricelli, 1644), the outflow velocity of a vessel is related to 
the filling height within the vessel. Torricelli stated that an efflux stream forced upwards rises to the filling 
height because it would also rise up to that height in communicating vessels. This explanation actually is 
wrong (Malcherek, 2016) and the fact that an efflux stream rises up to the filling height was doubted by 
Newton in his Principia (Newton, 1687) and after that quite often in the history of hydraulics.  With the 
appearance of the Bernoulli equation it was also possible to prove that Torricelli’s formula is correct.  Since 
that time, the Bernoulli equation in combination with the continuity equation is applied to different kinds of 
hydraulic structures to obtain a basic relation between outflow and hydraulic head. In that way, the outflow 
from a vessel and under a sluice gate leads to the Torricelli formula, the overflow above a weir to the Poleni 
formula. 

But this basic application of the Bernoulli equation to outflow problems out of vessels or under sluices is 
not able to distinguish neither between sharp crested and rounded orifices nor between vertical openings and 
sluice gates. In all cases, the outflow velocity is v²=2gh and an outflow coefficient has to be included to 
distinguish between the different cases, i.e. sharp or rounded or opening or sluice gate. When the orifice is 
sharp crested, the outflow coefficients are far away from unity (for the vertical outflow 0.7 and for the sluice 
0.61) which means that the theory based on the Bernoulli equation has an error of about 30 % or 39 %, 
respectively.  

Usually the discrepancy between theory and experiment is explained by assuming that the Bernoulli 
equation has to be applied at the vena contracta (Bernoulli, 1738, Weisbach, 1855). And later, potential theory 
is used to predict the contraction coefficient. But potential theory is only based on mass conservation and 
does not take into account momentum balance or energy conservation.  

Therefore, a new theory will be set up based only on mass and momentum balance.  In two preceding 
papers (Malcherek, 2016a and b), this theory was applied to the vertical outflow from vessels when the orifice 
is sharp edged. It was shown by the author that the momentum balance gives: 
 

vൌඨ
gh

β‐
AA
A

 [1] 

 
for the outflow velocity, where AA is the cross section of the orifice, A the vessel’s cross section, h is the filling 
level in the vessel and ~ 1 the momentum coefficient. This formula is in excellent agreement with 
measurements and can be regarded as a revolution because it contradicts Torricelli’s principle (Torricelli, 
1644). 
 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1515



 
 

  

 

 When the same formalism is applied using standard simplifications to a sharp-edged sluice gate, the 
outflow velocity under the sluice is:  
 

vൌට
3

4
ghൌ0.6124ඥ2gh [2] 

 
Here h is the free surface elevation before the sluice gate. When looking in more detail on the sluice gate 

problem, the outflow coefficient is a function of the ratio of the opening height a to the free surface elevation h, 
a/h. In this paper, it will be shown that the new theory is able to reproduce also this dependency of the outflow 
coefficient when realistic pressure distributions on the gate and the bottom are taken into account.  

It can be concluded that the hydraulic theory can be based on mass and momentum conservation without 
any usage of the Bernoulli equation. This is an extremely important conclusion because the Bernoulli equation 
gives wrong results, when applied to discontinuous problems like sudden pipe expansions, sharp edged 
outflow and sharp edged sluice gates.  
 
2 HYDRAULICS BASED ON MOMENTUM BALANCE 

The following hydraulic derivations are based on the mass and the momentum balance on a control 
volume  which must be chosen depending on the problem to be solved. The mass balance is only affected 
by the mass fluxes going in and out of the system: 

 
dM

dt
ൌ∑ mሶ ii  [3] 

 

 Here the sum is taken over I different openings where mass can enter or leave the system. The 
momentum balance is affected by the gravitation force acting on the mass of the system, the pressure forces 
on the boundary of the system and the fluxes of momentum going in and out of the system: 

 
dIԦ

dt
ൌMgሬԦ∑ mሶ ivሬԦii െ  pnሬԦdA∂Ω  [4]	

 
 Viscous friction can also easily be taken into account but it is omitted here because it does not play any 
important role in outflow as well as in sluice underflow. These two balances are sufficient to describe the 
fundamental hydraulic behavior of any ideal, i.e. friction free hydraulic system. 

Energy conservation in the shape of the Bernoulli equation can be derived from the momentum equation 
under certain circumstances as it is done in classical mechanics. Let us assume a certain volume of fluid M 
and let us follow this volume on a Lagrangean pathway. Then, the mass M does not change on the pathway 
and the momentum balance can be written as: 
 

M
dvሬԦ

dt
ൌMgሬԦ‐  pnሬԦdA∂Ω  [5] 

 
 Scalar multiplication with the velocity and integration over time yields: 
 

1

2
MvሬԦ1

2
+Mgz1=

1

2
MvሬԦ2

2
+Mgz2+  pnሬԦdA∂Ω

xሬԦ2
xሬԦ1

dx [6] 

 
 Applying Gaussian integral theorem to the pressure term yields:  
 

  nሬԦpdAdxሬԦ=  gradpdΩdxሬԦ
Ω

xሬԦ2
xሬԦ1∂Ω

xሬԦ2
xሬԦ1

 [7]	

 
 If the control volume is so small that the pressure gradient is constant on that volume, the integration is 
transformed to a multiplication with the volume itself: 
 

  gradpdΩdxሬԦ
Ω

xሬԦ2
xሬԦ1

= grad p V dxሬԦ
xሬԦ2

xሬԦ1
=V൫p2 െ p1൯ [8]	

 
 All together gives, after division by the fluid mass M, which introduces the density ߷ in our equation, the 
Bernoulli equation on a pathway: 
 

vሬԦ1
2

2g
+z1+

భ
ద

=
vሬԦ2

2

2g
+z2+

మ
ద

 [9	
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 This well-known derivation shows: 

1. The Bernoulli equation is a special form of the momentum balance. 
2. It is valid on the Lagrangean pathway. 
3. Momentum balance and Bernoulli equation should not be applied together to a hydraulic problem 

because they are physically dependent from each other 
 
3 OUTFLOW THROUGH A SHARP-EDGED ORIFICE 

A new theory for the outflow through a bottom opening was presented in (Malcherek, 2016a; 2016b). It 
will be repeated here to show the general applicability of mass and momentum balance to every kind of 
hydraulic structure. The mass balance can be written as: 
 

vAൌvAAA [10] 
 

Here v is the settling velocity of the water column in the vessel and vA is the outflow velocity in the 
opening, while A0 is the vessels cross section and A is the opening cross section, respectively.  

A turnaround in the hydraulic theory of the outflow problem can be achieved by looking at the momentum 
balance in a vessel. Here, the momentum change of the liquid in the vessel is due to  

 gravitation acceleration 
 efflux of momentum with the outflowing liquid 
 forces of the bottom holding the liquid in the vessel.  

 

 
 

Figure 1. Pressure plan for the outflow problem: At the lateral walls of the vessel, a hydrostatic pressure 
distribution can be assumed. In total, the horizontal pressure forces cancel out from opposite points. At the 
free surface, atmospheric pressure is taken as the reference value. At the closed bottom of the vessel also 
hydrostatic pressure is assumed, while in the opening again atmospheric pressure is assumed, respectively. 
 
Therefore, the momentum equation in the vertical direction is: 
 

ௗூ

ௗ௧
ൌ ݃ܯ െ ݒܣߩߚ

ଶ െ ܣሺ െ 	ሻ [11]ܣ
 

Here the momentum coefficient  is taken into account because the efflux velocity is not constant over 
the cross section of the orifice. For homogeneous velocity distribution over the outflow cross section, the 
momentum coefficient is one, =1.  

The last term assumes a pressure force acting from the closed bottom (A-AA) of the vessel against the 
moving liquid. Because the liquid above the closed parts of the bottom can be regarded as resting, the 
pressure can be approximated by the hydrostatic pressure gh: 
 

ௗூ

ௗ௧
ൌ ݃ܯ െ ݒܣߩߚ

ଶ െ ܣሺ݄݃ߩ െ 	ሻ [12]ܣ
 

All the other pressure forces have no influence on the momentum balance: the atmospheric pressure at 
the free surface is canceled out by the atmospheric pressure at the bottom of the vessel. At the lateral walls, 
pressure forces are also canceling out due to opposite directions.  

Replacing the fluid's momentum in the vessel as I=Ahv and assuming an incompressible fluid, we 
obtain: 
 

dhv

dt
ൌhg‐β

AA
A
vA
2‐gh ቀ1‐

AA
A
ቁ [13]	
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Applying product rule and the mass balance equation on the left-hand side leads to: 
 

h
dv

dt
‐v2ൌ‐β

AA
A
vA
2gh

AA
A

 [14]	
 
which can be transformed to an ordinary differential equation for the velocity in the vessel: 
 

dv

dt
ൌ

v2

h
ቀβ‐

A

AA
ቁg

AA
A

 [15] 

or for the outflow velocity 
 

dvA
dt
ൌg‐

vA
2

h
ቀβ‐

AA
A
ቁ [16] 

 
, respectively. Three cases need special attention because they show the outstanding abilities of this new 
outflow theory: 

1. For a fully closed bottom (AA=0, β=1), the liquid does not move, because the momentum equation 
becomes: 

 
dI

dt
ൌρAhg‐ρghAൌ0 [17]	

 
In this case, the pressure at the bottom is actually the hydrostatic pressure. 

2. For a fully opened bottom (AA=A, =1), the outflow differential equation reads: 
 

dvA
dt
ൌg [18] 

 
The liquid actually is free falling out of the vessel. 

3. In the stationary situation, the outflow velocity is: 
 

vA=ඨ
gh

β-
AA
A

 [19] 

 
This new outflow formula is different from the original Torricelli formula because it does not have the 

factor 2 under the square root. It is also different from the one derived from Bernoulli's energy and continuity 
equation because it varies with AA/A instead of (AA/A)2.  

The comparison to experimental results  
 

 
Figure 2. The filling height in the vessel: Comparison of a measurement with the theoretical results for the 

Torricelli formula, the Bernoulli equation and the new theory for =1.25. 
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4 UNDERFLOW UNDER A SHARP CRESTED SLUICE 
The underflow problem through a sharp crested sluice gate is a little bit different to the vertical outflow 

problem: First of all, we have an inflow and an outflow and we can assume stationary conditions. Assuming a 
constant width B of the channel and a sluice over the whole width, the mass balance reads: 
 

h0ൌvAa [20] 
 
where h0 and v0 are the water depth and the depth averaged flow velocity upstream from the sluice and a is 
the gate opening height and vA is the depth averaged flow velocity directly under the sluice gate, respectively.  
For the horizontal momentum balance, the control volume is taken as indicated in Figure 3. It starts 
somewhere upstream of the sluice gate and reaches directly to the gates plate. Then, the stationary 
momentum balance has to take into account. 

 the momentum flux related to the inflow 
 the momentum flux related to the outflow and 
 the integral over the pressure going over the whole boundary of the control volume. 

The horizontal momentum balance is obtained by scalar multiplication of the vector momentum balance with a 
horizontal unit vector nሬԦு: 
 

0ൌρB݄ݒ
ଶ െ ρB	aݒଶ െ  pnሬԦnሬԦுdA∂Ω  [21]	

 

 
Figure 3. The pressure plan for the sluice gate: Hydrostatic conditions are assumed at the in- and outflow. At 
the sluice gate, the pressure starts to behave hydrostatic at the free surface. At the opening, it falls down to 

atmospheric pressure. The bottom pressure falls continuously from the hydrostatic bottom pressure before to 
the value behind the gate. 

 
When every pressure is related to atmospheric pressure, then p = 0 can be assumed at the free surface. 

The pressure distribution is assumed to be hydrostatic in the entrance cross section as well as on the sluice 
gate canvas. In a certain distance, downstream of the sluice gate also hydrostatic pressure can be assumed 
in the channel. The most important assumption has to be made for the bottom pressure: It decreases 
continuously from its upstream to its downstream hydrostatic value. This is verified by Roth and Hager (1999).  

For sake of simplicity, we assumed here, that the bottom pressure is in the middle between its upstream 
and its downstream hydrostatic value. Therefore, the whole horizontal projection of the pressure boundary 
integral reads: 
 

 pnሬԦnሬԦHdA∂Ω ൌ
1

2
ρgBh0

2‐
1

2
ρgB൫h0‐a൯

2
‐
1

2
ρgBa ቀ

h0
2


a

2
ቁൌ

3

4
ρgBa൫h0‐a൯ [22]	

 
 Introducing this into the momentum balance gives a new formula for the underflow velocity under a sluice 
gate: 
 

vA ൌට
3

4
gh0 [23]	

 
 This new formula can easily be compared to the Torricelli formula normally used as the basic expression 
for sluice gate formulas: 

Sluice gate

h
O

a

p = 0
O

p = 0
O
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vA ൌට
3

8
ඥ2gh0 ൌ 0.6124ඥ2gh0	 [24] 

 
 The resulting outflow coefficient is very close to values cited in literature. Therefore, this new hydraulic 
theory based on the momentum balance is outmatching the classical Bernoulli theory.  
 
4.1 Improvement of the basic sluice gate theory 

The Roth and Hager measurements showed that the pressure under the gate is not exactly the mean 
value of the bottom pressure values before and behind the gate. The measured bottom pressure directly 
under the gate can be written as a weighted interpolation between the two bottom pressures mentioned 
above:  
 

 ൌ ݄∗ሺ݃ߩ  ሺ1 െ  [25] 0.618~∗		݄ݐ݅ݓ				ሻܽሻ∗
 
 Also, the pressure distribution on the gate’s plate is not everywhere hydrostatic, especially when reaching 
the lower edge of the plate. Therefore, the pressure force on the gate can be corrected by a factor :  
 

ௌܨ ൌ െ
ଵ

ଶ
Πܤ݃ߩሺ݄ െ ܽሻଶ [26] 

 
which was also determined in the experiments of Roth and Hager. When taking the mentioned effects into 
account, the following sluice gate formula is obtained: 
 

vA ൌඥ2gh0ඨ
h0
ೌ
ିሺଵାஈି∗ሻ

ೌ
h0
ି∗ିஈቀ

h0
ೌ
ିଶቁ

h0
ೌ

4൬ଵି
ೌ
h0
൰

 [27] 

 
 The second square root displays the dependency of the outflow coefficient from the opening ratio 

ܽ

h0
 quite 

well. In (Malcherek, 2016c), further improvements of the theory can be found.  
 
4.2 The submerged sluice gate 

When the downstream hydraulic conditions require a higher water height in the channel than the opening 
height a of the sluice gate, the gate will be submerged. The pressure plan for this situation is shown in figure 
4.  
 

 
Figure 4. The pressure plan for the submerged sluice gate: Hydrostatic conditions are assumed at the in- and 
outflow. At the sluice gate, the pressure starts to behave hydrostatic at the free surface. At the opening, it falls 
down to atmospheric pressure. The bottom pressure falls continuously from the hydrostatic bottom pressure 
before to the value behind the gate. 
 

The most important difference to the non-submerged case is the pressure in the opening. If we assumed 
the bottom pressure to be the mean value of the hydraulic heads h0 and h1, and the pressure at the lower 
edge of the plate to be rg(h1-a), then the average pressure in the gate opening is: 

 

Sluice gate
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 Then, the outflow velocity changes to: 
 

vA ൌඥ2gh0ඨ
ଷቀଵି

భ
ೌ

ೌ
బ
ቁ

8൬ଵି
ೌ
h0
൰
: ൌ  ඥ2gh0 [29]ߤ

 

 
Figure 5. The outflow coefficient  for a submerged sluice gate for different downstream water heights. 

 
The resulting outflow coefficient is shown in Figure 5. Its principal behavior is comparable to the 

measurements. 
 
5 CONCLUSIONS 

When applying the Bernoulli equation to the outflow through sharp edged orifices or to sharp edged 
sluice gates, artificial coefficients are needed to close the gap between measurements and theoretical results.   
Here, a new fundamental hydraulic theory is presented which only needs the mass and the momentum 
balance for a control volume characterizing the hydraulic structure to be described. The Bernoulli theorem is 
not needed because it cannot be applied in many situations.  
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ABSTRACT 
 
The interaction between vegetation and water flow is very common in the actual channel. This experimental 
study described how vegetation community density and bed form influence the velocity, upstream adjustment 
length and wake region around a non-submerged patch of model vegetation. Instantaneous measurements of 
longitudinal velocity, lateral velocity and vertical velocity were measured by a Nortek Vectrino. Based on the 
test data, the trend of longitudinal distribution of depth average velocity does not depend on bed form and 
vegetation community density, even if the values of flow velocity in all cases are not exactly the same. 
Moreover, bed form and vegetation community density have effects on upstream adjustment length and 
steady wake length. For high flow blockage, upstream adjustment length is greater than that of the low, and 
the variation of steady wake length is contrary. The bed form has little effects on the upstream adjustment 
length. L0 is similar in packed, movable and feeding sediment cases. The presence of sediment leads to the 
decrease of steady wake length. By adding sediments to the flow upstream of the flume, we can find that the 
value of L1 becomes smaller.  
 
Keywords: Vegetation; density; velocity; adjustment length; wake region. 
 
 
1 INTRODUCTION  

The aquatic vegetation is common in natural rivers and plays an important role in the river corridor 
system. Owing to the competition of the survival environment, in wetlands and tidal rivers, the vegetation often 
exhibits a patch with finite width and length, and circular vegetation patch is the most familiar initial patch form. 
They contribute to totally different distributions of velocity and turbulent dynamic intensity around and within 
the patch (Ricardo, et al., 2014). This is worth to be further discussed because different flow patterns may 
result in different distributions of flow adjustment region and wake region (Zong and Nepf, 2012). Moreover, 
the variational sediment deposition may cause that the vegetation community is further developed into other 
shapes, and then the flow structure is impacted (Meire et al., 2014; Vargas-Luna, et al., 2016). In recent 
years, there are respectable studies regarding the vegetation community but they are incomplete, so the 
research on flow in vegetation community open-channel has important academic significance in mechanics of 
sediment transport and river dynamics.  

Zong and Nepf (2010) researched on the flow and deposition observed in and around a finite patch of 
vegetation located at the wall of a channel, and indicated that the velocity field which was measured in and 
around the patch by acoustic Doppler velocimetry revealed three distinct zones. Rominger and Nepf (2011) 
showed that the flow adjustment region was associated with the canopy flow-blockage. Follett and Nepf 
(2012) described the sediment patterns formed in a sand bed around circular patches of rigid vertical 
cylinders, representing a patch of reedy emergent vegetation. Chen et al. (2013) studied the mean and 
turbulent flow structure in the wake of a circular array of cylinders, and proposed a method for estimating the 
wake length behind sparse and dense patches. Ortiz et al. (2013) examined how the spatial distribution of flow 
is connected to the spatial distribution of suspended sediment deposition, and linked the wake sediment 
deposition to both velocity and TKE, then found that TKE is the dominant factor that contributes to the 
depressed deposition in the wake. Within the model patch, Liu and Nepf (2016) experimentally determined the 
threshold of stem turbulence that is expressed using the stem Reynolds number, i.e. Red = 120, and 
presented two criteria for determining enhanced deposition inside a vegetation patch in laboratory 
experiments as well as in a field study. Shi et al. (2016) examined the influence of particle size and density, 
and channel velocity on the spatial deposition pattern around an emergent, circular patch of model vegetation 
located at the center of a channel. These research results broaden our understanding for the interaction of 
vegetation patches and flow structure. 

In these studies, the conditions of vegetation patch and bed form were not comprehensive. They may not 
be applicable for some natural rivers where the density of vegetation patch and bed form is different in 
different seasons. For the appropriate management and restoration of rivers, isolated vegetation is often a 
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practical means for improving stream habitat and ecology (Kim, et al., 2015). Meanwhile, in a natural scenario, 
the upstream sediment input is sufficient, which may affect the flow velocity. Thus, we are interested in the 
scenario of sparse and dense vegetation, and fixed bed and movable bed. Combining the distributions of 
velocity and turbulent dynamic intensity in upstream and downstream, this experimental study describes the 
flow adjustment region and wake region in different situations.  

 
2 EXPERIMENT METHODS 

Experiments were conducted in a 16 m long, 0.3 m wide and 0.4 m high straight Plexiglas flume with a 
1.62 m long test section. A plate gate was arranged at the tag end of the flume, and the water surface slope 
can be controlled by adjusting it, which was used to keep the water flow to be uniform. In addition, a funnel 
was equipped upstream of the plate gate, and a filter screen connected with a valve at the bottom of it, which 
can be used to collect sands. Cylindrical bamboo sticks were used to simulate the rigid and non-submerged 
vegetation unit. The vegetation of a single plant was arranged into a circular vegetation community in the 
staggered pattern, then they were arranged into the punched plexiglass base plate.  

The model patch (D = 6 cm) blocked 20% of channel width (30 cm), and patch density (a) was varied. 
The density of vegetation community was estimated using the following equations, 

 

                                      nda                                                (1) 
 

where n is the plant number in the unit vegetation area and d is the diameter of the single plant . The plane 
graph of vegetation community are depicted in Figure 1. There were 7 test cross sections upstream of model 
patch and 25 test cross sections downstream of model patch.   
 

 
(a) D= 6 cm，a= 0.254 cm-1 

 
(b) D= 6 cm，a= 0.523 cm-1 

Figure 1. Vegetation community arrangement pattern. The diameter of model patch is 6 cm. The density of 
sparse patch is 0.254 cm-1, and the density of dense patch is 0.523 cm-1. Model patch was arranged in the 
center of the flume. 

 
To study the flow characteristics in adjustment and wake region in different vegetation community density 

and runoff-sediment conditions, fixed, movable and feeding sediment bed cases were designed in this 
experiment. There are all the test conditions in Table 1. While, in movable bed case, the bed was paved with 
uniform sediment, which is 0.08 m thick and 12 m long. The diameter of sediment is 1-2 mm which was 
estimated by the Sharmov formula. In feeding sediment case, in order to add sands to the flow continuously, a 
conveyor was arranged in the front of the flume.  
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Table 1. Test conditions. 

Condition  Q(m3·s-1) h(m) U0(m·s-1) D(cm) a(cm-1) Bed Form 
A1 0.018 0.125 0.48 6 0.254 fixed 
A2 0.018 0.125 0.48 6 0.523 fixed 
A3 0.018 0.125 0.48 Non-vegetated movable 
A4 0.018 0.125 0.48 Non-vegetated feeding sediment 
A5 0.018 0.125 0.48 6 0.254 movable 
A6 0.018 0.125 0.48 6 0.254 feeding sediment 
A7 0.018 0.125 0.48 6 0.523 movable 
A8 0.018 0.125 0.48 6 0.523 feeding sediment 

 
The slope of the flume was measured by spirit level and it was 1‰, which was measured and calculated 

repeatedly. There was a delivery mechanism in the head-end of the flume, which was used to add sands to 
the flow. The rate of this machine can be adjusted manually. Sands were added into the flume every 10 
minutes, and the weight of the sands was determined by the sediment transport rates of different cases. 
Velocities were measured along the x-axis upstream and downstream of the patch and using a 3D Nortek 
Vectrino acoustic Doppler velocimeter (ADV). The sampling volume of the ADV was located from bottom to 
mid-depth in the flow. At each point, the three velocity components (u, v, w) were recorded at 50 Hz for 60 s. 
The upstream velocity (U0 =48cm/s) was constant, and the water depth was 0.125 m. There were 7 sections 
upstream of the model patch and 25 sections downstream of it in the measurement of velocity, and the 
measuring position was from -4D to 23D. The velocity variation was violent when it was close to the model 
patch, so that the intervals were smaller and smaller when it approached the vegetation community. There 
were 7 vertical measuring lines in each section as well as 8 testing points, which were all evenly distributed 
according to the width and depth. 

 
3 RESULTS AND DISCUSSION 
 
3.1 Longitudinal distribution of average vertical velocity 

Based on the recorded velocity data, longitudinal velocity profiles in fixed, movable and feeding sediment 
bed cases are depicted in Figure 2. In dense case (a = 0.523 cm-1), longitudinal distributions of depth average  
velocity in channel center line in fixed, movable and feeding sediment bed conditions were similar. In the 
upstream of the model patch, the distribution curves began to decline, until a certain section which is in the 
downstream of the model patch, they touched the bottom. Then, the distribution curves increased gradually 
and finally tended to be steady in a cross section. Nevertheless, the cross section where the depth average 
velocity in center line reached its minimum values in different bed cases was disparate. Besides, the minimum 
values of the velocity in different cases were not exactly the same. In conclusion, the result shows that bed 
condition has little effects on the longitudinal profile of normalized average velocity.  

To study the effects of vegetation community density results in depth average velocity distribution, sparse 
case (Case A5) and dense case (Case A7) were tested in this experiment. The graph (Figure 3) shows that in 
sparse case, depth average velocity in the channel center line began to decrease in x/D = -1.5 section, and 
reached the minimum value in x/D = 2.5 section, where the velocity was 0.4U0. Then, the velocity increased 
until x/D = 21 section, after which the velocity distribution stabilized gradually and U/U0 = 0.7. While, in dense 
case, the velocity began to decrease in x/D = -2 section, and the velocity in the wake of the model patch 
decreased rapidly. This distribution trend continued until x/D = 2 section, and U/U0 was about 0.3. Then, the 
velocity increased gradually until x/D=21 section, in which the velocity reached 0.9 U0.  

Comparing the two distribution curves, we can find that from upstream of the patch to the x/D = 3 section, 
the velocity of sparse vegetation was significantly greater than that of dense vegetation. After that section, the 
velocity value was greater in dense case. The result illustrated that vegetation community density has a 
significant impact on longitudinal distribution of depth average velocity. In the wake of the model patch, the 
velocity value of dense case was smaller than that of the sparse case. Moreover, the section of minimum 
value was different in different cases, and this section was near by the patch in dense case. It was because 
that when the vegetation community was denser, the disturbance to the flow was greater. Obviously, it caused 
that the energy consumptions by the water flow to be higher, and the flow velocity was smaller behind the 
model patch.  
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Figure 2. Longitudinal profiles of normalized depth average velocity in channel center line in different bed 
conditions. Velocity was normalized by the upstream value U0. Three lines indicate the model patch with 
density of 0.523 cm-1 and diameter of 6 cm. The bed forms were fixed bed (Case A2), movable bed (Case A7) 
and feeding sediment bed (Case A8). The columnar represents the location of the model patch. The velocity 
in the wake of the patch decreased sharply, and then gradually recovered. 

 

 
Figure 3. Longitudinal profiles of normalized depth average velocity in channel center line in non-vegetated, 
sparse and dense cases. The bed surface was movable in all three cases. Case A3 was the non-vegetated 
condition, which was the control group. In sparse case, the vegetation community density was 0.254 cm-1 

(Case A5). While the vegetation community density was 0.523 cm-1 in dense case (Case A7). 
 

3.2 Upstream adjustment length  
The depth average velocity in upstream section of fixed bed case is depicted in Figure 4. In the cross 

section of upper of the model patch, the velocity began to decrease obviously, and the distance which from 
that starting section to the leading edge of the model patch was defined as upstream adjustment length L0. 
For the limited width vegetation community, Romiginger and Nepf indicated that L0 was related to the half 
width of the patch, and for the circular vegetation community L0 was related to the patch diameter. 
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Figure 4. Upstream adjustment length of the patch. The columnar represents the location of the model patch. 
L0 is upstream adjustment length, which is the distance that from the velocity decreasing section to the leading 
edge of the patch. 

 
In this experiment, different bed condition cases and vegetation community density cases were tested. 

The results of all operating conditions are summarized in Table 2 (according to Figure 5). Based on the test 
data of movable bed case, the upstream adjustment length (L0) was about 0.8D~1.2D for sparse vegetation, 
which was about 1.3D~1.7D for dense vegetation. When the vegetation community density increased, the flow 
disturbance was more violent, so that the effects of the model patch for velocity was more obvious. In fixed, 
movable and feeding sediment cases, the value of L0 was approximated. Therefore, the bed condition has little 
effects on upstream adjustment length. 

 
Figure 5. Upstream longitudinal profiles of normalized depth average velocity distributions in different 
conditions. In this figure, the bed surface and vegetation community density are all varying. The vegetation 
community density was 0.254 cm-1 in Case A1, A5 and A6, in which the bed conditions were fixed, movable 
and feeding sediment bed. In Case A7, the vegetation community density was 0.523cm-1, and the bed 
condition was movable bed. 

 
Table 2. Upstream adjustment length in different conditions. 

Test condition 
Fixed Bed Movable Bed Feeding Sediment Bed 

a= 0.254 cm-1 a= 0.254 cm-1 a= 0.523 cm-1 a= 0.254 cm-1 

L0 0.7D±0.3D 1D±0.2D 1.5D±0.2D 0.7D±0.3D 
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3.3Flow wake region 
It would form a wake structure when water flows through porous media. In this experiment, there was 

also a wake shape downstream of the model patch. The distance between the end edge of the patch and the 
section that flow velocity resumes to normal is defined as the wake length L, which can be determined 
according to the velocity distribution. In some cases, there would be a section that the velocity fluctuated 
slightly in the wake region. Through the model patch, the flow velocity decreased suddenly and then to be 
minimum in one section, and the distance between these sections is called the steady wake length L1. L and 
L1 are depicted in Figure 6. The steady wake length is related to the diameter, density and drag coefficient of 
vegetation community. Chen et al. (2012) found that the steady wake length is constant (L1 = 2.5D) for 
CDaD＞4. While for CDaD＜4, the steady wake length can be calculated by the following formula, 

 

                              D
aDC

aDC
L

D

D







 


8
5.2

1
                                      (2) 

 
where CD is the cylinder drag coefficient. 
 

 
Figure 6. Wake length and steady wake length downstream of the patch. In this figure, the curve is the 
longitudinal distribution of the profile of normalized depth average velocity downstream of the model patch. L 
is called as wake length, and L1 is the steady wake length of the flow. The vertical moulding in the figure 
represents the location of the model patch. 

 
Using equation (2), the steady wake length can be calculated. Based on the test data, distributions of 

longitudinal profiles of normalized depth average velocity downstream of the model patch are depicted in 
Figure 7. Thus, we can obtain the values of steady wake length in different cases from this graph easily. To 
analyze the influences of bed condition and vegetation community density succinctly, the calculated values 
and measured values are collected in Table 3. Comparing the measured value with the calculated one, it can 
be found that for all the test conditions, the former was smaller than the latter. For the flow with dense 
vegetation, no matter in movable bed case or in feeding sediment case, the measured value was less than the 
calculated one. It shows that the presence of sediment accelerates the resuming of the flow velocity in the 
wake region, which leads to the gradual recovery of the flow velocity in a short distance, so that the steady 
wake length is shortened. Due to the effects of flow around the vegetation community, the velocity of flow 
through the model patch was smaller than that of the both sides. Therefore, in movable bed case, there were 
two deep longitudinal scour marks in both sides of the patch, and sediment deposition appeared behind the 
model patch. Then, after a certain distance, the bed form was restored, which resulted in the flow condition 
and the steady wake length was reduced. When sediment was added upstream of the flume, the sediment 
deposition was marching continuously, thus the longitudinal scour marks behind the patch were covered and 
this bed surface was restored. It resulted that the influence of bed form on flow condition decreased obviously, 
and the steady wake length was resumed.    
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Figure 7. Downstream longitudinal profiles of normalized depth average velocity distributions in different 
conditions. In this figure, the bed conditions were fixed, movable and feeding sediment bed, and the 
vegetation community densities were 0.254 cm-1 and 0.523cm-1. 
 

Table 3. Steady wake length in different conditions. 

Test condition 
Fixed Bed Movable Bed Feeding Sediment Bed 

a= 0.254 cm-1 a= 0.254 cm-1 a= 0.523 cm-1 a= 0.254 cm-1 

Measured Value L1 2.5D±0.5D 2D±0.5D 1.5D±0.5D 1.2D±0.5D 

Calculated Value L1 3.2D 2.9D 2.5D 2.6D 

 
Associating the distribution of depth average velocity with turbulent kinetic energy, the measured data 

turned out that there were two peaks and a trough in the turbulence intensity distribution in figure 8. The first 
peak appeared at the end edge of the model patch, and the second one appeared near by the Karman vortex 
street. Obviously, the steady wake region was also generated in this interval. Since the effects of the Karman 
vortex street on the flow were limited, the velocity eventually restored which led to the generation of the steady 
wake length. Besides, the position and values of the peak and though were different for various vegetation 
densities. From the viewpoint of energy, we found that the water energy exchange process of sparse and 
dense vegetation was distinguishing, which resulted in the wake length. The development of the transverse 
shear layer is the main factor that affects the steady wake length.  

 
4 CONCLUSIONS 

Flume experiments are presented for the flow of a model patch and how vegetation community density 
and bed form influenced the longitudinal distribution of average vertical velocity, upstream adjustment length 
and wake region has been explored. In different bed form case and patch density cases, the trend of 
longitudinal distributions of depth average velocity was close. The velocity began to decrease slightly 
upstream of model patch, and at the end edge of model patch the flow velocity decreased sharply and then to 
be minimum. After that, the flow velocity increased gradually and finally tended to be steady. However, the 
cross sections of the maximum values and minimum values of each distribution were different, and the 
corresponding velocity values were also different. The bed form has little effects on the upstream adjustment 
length. L0 is similar in packed, movable and sediment load cases. In the dense case, the upstream adjustment 
length was greater than that in sparse case. Both bed form and vegetation community density have some 
influences on steady wake length. The presence of sediment leads to the decreasing of steady wake length. 
By adding sediment to the flow upstream of the flume, we can find that the value of L1 becomes smaller. 
Besides, in the dense case, the steady wake length is smaller than the sparse one. In all test conditions, the 
calculated values of L1 are approximately equal to the measured ones. 
 
ACKNOWLEDGEMENTS 

This study was financially supported by the National Natural Science Foundation of China (No. 
51539007) at the State Key Laboratory of Hydraulics and Mountain River Engineering, Sichuan University.   

0.2
0.26
0.32
0.38
0.44
0.5
0.56
0.62
0.68
0.74
0.8
0.86
0.92
0.98

0 5 10 15 20 25

x/D

U/
U 0

A1

A5

A6

A7

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1528 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          

  

 

 
 

 
 

 
Figure 8. Distributions of longitudinal profiles of normalized velocity and turbulence kinetic energy. Turbulence 
kinetic energy (TKE) is normalized by U2

0. (a) The bed form was fixed bed and the vegetation community 
density was 0.523cm-1 (Case A2). (b) The bed form was movable bed and the vegetation community density 
was 0.523cm-1 (Case A7). (c) The bed form was feeding sediment bed and the vegetation community density 
was 0.523cm-1 (Case A8). 

 
 
REFERENCES 
Chen, Z., Ortiz, A., Zong, L. & Nepf, H.M. (2012). The Wake Structure behind a Porous Obstruction and its 

Implications for Deposition near a Finite Patch of Emergent Vegetation. Water Resources Research, 48(9), 
1-12. 

Chen, Z., Jiang, C. & Nepf, H.M. (2013). Flow Adjustment at the Leading Edge of a Submerged Aquatic 
Canopy. Water Resources Research, 49(9): 5537-5551. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-5 0 5 10 15 20 25
x/D

U/
U 0

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

T
K

E
/U

02

u / U₀

TKE / U²₀

(a)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-5 0 5 10 15 20 25
x/D

U/
U 0

0

0.004

0.008

0.012

0.016

0.02

0.024

0.028

T
K

E
/U

02

u / U₀

TKE / U²₀

(b)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-5 0 5 10 15 20 25
x/D

U/
U 0

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

T
K

E
/U

02

u / U₀

TKE / U²₀

(c)

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1529



          
 

 
Follett, E.M. & Nepf, H.M. (2012). Sediment Patterns near a Model Patch of Reedy Emergent Vegetation. 

Geomorphology, 179, 141-151. 
Kim, H.S., Kimura, I. & Shimizu, Y. (2015). Bed Morphological Changes around a Finite Patch of Vegetation. 

Earth Surface Processes and Landforms, 40(3), 375-388. 
Liu, C. & Nepf, H.M. (2016). Sediment Deposition within and around a Finite Patch of Model Vegetation over a 

Range of Channel Velocity. Water Resources Research, 52(1), 600-612. 
Meire, D.W.S.A., Kondziolka, J.M. & Nepf, H.M. (2014). Interaction between Neighboring Vegetation Patches: 

Impact on Flow and Deposition. Water Resources Research, 50(5), 3809-3825. 
Ortiz, A.C., Ashton, A. & Nepf, H.M. (2013). Mean and Turbulent Velocity Fields near Rigid and Flexible Plants 

and the Implications for Deposition. Journal of Geophysical Research, Earth Surface, 118(4), 2585-2599. 
Ricardo, A.M., Koll, K., Franca, M.J., Schleiss, A.J. & Ferreira, R.M. (2014). The Terms of Turbulent Kinetic 

Energy Budget within Random Arrays of Emergent Cylinders. Water Resources Research, 50(5), 4131-
4148. 

Rominger, J.T. & Nepf, H.M. (2011). Flow Adjustment and Interior Flow Associated with a Rectangular Porous 
Obstruction. Journal of Fluid Mechanics, 680, 636-659. 

Shi, Y., Jiang, B. & Nepf, H.M. (2016). Influence of Particle Size and Density, and Channel Velocity on the 
Deposition Patterns around a Circular Patch of Model Emergent Vegetation. Water Resources Research, 
52(2), 1044-1055. 

Vargas-Luna, A., Crosato, A., Calvani, G. & Uijttewaal, W.S.J. (2016). Representing Plants as Rigid Cylinders 
in Experiments and Models. Advances in Water Resources, 93, 205-222. 

Zong, L. & Nepf, H.M. (2010). Flow and Deposition in and around a Finite Patch of Vegetation. 
Geomorphology, 116(3), 363-372. 

Zong, L. & Nepf, H.M. (2012). Vortex Development behind a Finite Porous Obstruction in a Channel. Journal 
of Fluid Mechanics, 691, 368-391. 

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1530 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

  

 

 
PHYSICAL MODELLING OF SCOUR AROUND BRIDGE PIERS CAUSED BY FLOOD 

WAVES 
 
 

OSCAR LINK(1), SEBASTIÁN HENRÍQUEZ(2) & BERND ETTMER(3)                                                    
 

(1,2) Civil Engineering Department, University of Concepción, Concepción, Chile  
olink@udec.cl; shenriquezp@udec.cl 

(3) Civil Engineering Department, Magdeburg University of Applied Sciences, Germany  
Bernd.Ettmer@hs-magdeburg.de 

 
 
ABSTRACT   
 
Scour around bridge piers of complex geometry and around pier groups cannnot be estimated following 
standard procedures, except for ideal conditions. Moreover, during flood waves, parameters typically involved 
in scour estimation, such as the flow intensity (U / Ucr with U the average flow velocity and Ucr the critical 
velocity for initiation of sediment motion), vary widely in time and cannnot be used in a straight forward 
manner for estimation of scour with existent scour formulas. Under such circumstances, the local scour 
problem should be studied in a physical model at reduced scale, less than 1:25 ratio. Typically in physical 
models of river flows, Froude similitude is required. For models with sediment transport geometric scaling of 
the sediment particles is however an issue when the model sediment achieve sizes as small as to present 
cohesive forces, typically in cases with sand in nature. Thus, the scalability of the scour process is by far not 
trivial, and has not been resolved yet. Thus, we present a dimensional analysis of the problem, identifying a 
consistent scaling criterion for the flow and for the sediment. This criterion is tested through carefully designed 
laboratory experiments, conducted at the Laboratories for Hydraulic Engineering of the University of 
Concepción, Chile, and at the Leichtweiß-Institut für Wasserbau, Technische Universität Braunschweig, 
Germany. Test was conducted in three different flumes having different sizes and piers of different diameters, 
with five sediments of different sizes and densities. Our results show that the dimensionless effective flow 
work, W* is a suitable criteria for scaling the effect of river flows on the local scour process around a pier in a 
given sediment. The dimensionless sediment diameter D* is also a suitable criteria for scaling sediments in 
order to achieve similar scour depths under similar flow conditions. 

 
Keywords: Bridge pier scour; physical modelling; dimensional analysis; unsteady hydraulics; loose boundary 

hydraulics. 
 
 
1 INTRODUCTION    

Bridge pier scour occur mainly during flood waves (Hager & Unger 2010, López et al. 2014, Link et al. 
2016) and is the main cause of bridge collapses worldwide (Briaud, 2006; Lu et al., 2010; Prendergast and 
Gavin, 2014). Moreover, climate change is expected to increase storm intensities and river floods magnitudes 
(Pachauri et al., 2015), thus increasing the risk of bridge failure due to scour (Wright et al., 2012). 

 Scour formulas provide results significantly different from each other (Sheppard et al., 2014) and their 
application is restricted to few pier geometries (Coleman, 2005; Kothyari and Kumar, 2012; Moreno et al., 
2016) and configurations of pier groups (Ataie-Ashtiani and Beheshti, 2006; Amini and Melville, 2011). This 
therefore introduces important uncertainties in the hydraulic design of bridges (Briaud et al., 2013; Johnsons 
et al., 2015; Barbeta et al., 2016). 

Alternatively, scaled movable bed river models provide valuable information on prototype fluvial 
processes that can be difficult to obtain in the field or with mathematical techniques (Thélusmond et al., 2013; 
Gorrick and Rodríguez 2014). Similitude between the prototype and model relies on equating dimensionless 
parameters for the flow and sediment transport, thus preserving consistent ratios of the dominant forces (Yalin 
and Kamphuis, 1971). However, maintaining similitude between movable bed laboratory models and the 
larger rivers they represent is difficult to do, and due to this the scale effects arise. The estimation of how 
scale effects qualitatively and quantitatively affect the model results and whether or not they can be neglected 
is a challenge for physical modelers (Heller, 2011). The design of scour tests should be improved so that more 
quantitative results can be obtained from model tests (Shen 1990). 

The bridge pier scour involved complex interactions between the three-dimensional unsteady flow and 
the riverbed sediment around the pier (Link et al., 2012; Link et al., 2016). Raudkivi (1986) presented the 
functional trends of scour and Melville and Chiew (1999) studied the temporal scale in bridge pier scour 
showing that the scour depth after 10% of the time to equilibrium is between 50% and 80% of the equilibrium 
of scour depth, depending on flow intensity. Lee and Sturm (2009) showed that scour strongly depends on the 
relative size of the pier to sediment, attaining a maximum for D/d =25, and reducing D/d up to a 150% when 
D/d = 400. Moreover, using scaling arguments, Cheng et al. (2016) showed that parameters in scour formulas 
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that consider Z* as an exponential function of time strongly depends on D/d. Furthermore, Ettema et al. (1998, 
2006) analyzed the scale effects on scour and concluded that the use of laboratory flumes in developing 
accurate predictors of scour depth at full-scale piers was limited due to scale effects that may produce greater 
scour depths, Z* at the laboratory than at actual piers in rivers. 

In this work, we analyze the bridge pier scour problem caused by flood waves. We identify the controlling 
dimensionless parameters, and present carefully designed laboratory experiments to test the validity of the 
theoretically derived controlling parameters.   

  
2 MATERIALS AND METHOD 
 
2.1 Dimensional analysis 

 Scour depth at a cylindrical bridge pier in a homogeneous sediment bed depends on variables 
characterizing the fluid, flow, sediment, and pier. In functional form:  
 

                                                    ( , , , , , , , , , ) 0ef s sf u h g d D t z                                      [1] 

 
where f is a function, µ the fluid dynamic viscosity; ρ the fluid density; uef the effective flow velocity; h the flow 
depth at the undisturbed flow region; g the gravitational acceleration; ds the representative sediment particle 
diameter; ρs the density of a sediment particle; D the pier diameter; t the time, and z is the scour depth. For 

the particular case of scour around a cylinder the effective flow velocity, efu  corresponded to the excess 

velocity above the incipient scour condition cef suu u , with u the section averaged flow velocity, and ucs the 

critical velocity for the incipient scour. According to the π-Buckingham theorem, the set of ten independent 

variables could be reduced to seven non-dimensional parameters. Taking  , efu  and sd  as repeating 

variables: 
 

                                                   Re', ', ', , , , 0ef

s s s s

u th D z
f Fr

d d d d


 
 

 
                                      [2] 

 

where Re' ef su d   is the effective particle Reynolds number; ' ef sFr u gd  is the effective, particle 

Froude number;  ' s      is the relative density;  sh d  is the relative flow depth; and sD d , the 

relative size of the pier to sediment. Proper combination of dimensionless parameters in Eq. (2) leads to  
 

                                                     ˆ*, , ', , , *, * 0d
s

D
f D Fr h U Z

d


 
 

                                            

[3] 

 

 Where       1 3 1 32 2 2* Re' ' ' ' sD Fr g d     is the dimensionless grain diameter; 

  0.5
' ' 'd ef sFr Fr u gd    is the effective, densimetric Froude number; 

    22
* 22 ef s s ef s ef RU u t d d u t d u tD D z

    is a flow unsteadiness parameter with Rz  a reference length, 

   1ˆ
s sh h d D d h D

  is the relative flow depth; and    1
* s sZ z d dD z D


   is the normalized scour 

depth.  
  

2.2 Similitude  
Perfect similitude between model and nature was achieved if all parameters in Eq. [3] are identic. 

Difficulties arise, for finding model sediments that satisfy this restriction. Typically the desired model of 
sediments were lighter and coarser than nature sediments. However, according Link et al. (2016) scour 
around a pier, in a given sediment scale with effective dimensionless will work by the flow on the sediment 

bed around the pier  * *Z f W . This is where the flow work will be a function of the effective, densimetric 

Froude number and the unsteady parameter,  * , *dW f Fr U . Restricting the analysis to cases where *Z is 

independent of the relative flow depth, i.e. for   ˆ 1.5h  (Raudkivi 1986, Melville 1997), and neglecting the 
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effects of sD d and ' is where  we hypothesize that self-similarity of the pier scour is achieved when the two 

controlling parameters D* and W* are identic in nature and model. This hypothesis was tested experimentally.  
 

2.3 Experimental facilities 
Experiments were conducted within three different flumes:  

i. An in-floor rectangular flume of 26 m long, 1.4 m wide and 0.74 m deep with a plexiglass cylinder 
of diameter D = 0.15 m was mounted in the middle of a 2 m long sediment-recess. It was located 
20 m downstream of the flume entrance. Scour was measured with a laser distance sensor as 
documented by Link et al. (2016).  

ii. A tilting rectangular flume of 6.0 m long, 0.4 m wide and 0.4 m deep having a PVC cylinder of 
diameter 0.046 m was mounted in the middle of a 0.6 m long sediment-recess. This flume was 
located 4 m downstream of the flume entrance. Scour was monitored with a snake video camera 
having 7 mm in diameter that penetrated the free surface less than 1 cm, and recorded the 
sediment bed position on a graduation at the pier front.  

Flumes (i) and (ii) are located at the Hydraulic Engineering Laboratory of the University of Concepción, 
Chile. 

iii. A horizontal flume with smooth side walls in the Leichtweiß-Institut für Wasserbau at Technische 
Universität Braunschweig with 8 m in length, 0.3 m in width and 0.6 m in depth was used. A 
cylinder of 0.03 m diameter was mounted in the middle of a 1.2 m long and 12 cm deep sediment 
recess was placed 4.5 m downstream of the flume entrance. Scour was measured with a point 
gauge as described by Meyering & Ettmer (2010).  

 
2.3.1 Sediment material   

Sediments of different sizes and densities were used in the experiments. Table 1 shows the important 
properties of the sediment material.   
 

Table 1. Properties of the sediment material. 

 
ds 

[mm] 
σg 
[-] 

ρ 
[kg/m3] 

FF 
[-] 

D* 
[-] 

Sand 1 0,36 1,45 2650 0,70 9 

Sand 2 0,74 1,18 2650 0,70 18 

Sand 3 0,80 1,30 2650 0,70 21 

Sand 4 1,60 1,29 2650 0,70 40 

Acetal 2,60 1,00 1390 0,71 41 

Polystyrene 2,74 1,05 1040 0,75 20 

 
2.4 Experimental Series 

Two series of experiments were conducted to test the hypothesis. The first series S1 includes 
experiments with variable discharge for testing the reliability of the dimensionless flow work, W* as a predictor 
of Z* in a given material. The second series S2 includes experiments with similar values of W* on different 
sediments having similar D*, in order to test the feasibility of D* in representing the sediment bed in the pier 
scour problem (Table 2).  
 

Table 2. Experimental series. 
Series 

 
Experiment 

 
Flume 

 
Sediment 

 
uB 

[m/s] 
hB 

[cm] 
up 

[m/s] 
tp 

[min] 
tend 

[min] 
up/uc 

 
D/ds 

 
W* total

z/D 
final 

S1 1 i Sand 1 0,12 21 0,29 100 120 0,91 417 42,1 0,48 

S1 2 i Sand 1 0,12 21 0,29 20 120 0,91 417 40,1 0,47 

S1 3 i Sand 1 0,12 21 0,25 16-100 175 0,78 417 44,3 0,48 

S2 1 ii Sand 2 0,15 9,2 0,27 190 390 0,82 62 602 1,25 

S2 2 i Polystyrene 0,038 30 0,11 190 390 0,84 56 613 1,24 

S2 3 ii Sand 2 0,15 9,2 0,42 25 50 1,27 62 2446 1,67 

S2 4 i Polystyrene 0,038 30 0,17 25 50 1,39 56 2271 1,6 

S2 5 ii Sand 2 0,26 9,2 - - 1368 0,8 62 4422 1,53 

S2 6 i Polystyrene 0,10 30 - - 1351 0,8 56 3907 1,52 

S2 7 iii Sand 3 0,32 10 - - 1440 1,0 19 52946 1,67 

S2 8 iii Acetal 0,21 10 - - 1440 1,04 12 72780 1,67 
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Note that flume (ii) with Sand 2 corresponds to a scale model of flume (i) with Polystyrene, achieving perfect 
similitude.  
 
3 RESULTS  
 
3.1 Scaling the flow 

 Figure 1 shows the discharge Q, dimensionless, effective flow work W*, and relative scour depth z/D over 
time t, as well as the relative scour depth z/D over W* for experiments of series S1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Discharge Q, dimensionless, effective flow work W*, and relative scour depth z/D over time t,  
as well as the relative scour depth z/D over W* for experiments of series S1. 

 
Different hydrographs produced the same relative scour depth in the Sand 1. Moreover, for a given 

amount of W* the same value of z/D was obtained which partially confirms the hypothesis in the sense that 
the flow was well represented by W* for scaling purposes.   
                         
3.2 Scaling the sediment 

The sediment scale was tested with experiments of series S2. Experiments S2-1 and S2-2 were 
conducted with Sand 2 and Polystyrene, respectively under the clear water condition. Both sediments have a 
similar dimensionless grain diameter of D*=18 and 20. Figure 2 shows that the discharge Q, dimensionless, 
effective flow work W*, and relative scour depth z/D over time t, as well as the relative scour depth z/D over 
W* for experiments S2-1 and S2-2. 
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Figure 2. Discharge Q, dimensionless, effective flow work W*, and relative scour depth z/D over time t,  

as well as the relative scour depth z/D over W* for experiments S2-1 and S2-2. 
 

 Hydrographs with different discharges were designed for experiment S2-1 and S2-2, in order to produce 
the same value of W* on the sediment beds. Remarkably, in this case, we obtained a perfect self-similarity of 
the scour process. The curve of relative scour depth z/D on time coincides in both experiments, confirming our 
hypothesis.  

 Experiments S2-3 and S2-4 were conducted under the live-bed condition, with Sand 2 and Polystyrene, 
respectively. Figure 3 shows the discharge Q, dimensionless, effective flow work W*, and relative scour depth 
z/D over time t, as well as the relative scour depth z/D over W* for experiments S2-3 and S2-4. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Discharge Q, dimensionless, effective flow work W*, and relative scour depth z/D over time t,  
as well as the relative scour depth z/D over W* for experiments S2-3 and S2-4. 
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 Again, hydrographs with different discharges were designed for experiment S2-3 and S2-4, in order to 
produce the same value of W* on the sediment beds in time. Remarkably, in this case, we obtained a perfect 
self-similarity of the scour process even under the live bed condition. The curve of relative scour depth z/D on 
time coincides in both experiments, confirming our hypothesis.  

 Finally, Figure 4 shows the relative scour depth over the dimensionless, effective flow work for 
experiments S2-5 to S2-8. These experiments were conducted in Flume (iii) under constant discharge until 
advanced stages of scour. In particular, experiments S2-5 and S2-6 were conducted with Sand 3 and 
Polystyrene having D* of 16 and 18 , respectively, while experiments S2-7 and S2-8 were conducted with 
Sand 4 and Acetal having identical D*=40.  
 

 
Figure 4. Relative scour depth over dimensionless, effective flow work W* for experiments S2-5 to S2-8.  

 
Interestingly, our experimental results in Fig. 4 clearly confirm our hypothesis. Similar relative scour depth 

was achieved in a sediment bed of a given D* for a given value of the flow work, W*. Thus, the proposed 
scales for the flow and sediment in the pier scour problem are actually D* and W*.  
 
4 CONCLUSIONS 

 The physical modeling of the bridge pier scour problem is analyzed through dimensional analysis and 
similitude theory. A hypothesis for the scalability of the flow and the sediment bed during scour is confirmed 
through carefully designed scour experiments that are conducted at three different experimental installations, 
using 5 different sediment materials. All this experiments covered steady and unsteady discharges, as well as 
clear-water and live-bed conditions. 

 The obtained results clearly confirmed the hypothesis stated theoretically. In the scour problem, the 
dimensionless, effective flow work is the controlling scale of the flow, while the dimensionless grain diameter 
D* is the controlling scale of the sediment bed. If both parameters are kept constant in model and nature, the 
scouring process is identically reproduced. 

 Further experimentation is needed in order to confirm our results at different scales, such as investigating 
bridges in nature.  
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ABSTRACT  
 
Hydraulic jumps have been extensively studied due to their practical relevance as energy dissipators below 
hydraulic structures. When a high-velocity conduit drains into an expanding open channel a spatial hydraulic 
jump is formed. Despite their common occurrence in hydraulic engineering, they have not received enough 
attention from researchers. Three dimensional, unsteady Detached Eddy Simulation (DES) of a symmetric 
spatial submerged hydraulic jump (SSHJ) is carried out at Department of Civil and Environmental 
Engineering, University of Windsor, Canada. In the present paper, the validation of the simulation results with 
experimental data is presented with pertinent discussions. A three-dimensional nature of the flow field of 
SSHJ captured by the present simulations is also discussed. The evolution of shear layer is studied by 
examining the vorticity magnitude. The paper also showcases the capabilities of DES along with volume of 
fluid (VOF) multiphase model to capture the flow characteristics of a spatial submerged hydraulic jump.  

  
Keywords: open-channel flow; hydraulic jump; detached eddy simulation; volume of fluid. 
 
 
1 INTRODUCTION 
 Hydraulic jumps occur when a supercritical flow transitions into a subcritical flow. This transition is 
characterized by strong turbulence, free-surface fluctuations, air entrainment and energy dissipation. Since, 
hydraulic jumps are used extensively as energy dissipators below hydraulic structures they have been a 
subject of several studies. While these studies have generated improved empirical relationships for calculating 
the design parameters of hydraulic jumps, their internal structure is still not fully understood. A spatial 
hydraulic jump happens when a high-velocity flow conduit drains into an expanding open channel. Even 
though these types of spatial hydraulic jumps are often encountered in hydraulic engineering, they have not 
received sufficient attention as classical hydraulic jumps. Ohtsu et al. (1999) conducted an experimental study 
on spatial hydraulic jumps. His studies revealed that the type of hydraulic jump occurring in the open channel 
is dependent on the tail water depth in the open channel. Fig. 1 depicts the different types of hydraulic jumps 
that can happen below an abrupt expansion based on the tail water depth.  
 

 
Figure 1. Schematic representation of different types of hydraulic jumps below abrupt expansions. 
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If the tail water depth y2 in the open channel is less than the subcritical sequent depth y2
* of a classical 

hydraulic jump for the given Froude number F1= U1/ඥgy1 , where U1 and y1 are the velocity and flow depth at 
the outlet of the conduit, a classical hydraulic jump is formed in the open channel as shown in Fig. 1(a). As the 
tail water depth increases the toe of the hydraulic jump moves towards the conduit outlet and gets submerged. 
The high-velocity flow occurs on one side of the channel and a reverse flow occurs on the opposite side of the 
open channel as shown in Fig. 1(b). Further increase in tail water depth results in an asymmetric oscillatory 
flow pattern where the flow periodically shifts from one side of the channel to the other as shown in Fig. 1(c). A 
further increase in tail water depth results in a symmetric flow pattern as depicted in Fig. 1(d). The jump roller 
(reverse flow region near the free surface) of the hydraulic jump gets completely submerged. Also present are 
two counter rotating separation rollers near the conduit outlet (Fig. 1(d)). This flow pattern is called as the 
symmetric spatial hydraulic jump (SSHJ). For effective dissipation of energy, this symmetric flow pattern is 
targeted by designers of stilling basins (Vischer and Hager,1995).  
 Zare and Baddour (2007) conducted an experimental investigation of SSHJ using an acoustic Doppler 
velocimeter (ADV). Since ADV is a point measuring device, they were only partially successful in describing 
the complex three-dimensional flow field of SSHJ. Also, they did not study the turbulence parameters of the 
SSHJ, which are important to understand energy dissipation characteristics. In order to address these 
shortcomings and to generate new information on the internal structure of SSHJ, a three-dimensional 
unsteady, detached eddy simulation was carried out at the Department of Civil and Environmental 
Engineering, University of Windsor, Canada. The results of this simulation are validated with the available 
experimental data in the forthcoming sections of the paper. Also, the three-dimensional flow field of SSHJ 
captured by the simulations is presented with detailed discussions. The evolution of shear layer is analyzed by 
examining the vorticity field.  
   
2 THE MODEL 

The volume of fluid (VOF) multiphase model was used in conjunction with a version of the detached eddy 
simulation (DES) method for modeling turbulence in the present study. The DES method uses Reynolds-
Averaged Navier-Stokes (RANS) models close to the walls and large-eddy simulation (LES) in the outer 
regions of the flow. Improved delayed detached eddy simulation (IDDES) model present in STAR-CCM+ 
commercial solver was also used in the present study. IDDES was selected because it had proven to be 
successful in simulating a submerged hydraulic jump (Jesudhas et al. 2016) and a classical hydraulic jump 
(Jesudhas et al. 2017). The present simulations use the k-ω detached eddy model as it is known to perform 
well in adverse pressure gradient flows such as the hydraulic jump. The complete formulation of IDDES was 
provided in Jesudhas (2016) and was ignored here for brevity. Fig. 2(a) and (b) provide the schematic 
representation of the simulation domain.  
 

 
Figure 2. Schematic representation of the simulation domain. 
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The simulation domain was selected based on the experiments of Zare and Baddour (2007) to enable 
comparison. The size of the simulation domain is 2.5m x 0.23m x 0.27m. The Cartesian coordinates x, y and z 
are adopted as streamwise, vertical (wall normal) and transverse directions, respectively. The origin of the 
coordinate system was located on the central plane of the flume at the bottom wall and below the outlet of the 
conduit, as depicted in Fig. 2. The boundary conditions used in the simulation are also shown in Fig. 2. The 
grid used in the present simulation consisted of about 3.5 million cells. Sufficient refinement was provided in 
the regions of interest and near the free surface. Prism layers were also used near the walls to capture the 
wall effects. The unsteady simulations were run with a time step of 0.001s. The convective Courant number, 
which was monitored at each time step, was found to be less than one. The solution was considered to be 

converged when the residuals of continuity and momentum fell below 10-6. The velocity statistics of the 
present simulation have been calculated by averaging the data for 10 s following convergence. 
  
3 VALIDATION 

The results of the present simulations were compared with the experiments of Zare and Baddour (2007) 
as shown in Fig. 3. The present study uses high resolution interface capture (HRIC) technique for capturing 
the free surface. The mean free-surface profile captured by the present simulation in the central plane was 
compared with the experimental results in Fig. 3(a). It can be seen that the reduction in the depth near the 
outlet of the conduit is accurately captured by the present simulation. This reduction in depth was caused by 
the high-velocity flow coming out of the conduit. The free-surface height increases and reaches the tail-water 
depth after about  x y2

⁄ = 6 in both experiments and the simulations. Fig. 3(b) shows the comparison of mean 
streamwise velocity at different streamwise locations along the central plane. The results of the present 
simulations agree well with the experimental results. Roller length Lr was defined as the distance from the 
conduit outlet to the end of the reverse flow region in the flow. The non-dimensional roller length reported by 
Zare and Baddour (2007) in the central plane was x y2

⁄ = 6. It is apparent from Fig. 3, that the simulation also 
predicts similar values of Lr in the central plane. Fig. 3(c) shows the comparison of streamwise velocity at 
different streamwise locations in a x-z plane located at  x y2

⁄ = 0.30. Since, the results are symmetrical only 
one half of the flow domain is presented. The simulations results agree well with the experimental results, with 
a difference of less than 8% at all locations. In this type of flow field a difference of less than 10% is 
considered as reasonable (Witt et al., 2015). It was clear from Fig. 3 that the results of the present simulations 
agree well with the experimental results of Zare and Baddour (2007). 
 

 
Figure 3. Comparison of experimental and simulation results. 
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4 RESULTS AND DISCUSSIONS 
The three-dimensional mean free surface captured by the present simulations is shown in Fig. 4. The 

contours of mean streamwise velocity superimposed on the mean free surface clearly show the submerged 
jump roller reaching the free surface. This region of negative velocity was also the region with most free 
surface undulations as marked in Fig. 4. The free surface appears relatively flat both upstream and 
downstream of this region. In a symmetric submerged hydraulic jump where the expansion ratio was equal to 
one, the roller region was confined to the center with positive velocities near the wall (Jesudhas et al., 2016, 
Long et al., 1990). This phenomenon is termed as ‘climb of the wall jet’ (Long et al., 1990 and George, 1959). 
From Fig. 4, it is apparent that this is notably absent in a SSHJ, with the roller region extending throughout the 
width of the flume. 

  

 
Figure 4. 3-D mean free surface captured by the simulation. 

 
Fig. 5 presents the contours of mean streamwise velocity at three x-y planes located at z/B = 0, 0.25 and 

0.35. The plane at z/B = 0 is the central plane while the plane at z/B = 0.35 was closest to the side wall. Fig. 
5(a) clearly shows a region resembling the potential core of a jet between 0 < x y2

⁄ < 1.5. After this, the wall jet 
expands in the vertical direction and the velocity decays in the streamwise direction. Above the wall-jet region 
there was a region of negative streamwise velocity. This region is called as the jump roller. The Froude 
number of the present simulation is 2, hence this is classified as a weak jump. Therefore, the intensity of roller 
was lower compared to hydraulic jumps at high Froude numbers (Vischer and Hager, 1995). From examining 
the three z/B planes one can conclude that the roller region was smallest in the central plane and increases in 
size as we move towards the wall. Also, the depth at which the roller region starts was higher in the central 
plane and lower (almost near the bed) as we move towards the wall. This was due to the absence of wall-jet 
flow in these planes near the bed. This feature is also in direct contradiction to the symmetric submerged 
hydraulic jump of expansion ratio equal to one, where the roller region were more confined to the center of the 
flume (Jesudhas et al., 2016, Long et al., 1990. Also, plotted in Fig. 5 were the free-surface profile at the 
different z/B planes. It can be noted that there were not any significant changes in the free-surface profiles at 
different z/B locations.  

The contours of mean streamwise velocity at different x-z planes located at y y2
⁄  = 0.10, 0.30, 0.50 and 

0.85 is plotted in Fig. 6. The plane located at y y2
⁄  = 0.10 was at a height of 0.5y1 from the bed. This plane 

clearly shows the expansion of the jet in the horizontal direction. Also, plotted in Fig. 6 are the mean velocity 
vectors. Notably absent in this plane were the separation rollers.  
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Figure 5. Contours of mean streamwise velocity in x-y planes located at z/B = 0.5, 0.25 and 0.35. 

 
The x-z plane at y y2

⁄  = 0.3 is located at a depth higher than y1and cuts the vertically expanding wall jet 
as seen from Fig. 6(b). The separation rollers are starting to form in this plane as marked by the dotted ellipse 
in Fig. 6(b). The plane at mid-depth is depicted in Fig. 6(c), the separation rollers are clearly visible in this 
plane as marked by the dashed circle in Fig. 6(c). It can be observed that the separation rollers were formed 
once the jet starts to expand and decay. As we move towards the free surface the separation rollers were 
clearly visible in the plane located at y y2

⁄  = 0.85. It must be noted that the size and intensity of these 
separation rollers increase as we move towards the free surface.  

Fig. 7 depicts the vorticity magnitude in different y-z planes along the streamwise directions. Also plotted 
are the mean velocity vectors. It can be seen at x y2

⁄  = 0.5, which was closest to the conduit outlet. There is a 
well-defined shear layer between the wall jet flow and the surrounding fluid. The shape of the shear layer was 
the same as the shape of the conduit i.e., rectangular.  At location x y2

⁄  = 1.0, the shear layer expands 
resulting in an increase in thickness. The shear layer does not seem to stretch in the vertical direction as 
much as in the lateral direction. This is clearly observed at the locations x y2

⁄  = 1.5 and 2.0. This was due to 
the impact of the jump roller on the shear layer in the central plane as indicated by the arrows in x y2

⁄  = 1.5 
and 2.0. This impact of the roller causes a collapse and dissipation of the shear layer as we move further 
downstream (x y2

⁄  = 3.0). It must be noted that significant amount of vorticity from the shear layer do not reach 
the free surface. This is important because the turbulence generated at the shear layer can break-up the free 
surface and result in air entrainment. Since, the present study is on a weak hydraulic jump, the air entrainment 
was negligible. The vorticity plots validate this conjuncture.  
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Figure 6. Contours of mean streamwise velocity in x-z planes located at y y2

⁄  = 0.11, 0.30, 0.50 and 0.85. 
 
5 CONCLUSIONS 

The results of three-dimensional unsteady detached eddy simulations of a spatial submerged hydraulic 
jump (SSHJ) are presented in the present paper. Based on the results of the simulations, the following 
conclusions can be drawn, 

 The VOF model along with the HRIC is adequate to capture the free surface of the SSHJ accurately  
 The results of the present simulations agreed well with the experimental results  
 The mean velocity field shows the presence of a jump roller and two separation rollers in the flow field 
 The jump roller increased in intensity as we moved from the central plane towards the wall; the 

separation rollers increased in intensity as we move away from the bed towards the free surface 
 The ‘climb of the wall jet’ phenomenon was noticeably absent in SSHJ 
From, the results of the present simulations it can be concluded that numerical simulations can be used 

as a viable alternative in flow fields were conventional experimental techniques are often not adequate. 
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Figure 7. Evolution of shear layer in the streamwise direction. 
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ABSTRACT 
 
This paper discusses the findings from a series of large-scale flume tests conducted to determine the velocity 
magnitudes at which river flow may dislodge rocks assembled to form bendway-weirs. These bendway-weirs 
are low-elevation rock dikes angled upstream to the river flow and are intended to be submerged at flows 
above the base flow of a channel reach.  Bendway-weirs are possible means of river channel control, 
especially for large channels used for navigation and may augment bank-protection methods in smaller 
channels.  The flume tests are involved replicating the stream wise portion (or head) of a bendway-weir 
formed from reasonably uniform diameter rocks.  Three diameters of rock were tested: 0.10m, 0.15m and 
0.23m.  Rates of water flow used ranged up to 5.7m3/s. The findings are presented using a non-dimensional 
parameter expressing the ratio of flow inertia versus rock weight (density typical of quartz-based rock), and 
are of use in sizing rock used for constructing bendway-weirs. 
 
Keywords: Rivers; hydraulic structures; channel control; armor rock. 
 
 
1 INTRODUCTION 

Bendway-weirs are a type of transverse, channel-stabilization structure used to maintain or shift the 
channel-thalweg alignment along alluvial channel bends.  They comprise of linear piles of rock assembled on 
the bed of a bend and are oriented out from the bend’s outer bank.  Figure 1 illustrates a hydraulic model of 
bendway-weirs in a channel bend.  The concept for bendway-weirs was initially proposed by Derrick et al. 
(1994), and the performance of bendway weirs as a means of alluvial-channel stabilization has been 
investigated in fairly numerous subsequent studies; e.g., Abt et al. (2016), Scurlock et al. (2015), Abad et al. 
(2008) and Derrick (1997). 

However, very few studies have examined the stability of the rock used to form bendway-weirs.  This 
point can also be associated regarding the stability of rock used to form other transverse, channel-control 
structures such as spur dikes and vanes (barbs); e.g., Baird et al. (2015) and Bressan and Papanicolaou 
(2012).  Moreover, comparatively few studies have examined the flow field at an individual bendway-weir. 

 

 
Figure 1. A hydraulic model of bendway-weirs placed in a channel bend (Scurlock et al., 2015). 
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The present tests is conducted with a large flume and discharges up to 5.7m3/s show, that several flow 
fields may occur, depending on the approach-flow depth relative to bendway-weir height.  The flow fields 
range from that when a bendway-weir is deeply submerged, to when a bendway-weir is not submerged.  
There are studies of the flow over a well-submerged linear structure, such as submerged spur dike (Kuhnle et 
al., 2008) and of flow around a structure, such as a bridge abutment, extending above the flow surface (Koken 
and Constantinescu, 2008).  However, there is a lack of information regarding the weir-like flow field at a 
bendway-weir when the approach flow slightly exceeds bendway-weir height. The present study investigated 
the stability of rock forming bendway-weirs positioned on a flat, fixed base, and shows the flow conditions that 
may occur at bendway-weirs.  Moreover, it indicates how changes in flow field may affect rock stability. 

 
2 TEST DESIGN 
 The test design is documented by Ettema and Thornton (2017).  A concise summary ensues. 

 
2.1 Similitude 

For rock of a given rock diameter, D, forming a bendway-weir, the variable of principal interest is the 
velocity, V, associated with the following two levels of failure or design concern: 

a) Dislodgment of a few individual rock pieces.  Several rock positions were considered (see Figures 
2a&b, which show the end portion or tip of a bendway weir): 

i. At the toe of the end-face (position P-1); 
ii. At the crest and sloped end-face (position P-2); 
iii. On the downstream face (position P-3); and, 
iv. On the upstream face (position P-4). 

b) Failure of many rocks and the washout collapse of the bendway-weir or a substantial portion thereof. 
The dislodgment of a few individual rocks indicates incipient failure of a bendway-weir and then, at a 

larger velocity, the dislodgment of many rocks indicates the complete failure of a bendway-weir.  Figures 2a&b 
indicate variables associated with a single bendway-weir, built of uniform-size rock, situated in a straight, 
fixed-bed channel.  The velocity values associated with rock dislodgment in this situation also apply to 
bendway weirs in a curved channel with importance of the magnitude of velocity impinging on stone in the four 
locations mentioned above and indicated in Figures 2a&b.  These figures are plan and elevation views, 
respectively, of the layout and pertinent variables of a test bendway-weirs set at  = 30o.  Bendway weirs set 
at   = 90o were also tested. 

It can be assumed that a rock on a bendway-weir behaves as an isolated obstacle and shed wake 
vortices, because the surface of a bendway-weir is hydraulically rough, with roughness height approximating 
rock diameter.  Further, if the rock is viewed as an isolated obstacle, the hydrodynamic force can be assumed 
to be predominantly a drag force. There may be a lift component to the hydrodynamic force, but is small 
compared to the drag component ( Apperley and Raudkivi, 1989). 

The program of flume experiments investigates the following relationship, 
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Eq. (1) was developed for rocks at positions P-1, P-2, P-3, and P-4.  Here, as indicated in Figures 2a&b, 

H = crest height; D = rock diameter; Y = depth of flow a short distance upstream of the bendway-weir; V = a 
representative velocity of flow (velocity near the end-portion (tip) and crest of the bendway-weir);  = crest 
angle to approach flow; g = gravity acceleration; and, e = void ratio of placed rock forming a bendway-weir.  
The parameters Y/H and H/D are respectively the relative submergence of the bendway-weirs, and bendway-
weir height relative to rock diameter.  Values of Y/H were varied over the target range 1.0 to 2.5, and H/D 
varied from 6.0 to 2.6.  Practical considerations associated with changing water discharge yet aiming for a 
prescribed Y/H inevitably incurred giving rise to some variation in the actual values of Y/H. 

Estimation of the stability of full-scale rock (nominally two to five times the 0.23m-diameter rock) can be 
made using Eq. (1) developed empirically using the test results that the writers present subsequently. 

 
2.2 Flume 

The tests were conducted using a flume test section that was 33.3m long, 2.4m wide and 2.4m deep. The 
flume itself was 60.0m long and 6.0m wide.  The slope of the flume’s concrete invert was zero.  Water 
discharge into the flume was controlled by means of a 0.9m-diameter valve fitted with an ultrasonic flow 
meter.  Water temperature was 8.3 oC for all the tests.  The maximum discharge available to the flume was 
5.7m3/s.  Flow entered the flume via a manifold pipe at the flume’s upstream end, and passed from the flume’s 
outlet to a small lake downstream.  Four sluice gates at the downstream end of the flume were used to control 
the water level in the test section.  Iterative adjustments of the flume’s gates were needed to attain the target 
water level and flow rate.  Though the flow was comparatively narrow, the experiments worked with actual 
magnitudes of flow velocity in the flume. 
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                (a)          (b) 
Figure 2. The variables associated with rock stability on a bendway-weir set at an angle  = 30o to the 

approach flow in the flume test section: (a) plan view; and, (b) front elevation view.  The test section of the 
flume is shown in light-grey outline. 

 
2.3 Test bendway-weirs 

For the layout shown in Figure 2a&b (plan and elevation views), the bendway-weirs extended a constant 
crest length distance of L = 0.75m into the test section; i.e., the bendway-weirs set at 30o and 90o had the 
same value of L.  The crest length, L, occupied 31.3% of the section’s width; and, the length to bendway-weir 
toe extended 68.8% of the width of the test section.  The crest height was taken to be 0.60m, and the 
sideslope was 1 vertical to 1.5 horizontal.  Figures 3a&b show a test bendway-weir in the flume before and 
during a test. 

(a) (b) 
Figure 3. A view (looking downstream) of a test bendway-weir in the test section of the flume; D = 0.23m, H = 
0.60m and  = 90o: (a) before the test: and, (b) during a test.  The arrows in (a) indicate is the main location 

for velocity measurement.  The location was just off the tip of the bendway weir. 
 

The bendway-weirs were formed of rock hand-selected from rock sourced to meet the standard 
specifications for road and bridge construction required by the state of Colorado (CDOT 2011).  Rock 
diameter, D, was 0.23m, 0.15m and 0.10m.  The coefficient of uniformity of the rock was less than 2 for each 
test size of rock, and so the rock may be considered uniform (e.g., Bell, 1992).  Rock density was assessed as 
2.64 x 103kg/m3.  The range of values for void ratio (volume of voids/volume of solids), e, associated with rock 
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placed to form the bendway-weirs was evaluated approximately by using two packing arrangements for rock 
placed in a known volume comparable to a segment of the bendway-weirs used in the tests.  The resulting 
estimated range was 0.73 ≤ e ≤ 0.44. 

 
2.4 Velocity measurements 

The prime location for velocity measurement was near the tip of the bendway-weir, as indicated in Figure 
3a, and at 0.40 of the flow depth above the flume’s invert.  Velocities were found to be spatially uniform over 
the opening at the end of the bendway-weir and over the crest of the fully submerged bendway-weirs.  The 
measurements were made using an ADV probe, as shown in Figure 3b.  For the present tests, the velocity at 
the main measurement location, near the tip of the test bendway-weirs, was 1.47 and 1.25 times the mean 
velocity of the approach flow when Y/H = 1.5 and 2.5, respectively.  

 
3  RESULTS 

The results are presented first in terms of dimensional variable, and then using the non-dimensional 
parameters in Eq. (1) so as to indicate general trends. 

 
3.1 Velocity for Rock Dislodgment 

Figure 4 presents an example of the velocity magnitudes associated with flow dislodgment of rock from 
the test bendway-weirs and, in some cases leading to substantial failure of a test bendway-weir.  This figure is 
accompanied by Figure 5, showing the bendway-weirs before and after a test.  In Figure 4 – 

 The hollow data points indicate no observed dislodgment of rock 
 The solid data points indicate dislodgment of rock 
 The numbers 1 and 2 relate to positions P-1 and P-2, and indicate when rock was observed to move 

from these positions 
 Typically, rock in position P-1 was dislodged first 
 The first indication of rock movement from position P-2 was taken to indicate incipient dislodgement 

of rock forming a bendway-weir 
 Subsequent indication (at slightly higher velocities) of rock movement from position P-2 indicates 

extensive dislodgment of rock from the bendway-weir.  Such indication of rock movement is shown 
as “BW failure” 

 

 

Figure 4.  Velocity for rock dislodgment and bendway-weir (BW) failure: D = 0.10m,  = 90o.  The black dots 
indicate dislodgment, whereas the hollow dots indicate no observed dislodgment.  Rock dislodgment from 

positions P-1 and P-2 are denoted as 1 and 2, respectively.  Bendway-weir failure is denoted as BW failure. 
 

Rock was observed to dislodge first from position P-1 at the toe of the end-face of a bendway-weir.  The 
rocks in this position rested directly on the flat, concrete floor of the flume, and therefore were not seated fully 
amidst other rocks providing side restraint.  Rocks seated in position P-2 (on the crest or on the end-face 
slope) were observed to dislodge next, as they were exposed to velocity magnitudes comparable to those 
measured at the location as indicated in Figure 3a.  Rock dislodgement from position P-2 occurred over a 
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velocity range between first observed dislodgment (indicated as “2 & 1” in Figure 4) until extensive 
dislodgments began occurring, resulting in the failure of the bendway weir (indicated in Figure 4 as “BW 
failure”). As evident in Figure 4, it is explained: 

 The velocity first indicated for dislodgment of rock from position P-2 (black dot at “2 &1”) and this 
should be considered the incipient dislodgment condition.  For this lower limit of the range, flow 
dislodged a few rocks whose seating was more exposed to the flow field. 

 The higher velocity indicated for substantial dislodgment of rock from position P-2 (and dislodgment 
from position P-3) which was indicated as “BW failure”. This should be considered as the velocity for 
major dislodgment.  For this upper limit of the velocity range, flow dislodged rock seated with an 
average, or typical, exposure to the flow at positions P-2. 

When the flow field over a bendway-weir occurred as weir flow (i.e., when 1.0 < Y/H ≤ 1.5), a portion of 
the flow accelerated down the downslope, impacting rock seated in position P-3 on the downslope.  
Consequently, rock seated in positions P-2 and P-3 often dislodged at practically the same instance.  The 
dislodgment of rock from position P-3, especially along the lower portion of the downslope initiated a failure 
sequence akin to the upstream progression of a head-cut, thereby destabilizing rock higher up the downslope. 

For the Y/H = 2.5 flow condition, flow over the bendway weir developed a relatively sheltered wake zone.  
Rocks seated in position P-3 (on the downstream slope) were dislodged only after a substantial number of 
rocks on the crest (P-2 position) were dislodged, disrupting the wake region and allowing rock failure at P-3. 

In most of the tests, no rock was observed to be dislodged from position P-4, along the upstream slope of 
a test bendway-weir.  The only time rock was dislodged from this position occurred when flow swept away the 
entire end segment of the test bendway-weir; i.e., for tests with the 0.10m-diameter rock (Figure 5b).  Rock in 
this position experienced smaller velocity magnitudes than rock at the crest (similarly to the approach flow 
over a weir) and flow passed up the upstream slope such that a weight component of the rock exerted a larger 
restoring force than for rock on a flat or downward slope.  Additionally, rock in position P-4 along the upstream 
face was pressed against the bendway weir, thereby causing the rock to be more stable. 

 

 

(a) (b) 

Figure 5.  Before and after views of the test bendway-weir:  = 90o, D = 0.10m and Y/H = 2.5: (a) before test; 
and, (b) after test. 

 
3.2 General trends 

Developing design relationships for sizing rock to be used in forming bendway-weirs requires the 
necessity  to express the trends shown by the velocity data in figures like Figure 4 in terms of general, non-
dimensional parameters.  Figures 6 and 7 recast the velocity data in terms of the non-dimensional parameters 
V/(gD)0.5 and Y/H, for bendway-weir orientations  = 90o and 30o, respectively; i.e., using the parameters 
identified in Eq. (7).  The parameter V/(gD)0.5 essentially expresses the ratio of flow inertia force to the weight 
of a rock. The data in Figures 6 and 7 pertain only to instances when rock dislodgment was observed (e.g., 
the solid dots in Figure 4). 
 

Three limits or levels of rock dislodgment are indicated in Figures 6 and 7 as: 
 A base limit pertaining to rock movement from position P-1 
 A lower limit indicating dislodgment of a few rocks placed in positions P-2.  At this limit, the flow 

dislodged rock is seated  to be more exposed to the flow field 
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 An upper limit indicating major dislodgment of rocks in positions P-2.  This limit is designated as a 
failure limit, because the flow dislodged a relatively large number of rocks, altered bendway-weir 
shape and, therefore, substantially weakened the bendway-weir’s effect on the flow field 

The relationship between V/(gD)0.5 and Y/H indicates the following main trends: 
(a) The bounds (dashed lines) are essentially the same for  = 90o and 30o.  This finding indicates that 

the range of orientations used for bendway weirs, of platform orientation of bendway weir does not 
affect the stability of individual rocks. 

(b) A base limit for V/(gD)0.5 exists regarding rock dislodgment from position P-1.  This limit for P-1 stays 
essentially flat for all Y/H, because the same dislodgment mechanism for P-1 occurs for all Y/H. 

(c) Rock dislodgment from position P-2 starts at the lower limit (dislodgment of one or two rocks) and 
increases to the higher limit (substantial failure of the bendway-weir). 

(d) The limits for rock dislodgment from position P-2 are relatively insensitive to Y/H when Y/H  1.5, but 
drop when Y/H < 1.5.  When Y/H < 1.0, flow passes around the bendway-weir.  The drop is 
attributed to the significant change in the flow field that occurs over this range of Y/H, as Figures 6 
and 7 imply.  For Y/H < 1.5, flow over the bendway-weir increasingly becomes akin to flow over a 
weir (until Y/H = 1.0, whereupon flow goes entirely around the bendway weir), and flow was more 
able to dislodge rock from the crest and downstream slope. 

(e) The higher limit for rock dislodgment from position P-2 was elevated for the rock placed with the 
lesser void ratio, e; i.e., for the 0.10m diameter rock (H/D = 6.1).  A smaller void ratio enables rock to 
sit more securely amidst adjacent rocks.  This finding indicates that more compact placement of rock 
increases rock stability. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The data presented as V/(gD)0.5 versus Y/H, with rock diameter (or H/D) as the third parameter.  
Here  = 90o.  All the data indicate rock dislodgment. 
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Figure 7. The data presented as V/(gD)0.5 versus Y/H, with rock diameter (or H/D) as the third parameter.  

Here  = 30o.  No experiment was done with D = 0.10m for this orientation.  All the data indicate rock 
dislodgment. 

 
3.3 Flow field variation 

An important outcome of the tests was the identification of several flow fields that can develop when the 
parameter Y/H varies from Y/H ≤ 1.0 to Y/H > 1.5; these limits are approximate because other variables must 
be considered, such as those in Eq. (2).  Figures 8a, 8b and 8c were sketches of the three flow fields 
associated with varying Y/H.  The sketches, simplified as flow at cross-sections of the bendway weirs, indicate 
how the flow field changes substantially in accordance with value of Y/H.  When Y/H ≤ 1.0 little flow goes over 
a bendway weir and water was deflected around it where the rock stability on the end-face becomes critical 
(Figure 8a).  When the value was 1.0 ≤ Y/H ≤ 1.5, the bendway weir acts as form of weir with approach flow 
contracting and accelerating and it then passes over the crest which later further accelerates down the 
downslope (Figure 8b).  This condition can create major hydrodynamic loads on rock forming the downslope, 
and be especially critical for rock stability.  When Y/H > 1.5 and a bendway weir was fully submerged, the flow 
over it develops a wake region enveloping the downslope (Figure 8c).  Rock on the downslope is somewhat 
sheltered by the wake region.  The present tests did not extensively investigate the varying regimes of flow 
field over a bendway weir, but a recommendation stemming from the tests is that the regimes be further 
investigated. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 8. Sketches of cross-sectional views of bendway weirs indicating three flow-field conditions 
associated with varying Y/H: (a) Y/H ≤ 1.0; (b) 1.0 < Y/H < 1.5; and, (c) Y/H  1.5. 
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4 CONCLUSIONS 
The general trends regarding the velocity magnitude associated with rock dislodgement lead to the 

following main conclusions: 
(a) The parameter V/(gD)0.5 usefully characterizes rock stability in terms of velocity magnitude near the 

bendway-weir tip, V, and rock-diameter, D.  By relating V to the mean approach velocity, it is 
possible to further adjust this parameter accordingly. 

(b) A range of limit relationships for rock dislodgment can be set for rocks located in positions P-1 and 
P-2, and for characterizing bendway-weir failure. 

(c) Three limits of rock stability can be identified.  The lowest limit is associated with the dislodgment of 
rock at P-1, the toe at the end of bendway-weir.  The next, and most important limit, refers to the 
dislodgment of a few exposed rocks seated in position P-2.  The upper limit refers the substantial 
dislodgment of rock and, in effect, the failure of the bendway-weir. 

(d) The void ratio, e, of placed rock forming the bendway-weir, influences the upper limit for rock 
stability and the overall failure of a bendway-weir.  Smaller void ratio (greater compaction) of place 
rock raises the upper limit.  The present tests suggest an upper velocity limit is elevated almost 10%. 

(e) The limits did not vary for the two values of bendway-weir orientation investigated ( = 90o and 30o); 
(f) The limits vary with Y/H when Y/H < 1.5, because the flow field at a bend way weirs substantially 

changed with Y/H. 
(g) The stability of rock on bendway-weirs when Y/H < 1.5 should be further investigated, because the 

flow field at this Y/H condition becomes similar to flow over a weir, such that flow directly impinges 
against rock seated on the downslope of a bendway-weir.  In comparison when Y/H > 1.5, rock sits 
in the fairly sheltered region of the wake formed by flow passing over a bendway-weir.  If the flow 
velocities are sufficiently large, when Y/H < 1.5, they may dislodge rock vulnerably seated on a 
downward slope. 
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ABSTRACT  
 
Around the world, many low-lying estuaries has been converted into agricultural and commercial land via the 
installation of floodgates. These floodgates prevent natural tidal flushing upstream, causing the estuaries to 
degrade and acidify. The purpose of the study is to design and develop an improved buoyancy-automated 
tidal gate, allowing tidal flushing to resume upstream, improving water quality and aiding fish migration. The 
conceptual design was based upon hydrostatic pressure and buoyancy considerations while identifying 
optimal dimensions of buoyancy floats, pivot arm and counter weight. For a range of upstream and 
downstream flow depths, the hydraulic performances of the tidal gate is tested in a laboratory flume. The 
experiments confirmed that the gate met the design and operation objectives. This finding is in close 
agreement between observed closing profiles in the laboratory tests and the design calculations based upon 
hydrostatic considerations. The flow patterns of the gate exposed different flow regimes with variations in 
upstream and downstream flow depths including unsubmerged weir flows, submerged weir flows and 
submerged orifice flows. Head discharge curves and best fit equations were determined for each flow regime 
allowing the numerical modelling of tidal flows through the structure. The present study introduced a new tidal 
gate design, and the successful test of its hydraulic performance confirming its suitability for estuary 
remediation projects. 
 
Keywords: Buoyancy-automated tidal gate; head discharge relationship; hydraulic design; physical modelling; self-

regulating tidal gate. 
 
 
1 INTRODUCTION  

Tidal waters in estuaries have profound effects on the coast line and surrounding land shaping the 
landscape and providing habitats for a range of aquatic species. Throughout the world many estuaries have 
been degraded and converted to commercial land by the installation of tidal impeding floodgates. The gates 
prevent tidal flows into the estuary, causing a range of detrimental environmental effects such as acidifying 
waterways (e.g. Anisfeld and Benoit 1997; Indraratna et al., 2005) and preventing ecological passage (Pollard 
and Hannan, 1994; Streever and Genders, 1997; Lucas et al., 2009; Wright et al., 2015, 2016). While it would 
be best to remove these floodgates completely (Boys et al., 2012), coastal land is some of the most desirable 
land and landowners are reluctant to allow their lands to be flooded. The best option is often to modify the 
existing floodgates to allow partial tidal flushing to commence and at the same time disallowing flooding 
upstream.  

Many types of floodgates exist including manually operated floodgates such as sluice gates as well as 
horizontally and vertically winched gates (Bos 1989; Rampano, 2009). While these manually operated 
floodgates are simple, durable and relatively inexpensive, they have to be monitored and closed / opened 
manually at different times in the tidal period (Glamore, 2012; Rampano, 2009). This shortcoming can be 
improved with self-regulating tidal gates which are designed to mimic natural tide variability in the upstream 
estuary. Whilst there is variation in the design of self-regulating tidal gates most designs tend to have a 
faceplate that opens and closes the orifice by an adjustable float. When the incoming tide reaches a particular 
level, the gate is closed automatically by buoyancy forces of the float (Adnitt et al., 2007; Belaud et al. 2008; 
Glamore, 2012). As the tidal water level rises, buoyancy forces increase applying a closing moment to the 
gate structure until complete closure. When the tidal water level recedes, buoyancy forces reduce and this 
decreases the closing moment of the structure until the gate opens automatically. The main benefit of these 
self-regulating tidal gates is that they allow the commencement of a muted regulated tidal exchange in an 
estuary. Around the world different designs of self-regulating tidal gates are used including swing gates 
(Figure 1) (Glamore, 2012), the Waterman gate (Waterman Industries, 2002), and the Seaton Gate (Ridgway 
and Williams, 2011). These designs are operated with floats as can be seen in Figure 1 for the swing gates at 
Tomago in Australia. Self-regulating tidal gates have been confirmed to improve estuary health and are 
recommended in estuary remediation projects (Rampano, 2009; Ridgway and Williams, 2011; Russel et al., 
2012).  
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While self-regulating tidal gates provide environmental improvement to wetland systems, the permanent 
installation in saltwater systems and the mechanical parts enabling the self-regulation of the gate can lead to a 
degradation of the system (Figure 1). In the present study, a detailed assessment of existing gate designs is 
performed to identify the most important parameters for self-regulating tidal gates. Based upon this 
assessment an optimised self-regulating tidal gate was designed based upon hydrostatic considerations. To 
test the gates functionality and to provide design guidelines for a range of flow conditions, the performances of 
the gate were tested at laboratory scale. The hydraulic assessment comprised of gate functionality, flow 
patterns and discharge performances providing simple design guidelines for the gate. The gate design and the 
basic results of the hydraulic assessment are presented in this manuscript.  

 

 
Figure 1. Self-regulating tidal gates at Tomago Wetland, Australia (in December 2015); Note the white floats 

on the gate structure and the attachment of the swing gates to the existing flap gate. 
 
2 DESIGN OF TIDAL GATE AND EXPERIMENTAL TESTING 
 
2.1 Gate design 

For the new tidal gate design, it was critical to optimise the functionality of the structure. The focus was 
on developing a gate that was practical, reliable, durable and most importantly useful for a wide range of flow 
conditions. During the design process the following aspects were of primary importance: 

• The gate structure had to be placed as far as possible above the water to limit the exposure of the 
gate towards flows reducing unsteady velocities and turbulences behind the gate members. 

• The gate had to allow the retrofitting of existing tidal gates such as flap gates. 
• The closing time of the gate had to be minimised to reduce periods of small gate openings 

associated with large flow velocities. This was important to allow fish passage and prevent potential 
scouring of the stream bed.  

• The opening and closing profile of the gate had to be adjustable to a desired maximum upstream 
water level. 

• The materials of the gate structure had to be durable, reliable and relatively inexpensive. 
• The weight of the structure had to be small by maintaining the strength of the overall structure.  
• Design of gate had to include an understanding of the hydraulics of the gate operations to allow an 

implementation in numerical models and a scaling of the gate to required size. 
Based upon these aspects, the gate is designed in an iterative approach optimising the gate’s 

functionality with a hydrostatic analysis of each member of the gate structure. The main gate members were 
the faceplate of the gate, the counter weight to allow an automatic opening in a receding tide, the floats to 
allow an automatic closing of the gate in a rising tide and the support structure of the gate (Figure 2). Figure 
2a illustrates the finale gate design including all relevant members of the structure.  

In the design process, the resultant force of each gate member was calculated depending on the water 
level and opening angle of the gate. The forces taken into account included both buoyancy forces related to 
the submergence of the gate member and the weight for each member. By calculating the individual moment 
of arms to the centroid of the members, the total moment on the pivot structure was found. As the gate was 
free to rotate, the gate positioned itself in a balance position where the resultant moment was 0. The acting 
forces and the moment arms of each member were adjusted in the design optimisation process by changes of 
dimensions, choice of materials, position of the pivot and any structural additions to the gate. The closing 
profile was recorded while changing the water elevation H1 and calculating the corresponding opening angle  
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of the gate α (Figure 2b). An Excel spreadsheet was developed to automate the optimisation process 
(Simpson, 2016). Note that the hydrostatic analysis assumed an equal water level for all gate members and 
that no hydrodynamic forces from the flow through the gate are taken into account. As shown in the 
experimental testing of the gate, the dynamic forces acted favourably to the gate’s operation (Section 4). 

 

 
a. Design of buoyancy-automated tidal gate 

 
b. Definition of relevant parameters 

Figure 2. Buoyancy-automated tidal gate in the present study. 
(Note the attachment of the gate to an existing flap gate) 

 
The final gate design is illustrated in Figure 2. The main benefit of the gate design was the simplicity of 

the structure providing several benefits: 
• The small number of gate members reduced the risk of operational failure. 
• The height of the floats was easily adjustable. A duplicate float was installed for contingency, but 

provided also an additional buoyancy force to the system.  
• The arm holding the floats was shorter than the distance to the faceplate reducing the closing time of 

the gate. 
• The faceplate was angled to utilise hydrostatic pressures to open and close the gate at small angles. 
• The counter weight allowed for an automatic opening of the gate in a receding tide. The weight was 

centred to prevent torsion in the pivot structure. 
• The structural supports of faceplate and the pivot structure were made of hollow square steel 

sections improving the stability of the structure. 
The materials for all gate members were selected to achieve a durable and relatively inexpensive design. 

Delrin was used for the faceplate and the pivot member due to its relatively low density (ρ = 1450 kg/m3), its 
high strength and stiffness as well as its corrosion resistance which is an important characteristic for waters of 
estuaries with low pH and sulphurous chemicals. For the floats, polystyrene was selected due to its low 
density (ρ = 45 kg/m3). For the supporting members and the counter weight, stainless steel (ρ = 8000 kg/m3) 
was selected due to its stability and durability under extreme conditions. The counter weight was made out of 
a solid steel block and the support structure out of hollow steel sections to reduce the overall weight of the 
structure. Note that the orifice opening was expanded inwards to optimise the closing of the gate (Figure 2). 
 
2.2 Experimental setup 

To confirm the gates hydraulic performance, a detailed experimental testing of the gate was conducted at 
laboratory scale (Figure 2b). The opening of the gate was square with a width and height of B = 0.2 m (Figure 
2b). The gate was constructed using the dimensions and materials from the hydrostatic optimisation (see 
above). The gate was installed in an open channel flume at UNSW’s Water Research Laboratory of 0.6 m 
length, 0.6 m height and 40 m length with glass sidewalls. Water was supplied directly from Manly Dam and a 
constant flow rate was controlled with an ABB Water Master FET100 electromagnetic flow meter with ± 0.4% 
accuracy. At the downstream end of the flume, the tail water was controlled with a sharp-crested weir with a 
winch. The gate was installed towards the downstream end of the flume where the flow was calm and uniform. 
The gate was attached to a 20 mm thick plywood partition with orifice opening simulating the attachment of 
the gate to an existing flap gate structure (Figure 2b).  

The water elevation upstream and downstream of the structure H1 and H2 respectively were measured 
with pointer gauges. The upstream pointer gauge was located approximately 3 m from the structure and the 
downstream gauge at a position 1.5 m downstream of the gate (Bos, 1989). In these positions, the flows were 
calm and steady. Both pointer gauges were zeroes at the invert of the gate (Figure 2b). The opening angle of 
the gate was measured with a ruler and the height of the bottom of the faceplate above the invert hα was 
calculated as: 

 

 hα = L × ൣsinሺ18ሻ -sin(18 -α)൧       (mm)                          [1] 

H1 hα H2 α 
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where L is the length of the support beam between pivot and bottom of the gate. The gate height hα was 
important for the calculation of the orifice areas contributing to the flow through the gate (Litrico et al., 2005). 
Depending upon the gate opening angle and the water elevations, the area below the gate, the areas on the 
side of the gate and/or the area above the gate contributed to the flow through the gate (see Section 5). 

Detailed experiments were conducted for a range of flow rates 3 ≤ Q ≤ 40 l/s (Table 1). Table 1 
summarises the flow conditions in the present study including the range of gate openings, the flow depths 
upstream and downstream of the structure and the float height Hfloat. The experiments tested the functionality 
of the design, the flow patterns around the structure and provided discharge coefficients for a range of flow 
conditions and opening angles. For some tests, the gate was unrestrained for a constant flow rate while for 
other tests the gate angle was fixed for a range of flow conditions. Note that experiments were conducted for 
two different flow directions to assess the hydraulic performances for both rising tides and receding water 
levels. The present manuscript focusses on the case with rising tidal water levels and the receding tidal case 
is only discussed secondary. Further details about the full range of tests can be found in Simpson (2016). 
 

Table 1. Flow conditions for the experimental testing of the buoyancy-automated tidal gate;  
Zero elevation at invert of gate opening. 

Testing 
Q  

(l/s) 
      
(-) 

H1       
(mm) 

H2       
(mm) 

Hfloat     

(mm) Comment 
       

Functionality 3-11 0-60º 0 - 310 -80 - 268 175-275 Unrestrained gate 
Flow patterns 3-40 5-45º 0 - 310 -80 - 268 275 Unrestrained gate 

Fixed angle 
Discharge 
coefficients 

3-40 5-45º 0 - 310 -80 - 268 275 Fixed angle 

 
3 FUNCTIONALITY TESTING OF THE TIDAL GATE 

To confirm the functionality of the gate and to confirm the hydrostatic design approach of the closing 
profile, detailed experiments of a rising tide case were conducted. In these tests, the gate was unrestrained, 
being able to rotate freely as its submergence changed. Experiments were conducted for relatively small flow 
rates (3 < Q < 11 l/s) to prevent overtopping of the flume when the water level was high enough to shut the 
gate completely. The functionality tests included measurements of upstream and downstream flow depth H1 
and H2 with the pointer gauges and the gate angle α with a ruler. All functionality tests were recorded with a 
site looking video camera as an additional observation of flow depths and closing angle. All tests were 
conducted for different float heights Hfloat to test the closing of the gate for a range of flow configurations. 

For the rising tide case, the flow rate was kept constant and the downstream weir was raised fully 
allowing the flume to slowly fill (Figure 3). The flow depths H1 and H2 rose at a relatively constant rate. With 
increasing flow depth, the buoyancy force increased and the opening angle decreased closing the gate 
gradually. Initially the closing of the gate was slow, but accelerated for smaller gate angles. The closing of the 
gate was driven by the changing moment arm of the floats remaining at large gate angles most of the time. 
When the gate angle α < 15°, the gate closed rapidly, reducing the time with largest flow velocities and 
turbulences. For all tested float heights and flow rates, the same closing pattern was observed confirming the 
functionality of the gate under rising tide conditions. Figure 3 illustrates an example of the closing of 
buoyancy-automated tidal gate. Additional tests were conducted for the opening of the gate in a receding tide 
and for a flood case with large flows from the inland site. For both cases the functionality of the gate was 
confirmed including the automatic opening of the gate with receding water level and the flood case where the 
gate remained open for large flow rates and submerged floats due the dynamic force of the flow.  

The relationship between closing angle and upstream water level was tested to confirm the design 
calculation of the closing of the gate which was conducted based upon hydrostatic conditions only (Figure 4). 
Figure 4 shows the relationship between α and H1 for a range of flow conditions with different flow rates and 
float heights. All data collapsed reasonably well and resembled a linear relationship:  

 
 Hfloat- H1 = 4.526 × α -90.52      (mm)                               [2] 

 
Equation [2] can be used to calculate the gate position for any upstream flow depth H1 and for any 

selected float height. The experimentally observed closing of the gate was very similar to the calculated 
profiles (not shown in this manuscript). For α < 35°, the calculated water height was slightly underestimated 
and for α < 35°, slightly overestimated due to a small hydrodynamic component. Overall the observations of 
the relationship between α and H1 confirmed that the hydrostatic assumption was a valid initial assumption for 
the gate design.  
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Figure 3. Closing of buoyancy-automated tidal gate; Q = 6 l/s, Hfloat = 275 mm; Flow from left to right.  
(Photo order from top left to bottom right) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. Observed relationship between opening angle of gate and upstream water level for 
various float heights; Comparison with best-fit equation (Eq. [2]). 

 
4 FLOW PATTERNS OF THE TIDAL GATE 

Detailed observations of the flow patterns were conducted comprising tests with both restrained and fixed 
gate. The main purpose of the unrestrained case was to test the gate’s functionality including increasing, 
residing tides and upstream flooding (see previous section). While the flow patterns in the unrestricted case 
were observed for constant flow rates and changing gate openings, the restricted case allowed for detailed 
observations at a fixed gate position and for changing flow rates. Overall the flow patterns showed strong 
differences in flow behaviour reflecting various flow regimes depending upon the gate angle, as well as 
upstream and downstream flow depths. Overall three different flow regimes were classified comprising 
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unsubmerged weir flows, submerged weir flow and submerged orifice flow. The flow regimes were 
differentiated similarly to culvert definitions using the ratio of upstream head to gate opening height H1/B 
(Chow, 1959; Hager and Giudice, 1998). While the differentiation of flow regimes for the gates was sometimes 
difficult due to the complex flow behaviours for certain flow conditions (e.g. small opening angles, flow depths 
with large differences between upstream and downstream), the classification of flow regimes appeared to be 
suitable for all flow conditions in the present study. Typical flow patterns are shown in Figure 5 and further 
details can be found in Simpson (2016). 

For H1 < 1.2 B and H2 ≤ 0, the flow was classified as unsubmerged weir flow. In the experiments, H2 was 
kept below the invert of the gate opening to allow a flow without tail water influences. When the gate opening 
was large (α > 25º), the flow patterns was similar to a sharp crested weir (Figure 5a). For Q < 25 l/s the flow 
was calm but for Q ≥ 25 l/s, the bottom of the faceplate impacted on the flow leading to some flow 
disturbances due to the large head differential across the gate. For small gate opening angles (α ≤ 25º), the 
faceplate reduced the area of the gate opening and both the area under the gate and the side sections 
contributed to the flow through the gate. With increasing flow rate the flow velocities and turbulences 
increased. With decreasing gate opening, the head differentials across the gate increased for a given flow rate 
indicating both larger head losses and discharge coefficients. When α < 15º, the gate would close rapidly as 
observed in the functionality tests (Figure 2) reducing the occurrence of flow events with strong flow 
disturbances for small opening angles.  

For all flow conditions, the flow patterns upstream of the gate were undisturbed and calm and only for the 
largest flow rates and the smallest gate opening angles, a few surface ripples were observed upstream of the 
faceplate. At the downstream side, the low tail water level and the large differential head across the gate 
resulted in large flow velocities which would prevent fish passage across the gate for such flow conditions. 
The impact of the large flow velocities in an estuarine environment could also result in scour of the natural 
river bed. Therefore the unsubmerged weir conditions with large differential head across the structure should 
be avoided.  

For H1 < 1.2 B and 0 < H2 ≤ B, the flow regime was classified as submerged weir flow. In this flow regime, 
the flows were much calmer compared to the unsubmerged weir flow regime allowing both fish migration and 
tidal buffering (Figure 5b). For large opening angles (α > 25º), the flow conditions were relatively stable with a 
few surface ripples for upstream and downstream of the orifice. With increasing flow rates (Q > 18 l/s), these 
ripples became larger leading to some flow disturbances at the downstream side due to the interference of the 
flow with the lower edge of the faceplate. Interferences of the faceplate were also observed for large water 
levels which increases flow disturbances and turbulences at downstream of the gate opening. 

For small gate openings (α ≤ 25º), flows upstream of the gate were more turbulent compared to flows 
with larger opening angles. The surface ripples increased in particular around the floats leading to some large 
scale vortex patterns. Downstream of the gate, the flow was significantly more disturbed including air 
entrainment and splashing. This was caused by the reduced orifice area for small gate openings, leading to 
flow acceleration through the orifice. Flow conditions with small opening angle would impact negatively upon 
fish passage and such conditions should be minimised.  

For H1 > 1.2 B and H2 > B, the flow regime was classified as submerged orifice flow which appeared most 
favourable for fish migration (Figure 5c). Compared to the submerged weir flow regime, flows were calmer and 
flow disturbances were only observed for small gate opening angles and large flows. For α > 25º, the flow was 
mostly calm with small surface ripples and eddies forming around the floats upstream of the gate. With 
increasing flow rate, the intensity and magnitude of these flow disturbances increased. Downstream of the 
gate, the ripples were larger due to the acceleration of the flows through the orifice. Occasionally a surface 
vortex formed entraining air through the gate leading to some flow aeration and stronger turbulences 
downstream. These vortices were not observed for the smaller gate openings (α ≤ 25º). For the smaller gate 
openings (α ≤ 25º), the reduced orifice area resulted in an increase in flow velocities through the gate and 
increased turbulences and air entrainment downstream of the gate. This case is not recommended for fish 
passage. The flow patterns upstream of the gate were similar to large gate openings with surface ripples and 
large eddies downstream of the floats.  

Overall the observations of the flow patterns revealed relatively stable flow processes for large gate 
openings (α > 25º) for all flow regimes. These large gate openings are associated with low flow velocities 
favouring fish passage through the structure. Smaller gate angles (α ≤ 25º) resulted in stronger flow velocities 
leading to flow disturbances and turbulence in particular downstream of the gate. It is recommended to design 
the gate to limit flow conditions with such small angles. This can be achieved through an increase in the gate 
opening, through the employment of a number of gates in parallel or through the adjustment of the float 
height. In the functionality tests it was shown that the gate would only be in a position with small opening 
angle for a short period of time, and to close rapidly for α = 15º. 
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a. Unsubmerged weir flow 

 
b. Submerged weir flow 

 
c. Submerged orifice flow 

Figure 5. Flow regimes observed for the buoyancy-automated tidal gate (Flow from left to right). 
 
5 DISCHARGE COEFFICIENTS  

The purpose of quantifying the discharge coefficients CD of the gate was to provide accurate gate flow 
estimates through a tidal cycle which is characterised by different water levels resulting in different gate 
openings (Equation 2). Therefore detailed experiments were conducted to find the discharge coefficients for a 
range of flow conditions (Table 1). While this manuscript only presents data for the rising tidal case (i.e. 
closing gate) the observations for the receding case (i.e. opening gate) showed similar results. Overall 340 
data points for the rising tidal case were recorded.  

Following the visual observations of three different flow regimes, all experimental data were separated 
into the respective flow regime and discharge relationships were found for each regime. The separation into 
the three flow regimes was simply done via determination of H1/B consistent with the flow observations 
(Section 4). The major difficulty however was in the definition of the correct discharge area contributing to the 
weir and/or orifice flows. Depending upon water levels and gate opening positions, the gate could directly 
impact the opening area of the orifice and for certain flow conditions the actual orifice area could be smaller 
than the total gate opening. In these cases the flow was separated into three areas comprising the bottom 
area underneath the faceplate, the two side areas which is left and right of the faceplate and the top area 
above the faceplate. Depending upon the flow regime and the flow conditions, only parts of an area may 
contribute to the discharge. A similar approach was used by Litrico et al (2005), in their experiments on a 
Vluter Gate for small angles. In the present study, the contributing areas were calculated based upon 
geometrical observations depending upon the flow depth H1, the gate opening angle  and the height of the 
bottom of the gate above the invert of the orifice H (Equation 1). When the faceplate of the gate was above 
the orifice (i.e. for large gate opening angles) the faceplate did not impact upon the flow for H1 ≤ 1.5 hα. For H1 
> 1.5hα, the faceplate impacted upon the flow through the gate and the individual areas above, besides and 
above (only for the submerged orifice case) were calculated. Note that these areas were typically smaller than 
the area perpendicular to the flow (B×H1 for submerged and unsubmerged weir and B×B for the submerged 
orifice). In cases were the combined area Acomb below, besides and above the faceplate were larger than the 
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area perpendicular to the flow, the smaller area was considered in the calculations. The calculation procedure 
of individual areas was based upon geometrical considerations and the equations can be found in Simpson 
(2016). It was assumed that the discharge coefficients below, besides and above the faceplate were the same 
following Litrico et al (2005).  

For all flow cases, the flow rate through the floodgate can then be calculated using the typical orifice 
equation adopting the area A for the particular gate opening angle:  

 
 Q = CD × A × ඥ2 × g× H1 × (1-s)      [3] 

 
where A is the area contributing to the discharge through the orifice, i.e. B×H1 for submerged and 
unsubmerged weir flow with H1 ≤ 1.5 hα, Acomb for submerged and unsubmerged weir flow with H1 > 1.5 hα 
B×B for a submerged orifice flow with H1 ≤ 1.5 hα, and Acomb for submerged orifice flow with H1 > 1.5 hα. The 
ratio of upstream to downstream flow depths s = H2/H1 was only relevant for submerged weir and orifice flows. 
Equation 3 was used to estimate the discharge coefficients through the gate for the full range of flow 
conditions. The discharge coefficients for the three flow regimes are illustrated in Figure 6.  
 

 
a. Unsubmerged-weir flow data;                                         b. Submerged weir flow data; 

                       Comparison with Equation [4]                                            Comparison with Equation [5] 
 

 
c. Submerged orifice flow data 

                                                                  Comparison with Equation [6] 
Figure 6. Experimental data of discharge coefficients for the three flow regimes; comparison with best fit 

equations 
 

For the unsubmerged weir flow case, the experimental results are illustrated in Figure 6a where the 
discharge coefficients are illustrated as a function of the dimensionless upstream water elevation H1/B for a 
range of gate opening angles (5º ≤  ≤ 45º). The results showed a linear trend between CD and H1/B which 
was best correlated with (R2 = 0.97): 

 
 CD = 0.016767 + 0.29177 × 

H1

B
     ; for  > 15°      [4] 

 
Note that the linear relationship was only established for  > 15° since the gate closed rapidly for  < 15° 

(Section 3). It is also unlikely that the gate opening will be small for the unsubmerged weir case with relatively 
low H1. In Figure 6a, data for smaller gate openings are also added showing a larger data scatter linked with 
stronger flow disturbances for the smallest angles (Section 4). 
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Similar results were observed for the unsubmerged weir case where the experimental discharge 
coefficients are illustrated as a function of the dimensionless head differential across the gate ∆H/Hα, where 
∆H = (H1-H2) (Figure 6b). While the data exhibited some scatter, the data were reasonably well correlated with 
a linear relationship (R2 = 0.83): 

 
 CD = 0.67159 + 0.41528 × 

∆H

Hα
      ; for  > 15°      [5] 

 
For the largest gate opening ( = 45º), the data scatter was largest due to small head differentials across 

the gate for small flow rates. The data for the unsubmerged orifice regime are shown in Figure 6c where a 
dimensionless expression of the discharge coefficient (CD/sin(2.2×)) is illustrated as a function of the 
dimensionless upstream water elevation H1/B. A linear correlation provided reasonable results despite some 
data scatter (R2 = 0.47): 

 
 CD

( sinሺ2.2 × αሻ )൘ = 0.60127 + 0.058689 × 
H1

B
      ; for  > 15°      [6] 

 
For the implementation of the buoyancy-automated tidal gate into real world applications, the present 

study provided the required design guidelines. Based upon geometrical considerations (Equation 1), the gate 
opening angle and the contributing orifice areas can be calculated depending upon the upstream flow 
elevation H1, i.e. the height of the tide (Equation 2). The separation of the flow patterns into three different flow 
regimes based upon the ratio of H1/B and the finding of simple linear relationships between flow depth and 
discharge coefficients (Equations 4 - 6) provided design equations for the calculation of the flow rate through 
the gate (Equation 3). Depending upon the flow conditions in the estuarine environment, the float height, the 
orifice opening and the number of gates can be optimised to allow sufficient flow movement through the flood 
gate.  
 
6 CONCLUSION 

A new buoyancy-automated tidal gate was designed to enable tidal flushing in estuarine environments. 
The gate is optimised based upon a detailed assessment of exiting self-regulating gates and hydrostatic force 
calculations. The optimised gate provided a simple and durable gate design. To test the gate’s hydraulic 
performances, detailed laboratory experiments are conducted testing the gate’s functionality, assessing the 
flow patterns and providing discharge curves. The functionality testing confoirmed the gate operation in 
reciding and rising tides as well as in flood events. A simple relationship was found between flow elevation 
and gate opening angle providing the required positionfor the buoyancy float. The visual observations of flow 
patterns highlighted three flow regimes depending upon the upsteram elevation, including unsubmerged and 
submerged weir flows and submerged orifice flows. The flow patterns showed calm and steady flows for large 
gate opening angles allowing fish migration through the orifice. For small opening angles, flow disturbances 
and turbulences increased. While these flow conditions were unwanted, the observations of the gate closing 
and opening indicated that small gate angles occurred only for a small period of time due to a rapid closing of 
the gate for  < 15º. A detailed assessment of the discharge coefficients provided simple design guidelines for 
the three flow regimes. The discharge relationships are useful to calculate the flow through the gate for 
various flow elevations and gate opening positions. The hydraulic design guidelines can be incorporated in 
numerical simulations of estuarine remediation projects to optimise the gate design and to achieve maximum 
environmental benefits. 
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ABSTRACT  
 
Hydraulic jumps occur at the transition from supercritical to subcritical flows. They are characterised by 
generation of vortices, three-dimensional motions, high turbulence, air entrainment and strong energy 
dissipation. While there has been considerable research on air-water flows in classical hydraulic jumps in 
horizontal flat bed, little research has been conducted on air-water flows in hydraulic jumps on slopes. Herein 
the present study investigated the air-water flow processes and energy dissipation performances of hydraulic 
jumps on slopes comprising Type B and D jumps. The observations on the jumps on slope are compared with 
classical hydraulic jumps on horizontal bed with identical Froude and Reynolds numbers providing novel 
insights into the effects of bed slope upon the flow aeration and energy dissipation processes in hydraulic 
jumps. The comparison between hydraulic jumps on flat and sloped bed showed distinctive differences in flow 
patterns and distributions of air-water flow properties providing a better understanding of the connection 
between flow aeration and energy dissipation. Overall, Type D jumps represented the scenario with lowest 
energy dissipation and lowest flow aeration among the three jump types, while the classical hydraulic jump 
was the most efficient.  
 
Keywords: Air-water flow properties; energy dissipation; flow patterns; hydraulic jump; positive slope.  
 
 
1 INTRODUCTION  

Hydraulic jumps occur at the sudden transition from supercritical to subcritical flow involving a complexity 
which has made this phenomenon fascinating for more than two centuries. Hydraulic jumps are characterized 
by strong turbulence, flow aeration and energy dissipation. The first systematic experiments of hydraulic 
jumps were conducted in a horizontal rectangular channel by Bidone (1820), followed by the well-known 
momentum analysis conducted by Bélanger (1841) to calculate the conjugate depth ratio (Ferriday, 1895; 
Bakhmeteff, 1932; Hager, 1990):  
 

 
 

d2

d1
=

1

2
ቆට1+8 Fr1

2ቇ -1 
                 [1] 
 

 
where d1 and d2 are the upstream and downstream conjugate depths respectively and Fr1 is the inflow Froude 
number. Equation [1] is widely accepted and has been confirmed in multiple experimental studies of hydraulic 
jumps in horizontal channels, named in this paper as classical hydraulic jumps (CHJ).  

For hydraulic jumps on sloped channels, the conjugate depths ratio depends on the position of the jump 
on the slope and the steepness of the slope (Hager, 1989; Ohtsu and Yasuda, 1991; Beirami and Chamani, 
2006). For positive slopes, hydraulic jumps are classified as Type A, B, C, D and E (Kindsvater, 1944; 
Rajaratnam, 1967; Peterka, 1978). Hydraulic jumps occurring at the downstream end of the spillway are 
classified as Type A. If the hydraulic jump occurs partially on both sloped and horizontal sections, the jump is 
classified as Type B. A Type C jump occurs when the downstream end of the jump coincides with the start of 
the horizontal section and Type D jumps are observed if the entire jump is on the sloped section. Type E 
jumps occur for flat and long sloped channels where the water surface of the jump is parallel to the channel 
bed (Rajaratnam, 1967). 

Even though several authors has analyzed conjugate depths, energy dissipation and roller length for 
hydraulic jump Types A, B and D (Table 1), the analysis of internal flow features have predominantly focused 
on CHJ. Extensive research has been conducted to understand the air-water flow properties in CHJ including 
void fraction, bubble count rate, interfacial velocities and flow turbulence (e.g. Resch and Leutheusser, 1972; 
Chanson and Brattberg, 2000; Murzyn et. al., 2005; Wang et al., 2014; Zhang et. al., 2014). In hydraulic jumps 
on a positive slope, the air-water flow properties are widely unknown despite a study by Yasuda and Ohtsu 
(2008) highlighting the effect of pre-entrained supercritical inflow conditions on the roller length and the 
velocity distribution in Type B jumps. Measurements of mono-phase flow velocities for CHJ (Rajaratnam, 
1965; Narayanan, 1975; Wu and Rajaratnam, 1995) and for hydraulic jumps on slopes (Rajaratnam and 
Murahari, 1974; Ohtsu and Yasuda, 1991; Gunal and Narayanan, 1996) suggested close similarity between 
velocity distributions for hydraulic jumps in horizontal and sloped channels. Despite research of the non-

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print) 1563



  
          

  

 

aerated flow properties on hydraulic jumps on slopes are being done, information about the air-water flow 
properties is limited. 

Herein, new experiments of hydraulic jumps on a positive slope were conducted and a comparative 
analysis between hydraulic jumps in sloped and horizontal sections provided novel information about the 
effects of slope on hydraulic jumps. The analysis comprised detailed observations of flow patterns, conjugate 
depth relationships and air-water flow properties including void fraction, bubble count rate and interfacial 
velocity distributions. The experimental results suggested significant differences in air-water flow properties 
and energy dissipation efficiency between Type D jumps and CHJ. 
 

Table 1. Relevant experimental research on hydraulic jumps in sloped channels. 

Reference 
Slope  

(°) 
Hydraulic jump 

type 
Fr1 
ሺെሻ 

܍܀  
ሺെሻ 

Measured Parameters  
           

Bakhmeteff and Matzke, 
(1938) 

0 – 4   x 2 – 6.2 5x104 – 
8.5x104 

x    

Kindsvater, (1944) 9.5   x 2 – 7.5 - x    
Rajaratnam and 
Murahari, (1974) 

1.1 – 
14 

  x 5.1 – 
8.1 

2.2x104 – 
3.2x104 

   x 

Peterka, (1978) Type B: 
2.9 - 16 
Type D: 

3.8 - 
15.6 

x x x Type B: 
8.8 -14 
Type D: 
2.9-19.2 

Type B: 
1.1x105 – 
2.7x105 
Type D: 

4.6x104 – 
2.3x105 

 

x    

Hager, (1989) 45  x  3.6 – 
17.5 

2x104 – 
3.9x105 

x x   

Kawagoshi and Hager, 
(1990) 

30  x  2.8 – 20 1x104 – 4x105 x   x 

Ohtsu and Yasuda, 
(1991) 

8 – 60  x x 4 – 12 - x   x 

Gunal and Narayanan, 
(1996) 

0.05 – 

0.1 
  x 4.5 – 7 - x   x 

Beirami and Chamani, 
(2006; 2010) 

59 x x x 5 – 10 - x x   

Present Study 2.5 x x x 3 - 3.6 9.8x104 – 
1.1x105 

x x x x 

           
 
2 EXPERIMENTAL FACILITY AND INSTRUMENTATION 

Experiments were performed in a smooth, glass-walled flume located in UNSW’s Water Research 
Laboratory for discharges between 0.01 < Q < 0.07 m3/s. The channel was rectangular, 40 m long, 0.6 m wide 
and 0.6 m high. Figure 1 shows a sketch of the experimental setup including the positioning of the hydraulic 
jumps in the present study and the instrumentation. A section with a positive slope of θ = 2.5° provided 
supercritical inflow conditions and the subcritical tail water was controlled by a weir at the downstream end of 
the flume. Constant flow rates were supplied directly from Manly Dam measured with an ABB WaterMaster 
FET100 electromagnetic flowmeter with േ 0.4% accuracy. The conjugate depths of the jump were measured 
with a point gauge upstream near the jump toe and downstream of the hydraulic jump where the flow depth 
was stable with an accuracy of േ 0.5 mm. A comparative analysis was conducted for classical hydraulic jumps 
and jumps on a slope (Type B and D) in the same channel (Figure 1). A Type C Jump was not tested because 
hydraulic characteristics of Type C and Type D jumps are similar if the beginning of a horizontal section of the 
channel and it occurs at the end of a Type D jump (Peterka, 1978; Ohtsu and Yasuda, 1991). 

Detailed measurements of air-water properties were conducted for a selected range of flow conditions 
(Table 2). Table 2 summarises the flow conditions including the jump type, the inflow conditions, the 
longitudinal distance from the beginning of the slope, x1 and the Reynolds number, Re. All experiments were 
conducted for comparable Froude and Reynolds numbers. A classical hydraulic jump was selected as the 
reference jump denoted as “A” in Table 2. Experiments “B.1” and “D.1” corresponded to jump Types B and D 
respectively for the same Froude number while experiments “B.2” and “D.2” corresponded to the same 
Reynolds number. The inflow conditions upstream of the jump toe were assessed with a Pitot tube (∅=3mm) 
at several cross-sections on the sloped section. Partially developed inflow conditions occurred for hydraulic 
jump Type D (x1 = 2.60 m) while Type B (x1 = 5.40 m) and CHJ (x1 = 6.20 m) were characterised by fully 
developed inflow conditions. The flow became developed at about x1 = 4 m. 
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Figure 1. Experimental setup and positioning of the hydraulic jumps in the present study (not to scale). 

 
Table 2. Experimental flow conditions for measurements of air-water flow properties on hydraulic jumps with 

horizontal and sloped channel bed. 

Experiment 
Hydraulic 

Jump 
Type 

	ܠ
ሺܕሻ 

ۿ  
ሺܕ

 ሻܛ/

܌  
ሺܕሻ 

 ܚ۴
ሺെሻ 

  ܍܀
ሺെሻ 

Inflow condition 

A CHJ 6.20 0.068 0.046 3.6 1.13x105 Fully Developed Flow 
B.1 B 5.40 0.058 0.042 3.6 9.6x104 Fully Developed Flow 
D.1 D 2.60 0.059 0.042 3.6 9.8x104 Partially Developed Flow 
B.2 B 5.40 0.068 0.049 3.3 1.13x105 Fully Developed Flow 
D.2 D 2.60 0.068 0.052 3.0 1.13x105 Partially Developed Flow 

 
The air-water flow measurements were conducted with a double-tip conductivity probe (∅ = 0.125 mm 

inner electrode) in the center line of channnel at five cross-sections for each hydraulic jump (Table 2). The two 
tips of the conductivity probe were sampled simultaneously at 20 kHz and for 45 s. The longitudinal and 
transverse separations between leading and trailing probe tips were ∆x = 5.01 mm and ∆z = 1.17 mm 
respectively. The conductivity probe and the acquisition system has been self-developed at WRL and 
successfully benchmarked recently against well-established phase-detection intrusive probe systems (Felder 
and Chanson, 2016; Felder and Pfister, 2017). 

The double-tip conductivity probe recorded instantaneous Voltage signals which corresponded to air or 
water phases (Nagash, 1994; Chanson, 2002). The raw signals were post-processed with a single threshold 
technique with a 50% threshold (Felder and Chanson, 2015). When the raw voltage signal was below the 
threshold, an air phase was recorded and when the signal was above the threshold, a water phase was 
recorded. This provided typical air-water flow properties including the time-averaged void fraction C and the 
bubble count rate F, i.e.the number of bubbles detected by a sensor per second. Cross-correlation analysis 
between the probe tips provided the average travel time of air and water entities between the two probe tips 
and the interfacial velocity. The signal processing was automated by a Fortran code developed by Felder 
(2013).  

To increase the accuracy of the air-water flow measurements, the phase-detection probe should face the 
stream of incoming bubbles and droplets. In a CHJ, the conductivity probe was therefore placed parallel to the 
horizontal channel bed. In hydraulic jump Types B and D, a sensitivity analysis was conducted comparing the 
air-water properties measured with the conductivity probe placed parallel to the horizontal channel bed or 
parallel to the sloped channel bed. The sensitivity analysis showed that the position of the conductivity probe 
did not affect the detection of air-water flow properties and that the void fraction, bubble count rate and 
interfacial velocity distributions were unaffected. In the present experiments, the conductivity probe was 
therefore positioned parallel to the slope for Type B and D jumps (Figure 1).  

 
3 FLOW PATTERNS 

Detailed flow observations were undertaken for inflow Froude numbers between 3 < Fr1 < 4.6 
corresponding to discharges 0.01 < Q < 0.07 m3/s for hydraulic jumps Type B and D and 0.05 < Q < 0.07 m3/s 
for classical hydraulic jumps. Classical hydraulic jumps with Froude numbers between 2.5 < Fr1 < 4.5 were 
known as transitional jumps and were characterised by pulsating and irregular flow behaviour (Peterka, 1978; 
Hager, 1992). All hydraulic jumps in the present study showed a defined roller with turbulence and air 
entrainment at the jump toe which increased with increasing discharge. Air entrainment was observed for Q > 
0.01 m3/s and Fr1 > 3 for hydraulic jumps Type B and D although the Type D jump was more stable and had a 
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more defined air entrainment region (Figure 2). A clear water layer underneath the jump can be identified for 
both jumps on the slope meaning low interaction between the shear region and the region underneath the 
jump toe. 
 

a. Hydraulic jump Type B (Fr1 = 4.6) 

 

b. Hydraulic jump Type D (Fr1 = 4.5) 
Figure 2. Air-water flow patterns of hydraulic jumps on a positive slope (θ = 2.5º) ; Q = 0.012 m3/s; 

Re = 2 x 104 (Flow from right to left). 
 
The experiments showed that hydraulic jumps in the sloped section of the channel were significantly 

more stable than jumps occurring in the horizontal section. Visual observations indicated jump toe fluctuations 
of up to 40 cm for the hydraulic jumps on the horizontal channel while the fluctuations for jumps in the sloped 
section had a maximum of 15 cm. Higher jump toe oscillations resulted in larger irregular wave pattern and 
water surface fluctuations (Hager, 1990). Classical hydraulic jumps showed steeper increase of flow depth, 
rougher water surface and irregular wave patterns which was consistent with previous studies (Peterka, 1978; 
Hager, 1992) (Figure 3a). On the contrary, hydraulic jumps Type B and D (Figure 3b and 3c) were more stable 
as a result of the lower influence of tailwater waves in the jump and a more defined water surface along the 
roller. Flow visualizations suggested that Type D jump had the flattest free-surface profile.  

Visual observations also suggested higher turbulence and stronger three-dimensional motions for CHJ 
resulting in stronger roller generation and more frequent splashes. For hydraulic jumps located on the slope, 
the roller formation in the recirculation region did not have significant impact on the water surface of the jump 
while CHJ were characterised by frequent flow fluctuations along the tranversal and longitudinal axes. Near 
the jump toe, air entrained at the impingement point was dispersed faster for CHJ. Figures 3b and 3c show a 
clear water layer underneath the jumps on the slope which was larger compared with hydraulic jumps on 
horizontal channels (Figure 3). These results indicated a lower vertical momentum transfer for Type B and D 
jumps associated with smaller interactions between air and water entities in the shear region.  

 

a. Classical hydraulic jump (Fr1 = 3.6), θ = 0º 

 

b. Hydraulic jump Type B (Fr1 = 3.3), θ = 2.5º 
 

 
b. Hydraulic jump Type D (Fr1 = 3), θ = 2.5º 

Figure 3. Comparison between hydraulic jumps on a positive slope and in horizontal channel with same 
Reynolds number: Q=0.068 m3/s, Re = 1.13 x 105. 

 
For all hydraulic jumps in the present study, the flow depths were measured with the point gauge and the 

conjugate depth relationship, while the energy dissipation efficiencies were also recorded (Figure 4). The 
present data were compared with previous data on sloped and horizontal channels with similar Froude 
number and slope. Figure 4a shows the relationship between inflow Froude number Fr1 and the conjugate 
depth ratio TW/d1 where TW is the tailwater depth. While the tailwater depths for CHJ and Type B jump were 
located in the horizontal section of the channel (Figure 3a & b) (Ohtsu and Yasuda, 1990; 1991), the tailwater 
of Type D jumps occured on the slope (Figure 3c) (Peterka, 1978; Ohtsu and Yasuda, 1991). Previous 
experimental data showed that the differences in conjugate depth ratio between CHJ, Type B and Type D 
jumps decreased with increasing Froude number (Peterka, 1978; Beirami and Chamani, 2006) and the 
Froude numbers in the present study were in a range of Fr1 which only showed small differences in the 
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conjugate depth relationship (Figure 4a). Despite the small range of present Froude numbers, differences in 
the conjugate depth ratio could be identified between the hydraulic jumps in the present study. Hydraulic 
jumps in the sloped section showed a higher conjugate depth ratio compared with CHJs (Figure 4a). The 
present data were consistent with previous experimental observations. 

The abrupt transition from supercritical to subcritical flow in hydraulic jumps generated high turbulence 
and strong energy dissipation which was estimated as the ratio between upstream and downstream head 
difference, where the upstream total head (Hager, 1989), provides the energy efficiency η: 
 
 

η=
H1-H2

H1
=ቆ

ሺTW-d1ሻ3

4 TW×d1
ቇ /H1 

                         [2] 
 

 
Figure 4b shows the energy dissipation efficiency for CHJ and Type B and D jumps as a function of Fr1. 

The experimental results were also compared with the observations of Hager (1990) on a horizontal channel 
with similar Froude number with the Bélanger equation (Eq. [1]). The present results indicated that the energy 
dissipation efficiency increased with increasing Froude number for all hydraulic jumps (Figure 4b). This 
observation was consistent with previous studies (e.g. Peterka, 1978; Hager, 1989; 1990; Beirami and 
Chamani, 2010). Classical hydraulic jumps and Type B jump had similar efficiency rates. This similarity 
appeared to be associated with the flat slope (θ = 2.5º) and the low inflow Froude numbers which affected the 
conjugate depth ratio (Peterka, 1978; Beirami and Chamani, 2006). In contrast, hydraulic jump Type D 
dissipated lower energy for all Froude numbers. This was associated with the lower aeration and higher 
stability compared with the other jumps. Overall, the experimental datawere was in agreement with previous 
studies although there was limited information for small slopes and small Froude numbers. For the present 
experiments, hydraulic jump Type D had the lowest energy dissipation efficiency. 

 

a. Conjugate depth relationship 
 

b. Energy dissipation efficiency. 

Figure 4. Comparison of conjugate depth and energy efficiency of present CHJ and Type B and D jumps with 
previous experimental data on similar slope and empirical equation by Peterka (1984) and Equation [1]. 

 
4 AIR-WATER PROPERTIES 
 
4.1 Void fraction 

Figure 5 shows the void fraction distributions for the three hydraulic jump types in the present study as a 
function of the dimensionless flow depth y/d1. The void fractions are compared for the same Froude number 
Fr1 = 3.6 and for the same dimensionless cross-sections along the jump (x-x1)/d1. For all hydraulic jumps, the 
void fraction distributions showed typical shapes exhibiting two distinctive regions in the jumps. In the shear 
region, the void fractions were characterised by a local peak associated with the entry of air at the 
impingement point, the advective and convective transport of air bubbles and the breaking up of bubbles due 
to shear stress (Chanson, 1996; Chanson and Brattberg, 2000; Murzyn et. al., 2005). In the recirculation 
region, in the upper part of the jump, the air exchange with the free-surface was affected by buoyancy effects 
and the void fraction increased monotonically up to the free-surface (Chanson, 1996; Chanson and Brattberg, 
2000; Murzyn et. al., 2005; Zhang et. al. 2014). Overall, the shapes of the void fraction distributions were 
similar between CHJ and Type B jump although the void fraction data for CHJ showed a stronger data scatter 
related to the stronger jump toe fluctuations. The strongest effect of the slope was observed in the void 
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fraction distributions for the Type D jump with a reduction in the advective peak in the shear region compared 
to CHJ (Figure 5). The increased void fractions for CHJ and Type B jumps indicated a lower aeration for 
hydraulic jumps occurring entirely in sloped channels, i.e. Type D jumps. The void fraction profiles in the 
recirculation region were almost the same for the three hydraulic jumps. This finding suggested that the most 
remarkable difference between Type D jump and CHJ was observed in the shear region (Figure 4b). Hence, 
low turbulence and higher stability in hydraulic jumps Type D was associated with lower air entrainment in the 
shear region. The void fraction distributions of Type B jumps were very similar to CHJ for cross-sections 
located near the jump toe where the flow depths of the jumps were similar (Figure 5a-c). For the last cross-
section ((x-x1)/d1 = 14), the maximum local void fraction in the shear region was larger for the CHJ indicating 
an increase in air entrainment lengths compared with hydraulic jumps on the slope (Figure 5d).Experiments 
with the same Reynolds number showed smaller differences between void fraction distributions for CHJ and 
Type B and D jumps including similarities in void fractions in the recirculation region. This is further discussed 
in Section 5. 
 

a. (x-x1)/d1=2.2 b. (x-x1)/d1=3.3 

c. (x-x1)/d1=5.8. d. (x-x1)/d1=14 
Figure 5. Time-averaged void fraction distribution with same Froude number (Fr1 = 3.6); CHJ: Q = 0.068 m3/s, 

Re = 1.13x105; Type B: Q = 0.058 m3/s, Re = 9.6x104, Type D: Q = 0.059 m3/s, Re = 9.8x104. 
 
4.2 Bubble count rate 

The bubble count rate provided information about the air-water interactions in the hydraulics jumps. 
Figure 6 shows the comparison of bubble count rate distributions for several dimensionless cross-sections 
along the jump for the same Froude number. Overall the bubble count rate distributions showed similar 
features independent of jump type with two distinct peaks in the shear and recirculation regions respectively. 
However differences were observed in terms of the Type D jump which showed a lower bubble count rate 
compared to CHJ and Type B jump in particlular, especially in the roller just downstream of the jump toe 
(Figure 6a-c). The maximum bubble count rate distributions were similar between CHJ and Type B jumps for 
(x – x1)/d1 ≤ 9.4. For (x-x1)/d1 = 14 whereelse the bubble count rate distributions for Type B and D jumps were 
close. Overall, the data showed a higher number of bubbles for CHJ when compared with jumps on a slope. 
Based upon the total number of measured bubbles, Type B and D jumps had a reduced number of detected 
bubbles compared to CHJ of approximately 75% and 55% respectively. The much lower bubble count rate for 
Type D jumps suggested a smaller interfacial area and smaller air-water interactions associated with lower 
energy dissipation. In contrast, in a comparative analysis for the same Reynolds number, the bubble count 
rate distributions were similar for all positions along the CHJ and the Type B jump while the bubble count rate 
for Type D jump was consistently smaller. Overall, the bubble count rate was higher for CHJ compared with 
jumps on the slope indicating a reduction in air-water flow interactions. 
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a. (x-x1)/d1=2.2, Experiment A (1636 bubbles), B.1 
(1243 bubbles), D.1 (1023 bubbles). 

b. (x-x1)/d1=3.3, Experiment A (1705 bubbles), B.1 
(1347), D.1 (1056 bubbles). 

c. (x-x1)/d1=5.8, Experiment A (1597 bubbles), B.1 
(1122 bubbles), D.1 (781 bubbles). 

d. (x-x1)/d1=14, Experiment A (398 bubbles), B.1 (353 
bubbles), D.1 (266 bubbles). 

Figure 6. Bubble count rate distributions for experiments with the same Froude number (Fr1 = 3.6). CHJ: Q = 
0.068 m3/s, Re = 1.13x105; Type B: Q = 0.058 m3/s, Re = 9.6x104, Type D: Q = 0.059 m3/s, Re = 9.8x104. 

 
4.3 Interfacial velocity 

The time averaged in interfacial velocity distributions are compared in Figure 7 for CHJ and Type B and D 
jumps with same Froude number (Fr1 = 3.6). For all hydraulic jumps, positive and negative velocities were 
measured in the recirculation region resulting in some data scatter. Similarly, the velocity profiles in the shear 
region were similar for all jumps although the Type D jump had slightly lower velocites compared to the 
velocity distribution of CHJ and Type B jumps (Figure 7a). In the recirculation region, despite strong similarity 
in the velocity distributions, lower scatter was found for the Type D jump (Figure 7a). Overall the hydraulic 
jumps in the present study had very similar velocity distributions independent of channel slope. 

The dimensionless maximum velocity decay for the present data Vmax/V1 is illustrated in Figure 7b as a 
function of the dimensionless distance from the jump toe. The present data are compared with previous 
studies of CHJ and Type B and D jumps (Figure 7b). The velocity decay was overall similar for all jumps 
included in the analysis albeit some differences in magnitude. Figure 7b shows similar velocity decays values 
between the data of Rajaratnam (1965) and the present study with lower velocity decay values compared to 
experimental data from other researchers (Resch and Leutheusser, 1972; Babb and Aus, 1981; Ohtsu et al., 
1991; Chanson and Brattberg, 2000). The difference may be associated with the inflow conditions because 
apart from Rajaratnam (1965) and Wu and Rajaratnam (1996), the experiments were conducted with partially 
developed inflow conditions. In general, the velocity distribution was independent of the jump type meaning 
there was no influence of the slope and the Froude number on the velocity decay in hydraulic jumps.  
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Figure 7. Velocity distribution for experiments with same Froude number (Fr1 = 3.6); CHJ: Q = 0.068 m3/s, 
Re = 1.13x105; Type B: Q = 0.058 m3/s, Re = 9.6x104, Type D: Q = 0.059 m3/s, Re = 9.8x104. 

 
5 DISCUSSION 

Differences in the void fraction profiles are identified for hydraulic jumps for the same Froude number 
(Figure 5). In contrast, the results obtained for hydraulic jumps with the same Reynolds number shows a 
closer agreement (Figure 8a). For these experiments, the void fraction profile exhibited similar distributions in 
the shear region and larger differences in the recirculation region while experiments conducted with the same 
Froude number show the opposite behaviour. For (x-x1)/d1≥ 5.8, the differences between the hydraulic jump 
types increased. This result suggested that in the first half of the jump, the void fraction distributions are more 
susceptible to changes in Reynolds numbers for hydraulic jumps on slope.  

The comparison of bubble count rate distributions with the same Reynolds number showed a close 
agreement in distributions for the three hydraulic jump types. CHJ had the lowest peak in the shear region 
while Type B jump exhibited the largest peak. Although CHJ presented the lowest peak, the differences are 
small compared to the differences identified for hydraulic jumps with the same inflow Froude number. Along 
the first half of the jump, the Type D jump showed the minimum bubble count rate distribution while CHJ and 
the Type B jump had similar distributions. In the second part of the jump, CHJ had the largest bubble count 
rates while the Type D jump showed the lowest values. Despite higher similarities in air-water flow properties 
between jumps with same Reynolds number, small differences were identified in the shear region for hydraulic 
jump Type D suggesting lower aeration for hydraulic jumps located entirely on the slope either for the same 
Froude or Reynolds numbers. 

Overall, the comparative analysis of energy dissipation and air-water properties suggested optimum 
ennergy dissipation and air entrainment for CHJ. Type B jumps showed similar air-water properties and 
energy dissipation while Type D jumps presented the lowest energy efficiency. The results provided insights 
for the design of stilling basins although the experimental configuration was limited for a small range of Froude 
numbers. Further experiments are required to compare energy dissipation and air entrainment properties for a 
larger range of Froude numbers and steeper slopes. Future research should also include hydraulic jump 
fluctuations and further air-water flow properties. 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1570 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
  

 

߬ 

a. Void fraction distributions b. Bubble count rate distribution 
Figure 8. Air-water flow properties for experiments with same Reynolds number (Re = 1.13x105, 

Q = 0.068 m3/s) at (x-x1)/d1=2.2; CHJ: Fr1 = 3.6; Type B: Fr1 = 3.3, Type D: Fr1 = 3.0. 
 
6 CONCLUSION 

New experiments are conducted in an open channel flume, researching the effects of channel slope upon 
the flow patterns and the air-water flow properties in hydraulic jumps. Three different types of hydraulic jumps 
were tested comprising classical hydraulic jumps on a horizontal channel as well as Type B and Type D jumps 
on a slope with θ = 2.5º. Visual observations of the flow patterns highlighted stronger jump toe fluctuations and 
higher water surface oscillations in hydraulic jumps on a horizontal channel. Energy dissipation analysis 
indicated that Type D jumps had the lowest energy dissipation efficiency. For the range of Froude numbers in 
the present study, the energy dissipation efficiency is similar between CHJ and the Type B jump. The 
comparative analyses of basic air-water flow properties highlighted strong effects of channel slope upon the 
flow aeration. For the same Froude number, lower flow aeration and lower number of air bubbles are 
measured for hydraulic jumps on a slope. The strongest differences in air-water flow properties are observed 
in the shear region which showed that the flow turbulence and air-water interactions are reduced for hydraulic 
jumps on the slope. Interfacial velocity distributions showed a similar profile for the three hydraulic jump types. 
A comparison between hydraulic jumps with similar Reynolds and Froude numbers respectively showed 
stronger differences for the Froude similitude and relatively close agreement for equal Reynolds numbers. 
Future experiments should be conducted for a larger range of Froude numbers and variations in bed slope to 
identify the effect of channel bed slope on the air-water flow properties for a wider range of flow conditions.  
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ABSTRACT 
 
Fluvial dikes have been constructed as flood defense structures, but their failure may lead to casualties and 
major damages in protected areas. Flow overtopping is listed as the main cause of dike failure. An accurate 
assessment of the breach evolution is a prerequisite to a sound flood risk assessment and management. In 
contrast, the current knowledge of physical processes involved in fluvial dike failure by overtopping remains 
highly fragmented. This paper presents experimental tests on the breaching of homogenous sand-dikes in a 
fluvial configuration, i.e. the upstream flow is parallel to the longitudinal dike axis. Overtopping is initiated over 
a pilot notch at the dike crest. Experiments are performed for different inflow discharges in the main channel 
and under different levels of floodplain confinement. The transient evolution of the dike geometry is monitored 
using laser profilometry technique. The detailed reconstruction of the breach formation and expansion 
provides key insights into the mechanisms involved in the failure of fluvial dikes. Results show that the breach 
development differs highly from experiments disregarding the flow parallel to the dike axis (i.e. frontal 
configuration) as in the fluvial configuration where the breach develops mainly in the flow direction and the 
floodplain water level, strongly conditions the breach horizontal and vertical extents. 
 
Keywords: Breach; floodplain plain confinement; fluvial dike; overtopping; subaqueous reconstruction. 
 
 
1 INTRODUCTION   

Dikes along river banks are built to channelize the flow and limit lateral riverbed migration, or as defense 
structures against floods. Deterioration of these structures due to lack of maintenance, poor management of 
the protective cover, animal burrows (Orlandini et al., 2015) and exposure to frequent extreme events 
increase dike vulnerability. Overtopping is identified as the main cause of failure (Vorogushyn et al., 2010, Fry 
et al., 2012), occuring typically if the river discharge exceeds the design value of the dike during a flood event 
or typically when the water level exceeds the dike crest or the flow overtops a weak dike segment. However, 
the current knowledge on the physical processes underpinning fluvial dike failure due to overtopping remains 
limited, although an accurate prediction of the breach geometry and outflow hydrograph are paramount to 
estimate the inundation risks and to plan emergency operations. The available knowledge relies generally on 
statistical analyses of historical data (e.g. Froehlich et al., 2008; Jandora and Říha, 2008), numerical modeling 
(e.g. Wu et al., 2012; Kakinuma and Shimizu, 2014), and on laboratory experiments. Characterization of real-
world dike failure events remain limited as their monitoring is hardly feasible for safety reasons. 

The breach process has been often assessed using standard models, mostly developed empirically from 
frontal dike (i.e. dam) configurations. These models disregard the specific boundary conditions and flow 
features related to the fluvial configuration (Roger et al., 2009), though their application to field cases remains 
questionable. 

Abundant and extensive experimental studies on frontal configurations exist (Rifai et al., 2015), covering 
breach development and shape, effects of upstream water level (e.g. falling or constant), dike material (e.g. 
cohesion, grain size diameter, compaction, water content) as well as dike reinforcements. However, those on 
fluvial dike configurations remain fragmented with differences in the outcomes (Rifai et al., 2016a). In addition, 
crucial aspects, such as the effect of the main channel flow momentum and the feedback of the floodplain 
inundation on the breach development and the breach hydrograph, remain unanswered.  

The present study tackles overtopping induced fluvial dike breaching via experimental modeling. The 
presented tests simulate the effect of various flow conditions in the main channel and different floodplain 
confinement levels. The experiments are part of a broader research work including additional tests with 
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different channel and dike dimensions as well as dike material and reinforcement. The paper is organized as 
follows: Section 2 presents the experimental setup, instrumentation, and test program. Results are presented 
in Section 3 and discussed in Section 4, followed by conclusion in Section 5. 
 
2 EXPERIMENTS 
 
2.1 Experimental setup 

A series of tests (Table 1) were conducted at the Engineering Hydraulics Laboratory of the University of 
Liège, Belgium. The main channel consisted of a 10 m long and 1 m wide, straight flume opened over 3 m on 
one side toward a 4.3 m × 2.5 m floodplain (Figure 1). The flume and floodplain were at the same level and 
the side opening was closed with a sand dike. The flume and floodplain were covered with impermeable 
whitewash coatings to ensure roughness’s continuity between the flume, floodplain and sand dike. The 
floodplain edges were either free or confined. In the former case, the water across the breach was freely 
discharged with no tail water effects. In the latter case, a wood panel (i.e. confinement) was added to simulate 
floodplain inundation inducing tail water effects. The seepage flow was limited by installing a drainage system 
at the bottom of the dike (Figure 1). The drained water was collected in a reservoir located below the dike. 

A perforated plane was used to regulate the flow in the main channel. For a given inflow discharge Qi, the 
number of holes and their arrangement were selected to ensure that the water level in the main channel was 
at the dike crest level. Evenly distributed holes in the perforated plane allow for a quasi-uniform velocity 
distribution over the cross-section. 

The dike was 3 m long, 0.3 m high and trapezoidal in shape with 1:2 (V:H)of  inner and outer slopes. The 
crest was 0.1 m wide. The dike was composed of non-cohesive, uniform sand of median diameter d50 = 1 mm 
and sorting coefficient σ = (d84/d50+d50/d16)/2 = 1.22, with d16 = 0.84 mm and d84 = 1.24 mm. The sand had a 
density of 2500 kg/m3, a bulk density of 1600 kg/m3 and a porosity of 0.36. To control the location of the initial 
overtopping, a 0.02 m deep and 0.1 m wide initial notch was cut in the dike crest (Figure 1). 
 

 
Figure 1. Setup plan view and dike cross-section ( designate the location of ultrasound probes). 

 
2.2 Test program 

Table 1 summarizes the considered configurations for 11 tests presented in this paper. The inflow 
discharge Qi was constant during each test. The inlet Froude number Fi was in the range between 0.066 and 
0.189. Tests 1 to 5 was conducted with different inflow discharges, Qi and a free floodplain. Tests 3a, b, and c 
investigated repeatability of dike breaching experiments. Tests from 6 to 9 investigate the effect of floodplain 
confinement defined by the ratio CF = Zc/Zd with Zc the water level fixed in the floodplain and Zd the dike 
height. 

For each test, the dike was placed by staking and compacting manually the sand so as to avoid any 
structural defect. The main channel was filled progressively with a discharge equal to about 75% of the test 
inflow discharge Qi. The dike and drainage system were inspected and the inflow discharge was then 
increased up to Qi. The water level in the main channel increased and overtopped the dike over the initial 
notch, resulting in the dike breaching. Tests were stopped when the breach stabilized or when one of the 
breach sides met the rigid wall of the flume. 

 
Table 1. Test configurations.  

Test n° 1 2 3a 3b 3c 4 5 6 7 8 9

Qi (m
3/s) 0.02 0.03 0.04 0.04 0.04 0.05 0.057 0.04 0.04 0.04 0.04 

Fi 0.066 0.100 0.133 0.133 0.133 0.166 0.189 0.133 0.133 0.133 0.133 
CF 0 % (No floodplain confinement) 16.7 % 33.3 % 50 % 66.7 % 
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The confinement of the floodplain (Tests 6 to 9) was achieved by contouring the floodplain perimeter with 

a wood panel. This simulates the case of the breaching of a dike with a floodplain already flooded or a 
confined floodplain with a rising water level as the breach is still evolving. In those tests, prior to overtopping, 
water was pumped into the floodplain until the water level reached the wood panel level. The water level in the 
floodplain was continuously monitored during each test and remained roughly at the desired level. 
 
2.3 Measurements 

Water levels in the main channel (and confined floodplain) were measured using ultrasonic sensors of ± 1 
% accuracy (mic+35/IU/TC by Microsonic). The drainage discharge Qd was deduced from the water level 
evolution in the drainage basin. The drainage discharge was limited at 2 l/s at the test start and at 1.2 l/s for 
the remaining test duration. The inflow discharge Qi was recorded using an electromagnetic flowmeter of ± 0.4 
% accuracy (Siemens MAG 5000W). The channel outflow discharge Qo was determined by measuring the 
water level downstream of the regulating weir and upstream of a rated V-notch weir. The breach discharge Qb 
was deduced from the mass balance in the main channel. 

The breach geometry development was monitored continuously using a non-intrusive laser profilometry 
technique. The method consists of the swiping of a laser sheet (Z-Laser Z30M18S3-F-640-LP75) over the 
breaching dike. The acquisition was set to Full-HD resolution (1920×1080 pixels) and a recording speed of 60 
frames/s. One complete swiping lasted about 1.5 second resulting in roughly 90 profiles for each 
reconstruction. Subaqueous parts of the dike that was subjected, was equally affected by refraction. This 
causes a biased image of the dike and consequently a distorted 3D reconstructed geometry that was 
addressed by adding a refraction correction module to the laser profilometry algorithm. This module relies on 
the Snell-Descartes law assimilating the water surface in the channel and floodplain to a horizontal plane and 
the flow across the breach is approximated as an inclined plane. Details of the breach geometry 
reconstruction are given by Rifai et al. (2016b). 

 

 
Figure 2. Three-Dimensional (3D) Dike geometry reconstruction. (a) raw images and (b) 3D reconstruction. 

 
3 RESULTS 
 
3.1 General observation on fluvial breaching 

Tests 3a, 3b, and 3c were conducted under the same boundary conditions and were aimed to assess the 
repeatability of the dike failure experiments. Figure 3a to d shows the longitudinal profiles of the dike and a 
good overall agreement between the three experiments is obtained. However, during the breach widening, 
effects of apparent cohesion appear on the emerged sides of the breach, and the breach expansion becomes 
less gradual, which can explain some gaps in the reconstructions regarding these parts of the breach. The 
evolution of the main channel water level and the breach hydrograph (Figure 3e and f) confirms the 
repeatability of the experiments as well.  

The qualitative description of the breaching process presented hereafter is valid for all laboratory tests 
without floodplain confinement. For the sake of brevity, results are shown for Test 3a only. 

By increasing the inflow discharge to Qi, the water level in the main channel increases and overtops the 
initial notch. Local erosion of the dike crest was triggered. During this very first phase, the erosion rate was 
relatively slow as the overtopping flow height was still very low. Gradually, as the breach deepens, 
overtopping heights increase and the erosion process was accelerated. Deepening and widening of the 
breach was observed with the breach centerline being shifted toward the downstream end of the channel. The 
hour glass shape of the breach, as reported for dam breaching experiments (Frank & Hager 2016; Rozov 
2003), forms but loses it symmetry as the breach expands. Upstream of the initial notch (x < 0.85 m), erosion 
of the channel side of the dike is observed. It was caused by the acceleration of the flow upstream of the 
breach (from 0.19 m/s to 0.97 m/s) increasing the shear stress applied on the channel-side of the dike. The 
breach widening continues exclusively toward the downstream of the channel by successive slope failures of 
the breach downstream side and transport of the collapsed material by the breach flow. 
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Figure 3. (a) to (d) Longitudinal profiles of the dike at different times, (e) water level evolution in the main 
channel, and (f) breach flow hydrograph for tests 3a, 3b, and 3c. 

 

Figure 4. Reconstructed breach topography for Test 3a. (--) indicates the position of the initial notch. 
 

3.2 Effect of inflow discharge 
Tests f1 to 5 were conducted with different inflow discharges (Table 2). Figure 5 shows the breach 

profiles for tests with Qi ranging from 0.02 to 0.05 m3/s. The dynamics of the breach evolution was strongly 
affected by the inflow discharge Qi. The breach deepens and widens faster for tests with a higher inflow 
discharge. Therefore, the duration of the breaching process was influenced by the flow velocity in the main 
channel. The breach shapes reveal also a higher erosion of the downstream side of the breach as the inflow 
discharge increases, as shown in Figure 5b and c. For all tests, the breach discharge Qb quickly rises during 
the first minute. For tests 1 and 2, the peak discharge exceeds the inflow discharge Qi. The breach discharge 
then tends to stabilize toward its final value that ranges from about 90 to 98 % of the inflow discharge. The 
gap between Qi and the final Qb increases as Qi increases.  

 
3.3 Effect of the floodplain confinement 

Tests 3a and 6 to 9 were conducted with different levels of the floodplain confinement. Figure 6 shows 
the variation of the channel water level and the breach discharge. Tests 3a and 6 were stopped because the 
breach reached the limits of the erodible dike (Figure 1). In contrast, tests 7, 8, and 9 were stopped as the 
breach stabilized. 

Figure 6b shows that a small floodplain confinement (16,7 %) had no effect during the first phase of fast 
increase in the breach discharge. Once the breach invert reaches the floodplain water level, the breach 
evolution was slowed down and the breach discharge Qb stabilize at a lower value compared to the test 
without floodplain confinement (Test 3a). Tests with higher CF show the same feature with an earlier deviation 
of the breach hydrograph from the reference test (3a). The water level in the main channel decreases as 
expected values close to the water level was fixed at the floodplain. The difference between the stabilized 
channel water level and the floodplain water level decreases as CF increases. This observation agrees with 
low values of Qb of the corresponding tests and to the decelerated breach evolution rate (Figure 7). 
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Figure 5. Longitudinal breach profiles at different times (Test 4 ended at t = 481 s). (····) indicates initial dike 

profile shape. 
 

 
Figure 6. (a) Water level evolution in main channel, (b) breach flow hydrograph. 

 
Overall, the breach evolution was highly influenced by the floodplain confinement (Figure 7). Increasing 

the floodplain confinement level leads to the erosion of the channel side of the dike and the upward breach 
widening decrease. The breach deepening and downward widening were also reduced and the overall breach 
extent was limited. On the other hand, the breach geometry shows a clear preferential pattern of the breach 
flow, with the breach channel contracted toward the downstream of the channel. The breach channel deviation 
angle to the channel axis was lower for higher floodplain confinement levels. 

  
4 DISCUSSION 
 
4.1 Breach widening 

In the case of a frontal configuration (i.e. dam configuration without any downstream confinement), the 
evolution of the breach is a function of the water level upstream of the dike and the intrinsic characteristics of 
the dike material (Coleman et al. 2002; Froehlich 2008). The breach geometry displays a symmetrical 
evolution as the breach flow remains symmetrical as well. The present experiments conducted with a flow 
parallel to the dike axis strongly differ from analogous frontal experiments where the breach develops almost 
exclusively in the channel flow direction and the channel flow momentum has a strong impact on the breach 
widening. As presented in section 3.1 and illustrated in Figure. 4 for the test 3a, in all tests, the breach starts 
developing almost symmetrically with an hour glass shape, in agreement with dam configuration observations. 
However, the channel flow momentum causes the breach flow distribution to be uneven and more 
concentrated toward the downstream of the channel, and thus, the breach gradual erosion moves to be more 
concentrated toward the same side. As the breach expands and the upstream channel flow velocity increases, 
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the channel flow momentum increases and erosion intensifies at the downstream channel side of the breach 
toe. The breach expansion is less gradual and marked by consecutive slope collapses exclusively on the 
channel downstream side. 

 

Figure 7. Reconstructed topography of the final breach for different levels of floodplain confinement: 
 3a (a), 6 (b), 7 (c), 8 (d), and 9 (e). (--) indicates the position of the initial notch. 

 
Experiments conducted with different inflow discharges highlight this aspect. An increase in the channel 

inflow discharge results in faster breach widening, increasingly shifted toward downstream, and a more 
profiled breach shape (Figure. 5). The increase in the channel inflow discharge also affects the orientation of 
the breach channel. For a given breach width, the breach deviation angle increases with increasing inflow 
discharge, which underlines the impact of the channel flow momentum on the breach widening. 

 
4.2 Breach deepening 

In the presented tests, the breach evolution is mainly governed by bed load caused by the flow shear 
stress over the breach invert. Thus, the breach evolution is a result of; firstly, a deepening of the breach 
caused by the erosion of its invert and a simultaneous adjustment of the breach sides to satisfy the friction 
angle of the dike material. This is reflected by the almost parabolic breach invert during the gradual breach 
evolution phase (Figure 5a). The reduction of the difference of the water level between the upstream and 
downstream sides of the breach due to floodplain confinement reduces the breach flow velocities and 
therefore the subsequent bed load. The breach evolution (both the widening and deepening) becomes slower. 
In addition, the “fan opening” of the breach flow at the floodplain induces a reduction of the sediment transport 
capacity of the flow and the deposition of the eroded material at the breach toe (Figure 7d and e). At the final 
recorded states, the breach invert levels at the crest section are 0, 0, 0.01, 0.06, and 0.14 m for tests with Zc = 
0, 0.05, 0.1, 0.15, and 0.2 m respectively. For tests in which the non-erodible bottom of the model was not 
reached (i.e. Tests 7 to 9), the maximum breach flow depth is about 0.09, 0.09, and 0.06 m (for Zc = 0.1, 0.15, 
and 0.2 m respectively), denoting to a decrease in the erosion capacity of the flow. 

 
5 CONCLUSION 

Laboratory experiments are conducted to better understand overtopping induced fluvial dike breaching. 
The breach geometry is continuously monitored with a non-intrusive high resolution technique. Two series of 
tests have been presented, investigating: (1) variations of the inflow discharge and (2) modifications of the 
floodplain confinement level. Tests show that erosion occurs preferentially in the direction of the flow in the 
main channel and the breach widening is intensified by the increase in the inflow discharge. The breach 
evolution rate is also found to be highly dependent on the floodplain confinement because previous or ongoing 
flooding of the floodplain hampers the erosion rate and induces shallower breaches.  

Undoubtedly, fluvial dike breaching differs from dam breaching as the channel flow momentum has a 
strong impact on the breach evolution process. The breach evolution and formation time cannot be expressed 
only as a function of the water level upstream of the dike and of the intrinsic dike characteristics; a 
characterization of the flow momentum must be included. In addition, flooding downstream of the breach is 
often observed during dike breaching events and its feedback on the breach development or stabilization 
should be considered. Such peculiarities of the fluvial configuration are to be accounted for in the prediction of 
breach evolution because usual dam breach models do overlook these effects.  

The present study is an addition to existing literature on dam breach configurations and is part of ongoing 
work aiming to study overtopping induced fluvial dike breaching, covering a broader range of main channel, 
floodplain and dike configurations as well as dike material. 
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ABSTRACT 
 
The current river health assessment is mainly done by multi-index evaluation method, and the decisive factors 
are index, weight and index assignment. Due to the variation of rivers, the construction of index system and 
assignment of weight and index are ambiguous, complex and subjective. Based on these facts, this paper 
puts forward a new method of river health assessment based on the summary of previous studies which is the 
IWE method. In the IWE method, the weights of different rivers are relatively fixed and widely applicable, but 
the threshold values which determine the index assignment are variable and changeable with different rivers. 
The steps of river health assessment by IWE method are as follows: firstly, construct a Widely applicable 
index system; secondly, assign the weight of each index to be a fixed value which is appropriate for all kinds 
of rivers; thirdly, show the index quantification method and threshold index assignment principle variable to 
adapt to different rivers, namely the index key threshold variable to reflect the different types of rivers and 
lastly,assess the river health by comprehensive health index of each index and the weight assignment. Here, 
it should be noted that the river health assessment should focus on the valuation of different indicators, and 
carry out river ecological restoration plus management accordingly. 
 
Keywords: IWE method; river health assessment; weight; assignment; critical threshold. 
 
 
1 INTRODUCTION 
 With the development of ecosystem health, the healths of rivers are being paid more and more attention, 
and the research on river health in China has a long history of more than 20 years. However, until now, the 
connotation of river health is not unified, and the principles, methods, indicators and standards of river health 
assessment vary from one and another, 
 What is a healthy river? At present, domestic and foreign scholars has given many definitions. Simpson 
et al. (1999) and Karr (1999) respectively regarded the undisturbed rivers and the ones which are disturbed 
but their value are not degraded now and in the future as healthy rivers. Fairweather (1999) introduced the 
social value of river system and the political and economic factors into the river health assessment. Rogers 
and Biggs (1999) set the goal of river health management as the basis of social expectations. According to the 
situation of our country, most scholars believe that the river health evaluation is the foundation of river 
protection and management and sustainable utilization (Wu et al., 2005; Gao, 2006; Wang et al., 2014). 
Based on this understanding, the river health assessment highlights the guidance of river management. In 
order to survive and develop, the necessity and rationality of development of water resources should be taken 
into account in the river health (Meyer, 1997; Vugteveen et al., 2006).In the process of China's rapid economic 
development, the contradicting problems between human and river are increasingly serious based on the 
current social and economic structure and the level of science and technology. In addition to the needs of the 
theoretical research, river health assessment should also be the guiding role of river management in future. 
 At present, the main method of river health assessment is multi-index method. The three decisive factors 
in multi-index river health assessment are: index, weight and index assignment respectively. Domestic and 
foreign scholars do a lot of research on the factors (Boulton, 1999; Wang et al., 2014). However, the 
calculation of the comprehensive index of river health is often subjective and is often difficult to compare and 
thus it becomes a difficulty in river health assessment. In order to promote river ecological protection and 
restoration work, plus be convenient for the river health assessment and management work, it is in urgent 
need of a set of simple and objective methods which are suitable for the national conditions. This can be used 
to achieve horizontal contrast and for decision making. Based on this, summing up the previous research and 
study, this paper puts forward a new method: IWE method, which the three factors are effectively combined 
with simple, scientific and feasible method of river health assessment. 
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2 SUMMARY OF RIVER HEALTH ASSESSMENT 
Multi-index evaluation of river health is the main method to evaluate river health at home and abroad. 

Among the multi-index evaluation of river health cases, the representative ones are mainly in the United 
States, Australia, Britain, South Africa and the European Union and others (see Table 1). 

 
Table 1. Multi-index for main river health assessment. 

Australia ISC 

Evaluation content: Based on the 5 evaluation factors, such as river hydrology, water 
quality, aquatic life, morphological characteristics and riparian zone, the evaluation index 
system of the 22 indexes was constructed 
Main principle: The index assignment was to compare the current situation of the river and 
the reference system, and to evaluate the health status of the river on the basis of scoring 
(Parsons, 2002) 

America RBPs 

Evaluation content: The index including algae, macroinvertebrates, aquatic organisms, 
fish and habitat 
Main principle: Standardization for monitoring and evaluation methods (Barbour et al., 
1999) 

The UN  

Evaluation content: Background information, river data, river bank erosion, riparian zone 
characteristics, sediment characteristics, vegetation types, land use and other indicators 
Main principle: Evaluation of river ecological environment by investigating the difference 
between the current situation and the state of human disturbance (Raven et al., 1998) 

The EU 
EU Water 

Framework 
Directive 

Evaluation content: Evaluation elements including biological, hydrological, chemical and 
physical (Chave, 2001; Wang et al., 2014) 

China MWR V1.0 

Evaluation content: The index system was constructed from five factors: hydrology, water 
quality, biology, physical structure and social economy 
Main principle: It can provide reference for the construction of index system, the  
quantification of index and the determination of index threshold (The Ministry of Water 
Resources Water Conservancy Department of River Lake National Health Technology 
Group, 2010) 

 
There are two main differences between domestic and foreign methods of river health assessment. One 

is the foreign assessment emphasis on river ecosystem health where the service function of the rivers is 
regarded as an important part in domestic research. The other is foreign evaluation criteria for each indicator 
by comparing between the the current state and the state without interference, which is constantly changing. 
In order to construct a universally applicable method for most rivers in China, the China Yangtze River, the 
Yellow River and the Pearl River system in accordance to health assessment experience and the domestic 
evaluation criteria for each indicator is trying to be established at a relatively consistent evaluation standard. 

The three decisive factors of river health assessment are index, weight and index assignment, 
respectively. The index system, despite that the name may be different and it’s connotation and the 
significance may be variable, it involves five elements including river hydrology, water quality, biological, 
physical form and service function (or social economy).So far, it is widely believed that the index weight of 
each river varies with river types and plus the methods of assigning weight are plenty, such as AHP (Deng et 
al., 2014), fuzzy evaluation method (Wang, 2007), multi level grey correlation method (Luo, 2008) the 
combination-weight method (Shan et al., 2012) and expert-evaluation method. As for index assignment, 
however, current research focuses on index system scoliosis surgery and little research focus on 
standardization of index assignment (The Ministry of Water Resources Water Conservancy Department of 
River Lake National Health Technology Group, 2010; Wang et al., 2014; Wu et al., 2005). 

The previous three factors: index, weight, the index assignment varies at various rivers. This means, 
even for the same river, scholars will get different conclusions because of different professional knowledge 
and research purposes with great subjectivity of index type, index weight and index assignment at different 
points.  The weight given by different scholars will be different and the evaluation results are not the same as 
well. For different rivers, the difference will be greater. So these methods are unable to avoid the influence of 
subjective factors on the distribution of the weight.. For example, at the same river, experts in different fields of 
river health assessment’s results can be never be compared due to variety of datsat the same point of 
river,and because of this the  evaluation results can never be a good guide for use of management and 
recovery of the river. The index system and weights that is constructed by such a set of methods that it is 
applied only to a river health assessment will not be applicable for others and will not be suitable for the 
promotion of the subjective data. This is the reason why it is difficult to compare between different river health 
assessment results. There is also a great deal of doubt about the allocation of weights, and many scholars 
begin to doubt the reliability of multi index evaluation of river health. Some scholars prefer to show the results 
of the radar map for each element of the river evaluation rather than give a comprehensive assessment index 
of the health of the river (Wu et al., 2005). Therefore, it is urgent to find a standardized method of river health 
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assessment, which is applicable to a wide range of rivers and at the same time is simple and feasible where 
the results are credible. 

 
3 PRINCIPLE OF THE IWE METHOD 

IWE method (Index-Weigh-Eigenvalue method, namely Index-Weigh-Index assignment method) was use 
to solve the problem of weight assignment. First of all, we will discuss the problem of allocation of index 
weight. Here we discuss whether it is possible for only one kind of weight allocation method to be used which 
will be suitable for all types of river health assessment. IWE method means that the weight of the index is 
subjective but objective existence will not vary with the various rivers. Weight is the main understanding point 
related to the importance of various evaluation factors (hydrology, water quality, biological, physical structure, 
habitat conditions, service function) of river health assessment. These factors are the response of people’s 
attention on importance of river health under certain social and economic conditions. So in a certain historical 
period, the weight is relatively fixed. However the assignment of the index changes, where the valuation 
criteria of the index changes with different types of rivers. River health is a relative concept, which is 
subjective and fuzzy in the scientific sense, including the public expectation of the river and the value 
orientation of different social backgrounds (Sun and Hu, 2008). Therefore, the valuation of each index should 
be a reasonable valuation after the consideration of the public health of each river with minimum acceptable 
value, the best state value and the worst state value (unacceptable value). It should not be a unified standard. 
Such as the city river, the public expectation on river water quality standard is class III. If the water quality 
reached class III,, people will think it as the health of rivers in the city where the assignment points should be 
60 points and above (out of 100 points). For rivers in the ecological protected area, the public's expectations 
of the river water quality should be class II, or even better if class I. This is a comparison of two distinct cases, 
where although the standards of water quality index assignment changes, but the awareness of the 
importance water quality has not changed especially the weight of importance does not change. For another 
example, the importance of the rivers function to human being which in the urban river has a high degree of 
concern. The function of rivers to human beings in ecological point of view for rivers in protected areas has a 
higher degree of concern. However, in order to maintain a healthy river, it requires rivers in city areas to make 
the best out of the human activities while the rivers in the ecological protected areas should control human 
activities to be within a certain range. In other words, in two different situations, people's attention to the index 
will never change.  This is where, the index assignment criteria have changed, which is decided by critical 
threshold. For another example, in urban rivers, people do not need a lot of fish in the river and the low fish 
diversity index is high enough to meet people's health requirements. However, the fish diversity index must be 
protected at high value in the rivers with the ecological function. Therefore, from another perspective, the 
weight is unchanged, but the index assignment standard (by different critical threshold can be realized) is 
constantly changing where the critical threshold of each river index is not the same. 

At fixed weight, the index assignment of each river is different. The evaluation of each index, must be 
considered for each specific circumstances of the river. Based on the specific geographical location, climate, 
human activities, social and economy growth and science and technology level, several critical thresholds 
values of rivers are delineated. Thus, they must include four thresholds as follow: (1) the maximum value of 
index that the river can reach in a particular geographical and climatic conditions without human disturbance. 
(2) The historical value of index which the river is in a healthy state in history. (3) The lowest acceptable value 
that the public can accept in current human social, economic, scientific and technological conditions and (4) is 
the index value of serious interference and destruction. While doing the river health evaluation, only the 
current situation of each index was compared with a critical threshold. According to the comparison results, 
the index assignment can be calculated.  

The key idea of IWE method is based on the principle of constant weight: firstly, construct a Widely 
applicable index system; secondly, assign the weight of each index at a fixed value which is appropriate for all 
kinds of rivers; thirdly, show the index quantification method and threshold index assignment principle variable 
to adapt to different rivers, namely the index critical threshold variable to reflect the different types of rivers 
and  lastly, assess the river health by comprehensive health index of each index and the weight assignment. 
In a changing world, IWE method is a method that use fixed index, weight and variable index assignment 
standardization to assess specific rivers. 
 
4 METHOD APPILICATION 

The purpose of the IWE method was to find a simple and feasible method, which was applicable to all the 
multi-objective river health assessment and is fast and feasible. The core idea is to fix the two factors of the 
river health evaluation of the three factors where indicators and weights are unchanged. The method was 
divided into the following four steps: 

 Step 1 Construct the index system  
Since the construction of index system and the quantification of indicators were well-documented 
elsewhere, we would not describe it in this article. Here are some reference of research on the 
construction of index system (The Ministry of Water Resources Water Conservancy Department of 
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River Lake National Health Technology Group, 2010;  Gao et al., 2007; Wu et al., 2005; Feng et al., 
2014).  

What needs to be emphasized here is the index system constructed by IWE method are the 
description of the river condition, where the indicators are reflected in the current situation of various 
elements of the river. The index cannot be directly assigned according to the size of the quantitative 
indicators, but need to be compared with the reference point or the desired value that can be 
assigned. 

The 6 elements of river health assessment (hydrology, water quality, biological, physical 
structure, habitat, service function) must be involved in the index system. Each evaluation element 
must choose at least one index (if it is not within the scope of the service function of river health 
assessment, it can be omitted.). According to the different rivers, a few key indicators were selected 
to characterize the elements of the river situation. The choice of each element in the evaluation of 
1~4 indicators was appropriate (other indicators can be added depending on the specific 
circumstances). Available indicators are shown in Table 2. 

 
 Step 2 Assign the fixed weight 

IWE method considers the importance of each element weight and index weight were fixed values. 
In order to get the objective weight values, this paper adopts the method of statistics. In this paper, 
the distribution of the weights were averaged for the representative multi-index river health 
evaluation in the multi-objective method calculated in our country, which may be the closest to the 
public expectation. Combined with some expert opinions, we amend error as close as possible to 
the current social concern for each index value. This article refers to the weight assignment 
examples (Gao et al., 2007; Shan et al., 2012; Deng et al., 2014;). The statistical results of weight 
are shown in Table 2. 

 
Table 2. The index and weight of IWE method. 

Elements and weight Index and weight 

hydrology (0.08)  Runoff fluctuation index (1)  

Water quality (0.12)  

dissolved oxygen index (0.15)  
Water temperature variation (0.1)  
Sediment index (0.3) 
Organic-pollutant index (0.15)  
Heavy-metal index (0.3)   

Hydrobios (0.15)  
Fish index (0.3)  
Plankton index (0.3)  
BIB index (0.2) 

Physical structure (0.15)  
Riverbank stability (0.4)  
River connectivity (0.4) 
 Riparian human disturbance index (0.2)  

Habitat (0.1)  
Wetland index (0.3)  
Vegetation Coverage index (0.4) 
 Ecological water guarantee rate (0.3)  

service function (0.4)  

Flood control index (0.1)  
Landscape suitability (0.35)  
Natural vegetation coverage (0.3) 
Water utilization (0.25)  

Note: the weight is in the brackets. The weight of specific indicators can be added or deleted accordingly. 
 
 Step 3 Select the critical thresholds 

According to IWE, because the rivers are situated at a specific geographic location, climate and 
environment, social and economic conditions, can be considered as the best expected index value 
and it will not the same from one place to another. Due to the public demand at th river basin, 
expected index was not the same. Therefore, the valuation of each river is not the same and each 
index needs to be assigned according to the specific conditions. The variation of the standard value 
of the assignment was reflected by the change of the critical threshold: 
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Table 3: Selection and assignment of critical thresholds 
Critical 
threshold 

Description and acquisition of critical threshold 
Eigen value 

Best expected 
value 

It is the prediction that the maximum value of this index can be 
achieved without human activity, which needs to be combined 
with the actual situation of the river. 

100 

Historical 
value 

The actual value of the index in the case of historical human 
activities. It is necessary to select the historical data of the river 
with less interference and related data. 

80 

Minimum 
acceptable 
value 

It is the critical value of the river health or not. In the current 
social, economic and technical conditions, under the condition of 
not destroying the sustainable development, the public can 
accept the minimum value of the index of the river. This can 
refer to the specific requirements of the government indicators of 
the river, or consult the relevant experts. 

60 

Serious 
threaten value 

The public thinks the river health has been seriously threatened. 
Not only the production and living of human beings have been 
seriously threatened, but also the ecological environment has 
been destroyed. Urgent need for river management. 

30 

Completely 
destroyed 
value 

Ecology has been destroyed by the destruction of human beings 
and the river has been unable to maintain the production and 
life. 

0 

 
 Step 4 Calculation and evaluation  

The weight of each index multiplied by its’ eigen value,is the index assignment, and then add the 
results of all the index and get the river health Synthetic index. The formula is as follows: 

 

                                   




N

1i
hR ii EW

                                                   [1] 
 

Where the Rh is river health Synthetic index, N is the number of the index, Wi is the index weight, Ei  
is eigen value of the index or the index assignment. 

 
5 DISSCUSSION 

Is it appropriate for us to assess river health in fixed index and weight or various index assignment 
criterions? At present, the multi-objective river health evaluation of our country thinks that the index weight of 
river health assessment must be variable with rivers. Because if the index weight of the river was fixed, there 
would be many contradictions. For example, in rivers ecological protection zone, the area of the sources of the 
river water quality index and the biological index are so important that the rivers health could only depended 
on them. If these two indicators were in good health, the public would regard these rivers are healthy. If these 
two indicators were unhealthy, the rivers would be unhealthy. So the public think the weight of these two 
indicators must be very large, while the function of the river for human services must be very small or 
negligible. For urban rivers, water and service functions of the river are very important, the weight of both must 
be very large". First of all, we do not deny that there is a certain sense of rationality. But in the case of fixed 
weight, it can also be a scientific evaluation of two different types of river health, which is conflicting or 
contradictory with the former method. As a matter of fact, the service function of rivers in ecological function 
protection area is as important as that of City Rivers. However, the public subjectively ignore a fact that the 
service function in the river at ecological protection zone must be kept at a very low state to be considered as 
a healthy river, while the service function in the city river needs to be relatively at high status to meet the 
public requirements. In other words, what has changed is the index assignment criterion and not weight in two 
distinguished cases. 

Due to limitation in academic level and professional knowledge, the weight distribution in this paper may 
be biased and assert. If it is agreed that the weight is fixed and invariable, the next step is to explore the 
distribution of the weight. A way to unify the critical threshold criterion is another important research. The 
future work must focus on the identification criteria of critical thresholds to be a guide to the national river 
health assessment 
 
6 CONCLUSIONS 

The weight of the index is fixed, and the evaluation criterion of the index (the determination of the critical 
threshold) is changed by the river. Therefore to construct a universal index system, each index system should 
be given a constant objective weight status, index quantification method and a set of standardized description 
of the river according to the specific circumstances of each river. The critical threshold of each river must be 
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compared with the critical threshold for the index value according to the status quo of the rivers. Finally, the 
index assignment, the index weight and index value of river health must be obtained from the compared data. 
Finally a simple standardization of weights and indicators, with the changing evaluation criteria (that is, the 
threshold of change) can be used to reflect the different rivers health. 
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ABSTRACT  
 
Experimental and numerical simulations were carried out to study the suitability of widely used numerical 
models for the flow structure interaction problem in context of turbulence characteristics around cylindrical 
bridge pier. Present study mainly concentrates on the comparative study between the results obtained from 
experimental and numerical determination of turbulence characteristics. To capture the continuous point 
velocity data during the experimentation, Acoustic Doppler Velocity meter (ADV) was used.  Pre and post 
processing treatment was done for the Acoustic Doppler Velocity meter (ADV) data used in the determination 
of turbulence characteristics around the bridge piers by phase thresholding Method. The obtained results were 
compared with the numerical simulations carried out using the ANSYS FLUENT computing tool. The 
turbulence characteristics across the depth of the flow were quantified by measuring the vertical distribution of 
time averaged velocity and Turbulence kinetic energy. The same experimental setup and flow conditions were 
simulated in the ANSYS FLUENT with k-ɛ model and same turbulence characteristics were commutated after 
extracting the velocity magnitude in XY plane. It has been concluded that the results obtained from k-ɛ model 
are in good agreement with the experimental results.  

 
Keywords: Flow structure interaction; phase thresholding; ANSYS FLUENT; turbulence characteristics; acoustic 

doppler velocity meter (ADV). 
 
 

1 INTRODUCTION 
Water flows in an open channel under the gravity. When it comes in contact with an obstacle, flow pattern 

changes around the obstacle. In the present study, circular pier is being considered as the obstacle. When 
flowing water passes by pier, it generates a lot of turbulence. For a better insight into the turbulence and flow 
field around the circular pier in clear water equilibrium scour condition, many researchers such as Melville and 
Raudkivi (1977), Melville (1975), Dargahi (1989), Muzzammil and Gangadhariah (2003), Dey and Raikar 
(2007), Graf and Yulistiyanto (1998), Kirkil et al. (2009) and Ettema et al. (2006), have greatly contributed in 
this area. In the Subhasish Das (2015) experimental study for two identical circular piers, it was shown that 
the eccentric pier arrangement and the interference between the piers play an important role in the creation 
and formation of the greater scour depth at the eccentric rear pier. Vortex strength of the eccentric rear pier 
was found to be higher than the front pier. 

Roulund et al. (2005) experimentally showed that the horseshoe vortex around single circular pier is 
greatly influenced by the pier Reynolds number, boundary-layer thickness, and bed roughness. Application of 
experimental study to the real world problems may be less reliable. Cost in restoring the damaged structure 
may be large but the cost associated due to interruption in the traffic is five times greater (Rhodes, 1999). 
However, most of the studies have been done in flumes under idealized conditions, such as uniform sediment, 
steady flow, simplified geometry, etc. Therefore, their applications to field situations may still be problematic 
and may produce questionable results. Collecting large data related to flow properties and scouring process 
may not be feasible. Therefore, there is a more satisfactory alternative which is to simulate the flow field and 
scouring processes accurately using a 3D numerical model (Esmaeili 2009). From the literature, it has been 
observed that model results obtained using the RNG (Re-Normalisation Group) and k- ε models show some 
inconsistency with the measured bed shear stress. For the flat bed condition Reynolds stress model 
performed well in simulating shear stress distribution and velocity distribution around circular pier. As 
compared to field observed scour depth, available scour equations commonly overpredict (Bhesti, 2010). 
Johnson (1995) compared seven of the commonly equations using a large set of observed field data, for both 
clear-water scour and live-bed, and concluded that there is still a need for additional research on the scour 
process.  

Turbulent flow around a bridge pier is a classic case of a complex flow that has been studied both 
computationally and experimentally by Melville and Raudkivi (1977),  Dargahi (1990),  Ettema et al. (2006), 
Dey and Raikar (2007).  A computational fluid dynamics (CFD)-based simulation methodology using a 
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dynamic mesh updating technique is proposed. This method can numerically describe the complicated 3D 
scour behavior around the piers of bridges. By redeveloping a commercial CFD computer program, the 
transient shear stress in a k- ε turbulence model was first calculated, where the shear stress was regarded as 
a key parameter to judge the sediment incipient motion in scour process. Then, the dynamic mesh updating 
technique was implemented to assure a practical and accurate scour simulation by individually updating the 
finite element (FE) model nodes of the riverbed in each time step. In the present study, ADV (Acoustic 
Doppler velocity meter) was used for the measurement of the flow velocity across the depth.  

From the literature, it has been found that RNG approach, which is a mathematical technique to derive 
turbulence, similar to K-ɛ model, results in a modified form of the epsilon equation which attempts to account for 
the different scales of motion through changes to the production term. RNG has shown improved results for 
modelling rotating cavities, but show no improvements over the standard model for predicting vortex evolution 
(Yakhot, 1992). Since the vortex plays very important role in the scour phenomenon and RNG has no significant 
improvement in the results at the higher cost of computation, K-e model is being used for the study to simulate 
turbulence and its effect on the scour.  In the present study, ADV was used for the measurement of 
instantaneous point velocity. Then, experimental results were compared with the widely used k-ɛ model. 
Objective of this research is to compare the numerical and experimental results of turbulence quantification in 
uniform flow condition around the circular cylinder. There are many researches which have compared 
experimental and numerical results but all were in Cartesian coordinates systems. None of the studies have 
shown the comparative results in cylindrical coordinates. Present study mainly focused on extracting the 
experimental point velocity in cylindrical coordinates and at the same points, numerical results were 
compared.    

 
2 EXPERIMENTAL SETUP AND DATA COLLECTION 

The experimental set up, designed and developed as part of present study included recirculating tilting 
flume of size 15.0 m X 0.89 m X 0.6 m (L x B x H) with complete arrangements like centrifugal pumps, 
recirculation pipe, digital flow meter, tail gate, sediment traps, sediment feeder with conveyor belt, water level 
sensors, downstream water collection tank, instrument carriage, pointer gauge and stilling arrangement at the 
inlet of the flume. Besides, the line sketch of complete experimental set-up is shown in Figure 1. 

 

Figure 1. Side view of recirculating flume,flume parts: (1) up-stream tank (2) screw-jack (3)sediment feeder 
(4) instrument carriage (5) sediment trap (6) tail- gate (7) volumetric tank (8) down stream reservoir (9) pump 

unit (10) digital fow -meter. 
 

3 DATA COLLECTION  
The instantaneous three-dimensional (3D) velocity components were measured using a 16 MHz 3D 

Acoustic Doppler Velocimetry (MicroADV) of SonTek/YSI. Vertical distributions of the instantaneous flow 
velocities have been measured at every 2cm interval. The ADV sampling stations were located along the 
centre line of the flume. ADV measurements were taken above 0.5 cm from bed and up 6 cm below the water 
surface by using down-looking probes. The measurements for velocity components were made in vertical 
planes of symmetry, respectively, in radial planes at θ =0°-180° at every 30° interval. Here, angle α = 0° 
accord with the central line of the flume and the pier from the upstream side. Velocity distributions the vertical 
profiles at radial distance, i.e., r = 7cm,10cm,15cm, 20cm, 25cm and 30cm were observed in each of the 
radial planes. Data measurements points in radial planes and distances are as shown schematically in Figure 
2.  
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Figure 2. Schematic representation of data collection points. 

 
4 FLUENT MODEL DESCRIPTION AND MODEL SETUP 

K-ɛ turbulence two-equation models allow the estimation of both a time scale and turbulent length by 
solving two separate transport equations. Standard K- ɛ determines the turbulence kinetic energy, and its rate 
of dissipation, from the following transport equations, (Fluent Theory Guide, 2013) 
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where, Gk represents the generation of turbulence kinetic energy due to the mean velocity gradients, Gb is 
the generation of turbulence kinetic energy due to buoyancy, Ym represents the contribution of the fluctuating 
dilatation in compressible turbulence to the overall dissipation rate, C1ɛ, C2ɛ, C3ɛ, are constants. σk , σk are the 
turbulent Prandtl numbers for k and ɛ respectively. Sk and Sɛ are the user defined source terms.  

The turbulent (or eddy) viscosity, µt is computed by combining k and ɛ as follows  
 

௧ߤ					                                                               ൌ ఓܥߩ
మ

ఌ
                                                      [3] 

 
where ܥఓ is a constant 

In the fluent modal constants such as C1ɛ, C2ɛ, C3ɛ, σk  and σk uses the following default values (Fluent 
Theory Guide, 2013) 

 
5 DOMAIN DESCRIPTION 

A single phase model having only water as a flow domain was considered and the free surface of the 
flume was taken as the symmetry boundary condition. By doing this, simulation of multiphase problem having 
air at the top of the water can be avoided. User can also adopt multiphase problem considering air on the top 
of the free surface. Pier model and flow domain was developed using the space claim application of the 
ANSYS Fluent 18.10. Figure shows the pier model and the flow domain. Dimension of the pier was selected to 
be exactly the same as the experimental model and flow domain width and the depth were kept in conjunction 
to the flume size but the length was kept ten times the height of the pier. As per the literature, length of the 
flow domain can be kept 4-6 times of the model’s largest size. Figure 3 shows the flow domain and pier model 
placed at the center.  

 
6 MESHING   

Result of CFD simulation mainly depends on how fine is the mesh but it costs high computational time. 
Meshing has to be made finer at the locations where turbulence has to be captured more precisely. Near the 
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wall and vicinity of the pier requires fine meshing. Fine meshing is done using the inflation command in Fluent. 
Mesh sizing was kept to be 5mm. The meshing of flow domain and the pier model are shown in figure 4. 

 

 
Figure 3. Flow domain and pier model placed at the center, 1 flow domain 2. pier model. 

 

 
 

 
Figure 4. Meshing of flow domain and pier model. 

 

1 
2 
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7 BOUNDARY CONDITIONS  

Proper boundary conditions similar to experimental setup were given into the FLUENT K-ε model. The 
inlet boundary condition was specified as velocity inlet with average velocity of 0.13m/s. The outlet condition 
was given as pressure outlet. The top surface of the flow was set to symmetry boundary. The pier, side walls 
and the bottom of the domain were set as no-slip wall condition.  

 
 

8 MODEL APPLICATION   
 model is widely used for the many applications such as flow structure interaction problem in medical ߝ – ݇

field, aerodynamic applications and turbulence characterization in open channel. The aim of the study is to 
validate ݇ – ߝ model for pier flow interaction and this study can be further extended to study of scour around 
the bridge pier. Three dimensional ݇ – ߝ model under steady state and pressure based simulation were carried 
out.  For pressure-velocity coupling, SIMPLE scheme was adopted. Second-order Upwinding Scheme was 
adopted for spatial discretization. 

 
9 RESULT AND DISCUSSION 

 
9.1 Vertical Distribution Of Time Averaged Velocity 

The normalized profiles of mean flow velocities along flow direction (u+), perpendicular to flow direction 
(v+) and normal to flume bed (w+) . Hydraulic parameters for the experimental run are shown in Table 1. 

  
Table 1. Hydraulic parameters. 

Details  Magnitude

Flow Depth (cm) h  26 

Aspect Ratio (B/D)  1.48 

Water Surface Slope, So  0.0009 

Flow Rate (Q) (Cumec)  0.03 

Froude Number, Fr  0.04 

Sediment Size (mm) (d50)  0.75 

 
Figure 5-8 shows the velocity distribution at zero angle.  From the figure 5-8, it can be seen that 

magnitude of velocity near the bed was higher for the K-ε model as compared to experimental results. As the 
depth increased, velocity became more uniform than the actual velocity distribution. Near the free surface, 
actual velocity was higher than that of the K-ε model. From figure 9, it can be seen that velocity distribution 
near the structure towards upstream direction was more uniform and at downstream of the structure, and 
there was a lot of vortices. Velocity in all the planes except θ=180o was almost uniform, and there was a lot of 
turbulence in the downstream plane. 

 

Figure 5. Velocity distribution at 7cm plane. Figure 6. Velocity distribution at 10cm plane. 
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Figure 7. Velocity distribution at 15cm plane. . Figure 8. Velocity distribution at 20cm plane. 
 

 
Figure 9. Velocity vectors at different planes in cylindrical co-ordinates. 

Θ=0o Θ=180o 

Θ=30o Θ=150o 

Θ=90o 

Θ=120o Θ=60o 

P
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In the present study, it is mainly focused on the performance of the model spatially as well as the error 

difference between the actual and predicted model. 
 

9.2 Turbulence Kinetic Energy  
The stream wise instantaneous velocities were decomposed into mean and fluctuations. Turbulence 

intensity is the “root mean square” of the fluctuating velocity components. 
A turbulence intensity of 1% or less is commonly considered low and turbulence intensities larger than 

10% are considered high.  Turbulence kinetic energy (TKE) is the mean kinetic energy per unit mass 
connected with eddies in turbulent flow. Physically, the turbulence kinetic energy is considered by 
measured root-mean-square (RMS) velocity fluctuations. Figure 10-14 show the TKE at different planes 
across the depth.  From the figure 10-14, it can be seen that TKE was always greater at 10o or 15 o section in 
any planes. Another interesting thing observed is that TKE was always greater at the bottom of the channel 
but the same is not the case for the 1800 plane. TKE is greater between 15cm to 20cm above the bed.  

 

Figure 10. TKE at 00 plane. Figure 11. TKE at 300 plane. 
  

Figure 10. TKE at 90 0 plane. Figure 11. TKE at 1500 plane. 
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Figure 12. TKE at 180 0 plane. 

 
10 CONCLUSIONS 

For the present study, it has been attempted to compare widely used K-ε model with the experimental 
data. Boundary conditions which were maintained in the experimentation, was maintained in the same way in 
the CFD simulation with the K-ε model. From the study, the following points were observed. Velocity near the 
bed was greater for the K-ε model as compared to experimental results. As the depth increased, velocity 
became more uniform than the actual velocity distribution. Velocity in all the planes except θ=180o was almost 
uniform, and there was a lot of turbulence in the downstream plane (θ=180o). Velocity at the 0 o plane was 
more uniform than the velocity at the 180 o plane, this is the reason for more scour towards the downstream of 
the pier. K-omega model performs better in less turbulence zone. TKE was always greater at 10o or 15 o 
section in any planes. Another interesting thing observed was that TKE was always greater at bottom the 
channel but the same was not the case for the 1800 plane. TKE was greater between 15cm to 20cm above 
the bed. 
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ABSTRACT  

 
Tran Thi Ly is one of the large bridges on Han River, Danang, Vietnam. This bridge plays an important role in 
regional socio economic development. However, its construction is judged to affect particularly flow regime 
and morphology of Han River. It may cause serious consequences towards river bank and work stability. In 
order to reduce the negative impacts, there is a need to estimate the variation in hydrodynamic of Han River 
under the impact of Tran Thi Ly Bridge. For this purpose, one TELEMAC 3D is established to represent, in 
detail, Han River flow process before and after Tran Thi Ly construction. The study is expected to analyze 
reasonable level of Tran Thi Ly Bridge’s hydraulic aspect as well as to provide basic scientific bases for 
mitigating any unexpected consequence. The paper also demonstrates TELEMAC 3D ability in simulating the 
river hydrodynamic regime and in determining the river’s variation due to outside factors.  

 
Keywords: River’s morphological variation; river construction; computational modeling; TELEMAC-3D.  

 
 
1 INTRODUCTION   

Erosion (scour) around the piers or abutments is considered as one of main causes undermining the 
bridges (Hamill, 1998; Chaudhry, 2007; Sturm, 2010). Following the study of (Trần, 2008), there are different 
types of scour. However, local scour is the most popular in reality and this type is quite difficult to be predicted 
accurately in comparison with other ones.  

Erosion is defined as a process of interacting between the hydrodynamic and sediment transport, which 
can remove the soil, rock, or dissolved material from one location then transport it away to another location.  
The erosion is expected to appear at location where there is significant changes in flow velocity, flow direction, 
river bed resistance, and topography characteristic as well (Van Rijn, 1993; Chien & Wan, 1999). These 
conditions are quite similar to the characteristics of the flow and river bed variation when constructing the 
bridge. The appearance of bridge piers or abutments will change the stream flow and rived bed locally in 
comparisons with origin. It makes the water to move more swiftly, causes the bridge scour phenomenon and 
compromises the work structure potentially (Melville & Coleman, 2000). 

In order to reduce the impact of erosion to piers, abutments as well as river banks, many studies have 
been realized up to this day. They have contributed significantly to determine the bridge pier structure. 
Through an experiment on cylindrical pier in open channel flow condition, Melville, B.W. & Raudkivi, A.J. 
(1977) determined concretely the flow patterns, turbulence intensity distributions, boundary shear stress 
distribution in the scour zone and interaction of the vortices shed by the cylinder with the horseshoe vortex. 
However, these results were only for the case of the clear water scour condition and initial flat bed. The 
condition might be not appropriate in reality. Regarding to effects of geometry on bridge pier scour, Melville, 
B.W. & Raudkivi, A.J. (1996) believed that the scour depth depends highly on the shape of the piers and the 
depth of the bed. Similarly, the study of Melville, B.W. & Chiew, Y.-M. (1999) also analyzed the scour 
development, but concentrated much on time scale. Following that, they confirmed that scour depth increases 
depend on the approach flow velocity. It mostly happens in the beginning phase of the process. Recently, 
these issues were mentioned in the research of Parvin Eghbali et al. (2013). 

Due to the application of empirical formula, semi empirical formula or experiment, these studies might not 
present the hydraulic processes and erosion near adding constructions accurately. Furthermore, the 
difficulties about the simulated condition have made that most of the above studies concentrate only in 
analyzing the flow regime around the works. The analysis at small area is judged to be not able to express the 
phenomena surrounding the piers completely. It might affect the unreasonableness in designing piers or 
abutment structures, then, causes the erosion situation become more complicated and more serious. By using 
high performance algorithms, the development of numerical models nowadays is expected to overcome the 
limitation of traditional approaches.  

Computational Fluid Dynamics (CFD) is considered as a robust method for solving and analyzing 
problems that involve fluid flows. With the support of high performance computing systems, the CFD method 
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presents the hydraulics as well as the sediment transport process in the river more and more accurately. 
Consequently, this method is hoped to simulate the fluid flow variation and scour phenomena effectively after 
constructing the bridge. 

In this study, CFD method was applied to simulate the impact of Tran Thi Ly Bridge scours on Han 
River’s flow regime and erosion process. A coupling model between TELEMAC-3D and SISYPHE, which has 
been developed based on CFD code, was built in an area of 27,500m2 of the Han River. The simulated result 
demonstrates that with adding works, the fluid flow around Han River scours varies significantly. These 
variations make the erosion situation in the area surrounding scours become more serious and influence 
considerably on scour stability.  The result is hoped to provide the basics for mitigating the impact of Tran Thi 
Ly Bridge on fluid flow, to look for reasonable solutions to protect river bank or to increase the scour stability. 
The simulation might be considered as a demonstration of the efficiency of numerical method (CFD method) 
in solving the problem of stream flow around adding works as well as erosion issues.  

 
2  TRAN THI LY BRIDGE  

Han River is the downstream part of Vu Gia Thu Bon river system, flowing through Danang city which is 
considered as the most dynamical economic city in Vietnam.  

The Han River plays an important role in the social development of the region. Its flow regime separates 
into different seasons. The flood season lasts generally from September to December. In this season, the flow 
of Han River is affected hugely by two factors, flow from upstream and sea level at downstream. Conversely, 
during dry season in the remaining months, the flow running from the upstream section is low and stable. The 
water level and river flow direction are mainly affected by the tide. However, it is noted that in the period from 
May to June, the flow would be added by a significant volume due to the rain (Office, n.d.). In recent years, 
under the effect of urbanized process, this river section has been trained considerably. Many constructions 
such as bridge, training works or river bank protection have been constructed. The human intervention has 
made big variation in river bed, flow regime, and erosion as well. 

 

 
Figure 1. Study area. 

 
 Tran Thi Ly is one of the largest bridges connecting two sides of Han River. Besides the Han River and 

Rong Bridge, Tran Thi Ly Bridge is constructed for improving the circulation situation which augments more 
and more quickly in the central city. The Tran Thi Ly Bridge is constructed for a length of 731m with a concrete 
structure. Its design is demonstrated in Figure 1. 

  
3  METHODOLOGY  

 The TELEMAC-MASCARET system is a famous product of the National Hydraulic and Environment 
Laboratory, Electricity of France (EDF). By developing the finite-element method and using unstructured grid 
of triangular elements to represent the space, this system is expected to be a powerful integrated modeling 
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tool for use in the field of free-surface flows (Villaret, 2004; Kabir, 2005; Hervouet et al., 2011; Smolders et al., 
2014; Langendoen et al., 2016).  

 TELEMAC-3D is a three-dimensional computational code describing the 3D velocity field (u, v, w) and the 
water depth h (and, from the bottom depth, the free surface S) at each time step. Besides, it solves the 
transport of several tracers which can be grouped into two categories, namely the so called “active” tracers 
(primarily temperature and salinity), which change the water density and act on flow through gravity), and the 
so-called “passive” tracers which do not affect the flow and are merely transported (DESOMBRE, 2013). 
TELEMAC-3D solves problems with two different approaches, the first is based on Navier-Stokes equation 
with assumption that the equation takes into account of the hydrostatic pressure and the second is with the 
assumption that the Navier-Stokes equation does not take into account of the hydrostatic.  

 The SISYPHE is also a module of TELEMAC-MASCARET which is developed for modelling the sediment 
transport and morphodynamic process in water environment (Villaret, 2004; Giardino & Monbaliu, 2005). By 
using different theories to solve the issue, such as classical sediment transport formula for sediment transport 
at bedload, additional transport equation for the depth-averaged suspended sediment concentration, bed 
evolution equation for morphological development, this module is hoped to represent the sediment transport 
process in the river most accurately and most truthfully. 

 In this study, TELEMAC-3D was used to simulate the hydrodynamic regime around bridge piers and 
neighboring area. The model variation was realized by comparing with the result of (Kabir, 2005). Then, the 
validated model was coupled with SISYPHE to represent the bed evolution phenomena. 

 
4 APPLICATION FOR TRAN THI LY BRIDGE  

 In an attempt to estimate the impact of Tran Thi Ly Bridge piers on Han River bed evolution, a coupling 
model between TELEMAC-3D and SISYPHE was established. Two meshes were created, one for original 
bathymetry and another for adding bridge piers (Table 1, Figure 2, 3). They were built based on the altitude of 
3310 points provided by project of Da Nang hydrology and urban development simulation model (Danang 
construction department, 2013) and on Tran Thi Ly design document provided by Transport engineering 
consulting joint stock company no. 533, n.d. 

 

 
Figure 2. Bathymetry at Han river before constructing Tran Thi Ly bridge. 

 
 The boundary condition was set with discharge at upstream (Q) and water level (H) at downstream. From 

the observed data in 32 years (1976 – 2007) of Cam Le station and Nguyen Van Troi bridge, the above data 
were determined with Q = 7576,73m3/s  and H = 3,63m, respectively. These numbers were defined to answer 
the required frequency in Vietnamese standard (Ministry of transport, n.d.).  

 The sediment characteristics, which is presented in table 2, is referred to measured data of Transport 
engineering consulting joint stock company no. 533. 

 
Table 1. Mesh setup. 

Name Origin After bridge construction 
Node 5247 97696 
Element 9968 195128 

 
Table 2. Sediment characteristics. 

Characteristics Value Unit 
Mean diameter of the sediment 0.01 m 
D90 0.0033 m 
Sediment density 2650 Kg/m3 
Shields parameters 0.045  
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Figure 3. Bathymetry at Han river after constructing Tran Thi Ly bridge and piers. 

 
5 RESULT AND DISCUSSION 

 
5.1 Flow velocity change 
 The simulation shows that the Tran Thi Ly bridge construction influences significantly on the Han River 
flow, especially on velocity. The variation is demonstrated in Figure 4 and Figure 5.  
 In general aspect, after adding the bridge, the flow velocity increases at most of pier location. The largest 
increase is on the main flow when the value changes from 2.42m/s to 3.05m/s. 

 

 
Figure 4. Flow velocity before Tran Thi Ly bridge construction. 

 
However, comparing with the study result of (Đoàn Công Minh, 2014), which applied the RIVED 2D to 

also simulate the Han River flow after Tran Thi Ly Bridge construction, the TELEMAC-3D result is still lower. 
The difference between the two results is roughly 0.49m/s. The lower might be due to the difference in 
capacity of mesh production. The TELEMAC-3D possesses an outstanding capacity in creating the mesh, so 
it can represent the river bathymetry as well as geometry of adding structure better than other models, such 

S S S
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as RIVED 2D (Hervouet 2000). This preeminence is expected to make its results become more accurate and 
more confident. 

 

 
Figure 5. Flow velocity after Tran Thi Ly bridge construction. 

  
 On the contrary, the flow closed to river banks is virtually not changed. In both scenarios, with or without 

bridge, the flow separation appears in area along the banks, followed by small eddies. These can be 
understood that the piers do not impact much on flow near the banks. The flow separation is caused by the 
disparity in water depth and velocity between two areas, main stream versus along river. 

 

     
Figure 6. Detail flow velocity at pier S5 before and after Tran Thi Ly Bridge construction (without bridge: 

left, with bridge: right). 
 

  
Figure 7. Detail flow velocity at pier S7 before and after Tran Thi Ly Bridge construction (without bridge: 

left, with bridge: right). 
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Figure 8. Detail flow velocity at pier S8 before and after Tran Thi Ly Bridge construction (without bridge: 

left, with bridge: right). 
 

 
Figure 9. Velocity variation due to the time at main stream flow before and after bridge construction. 

 
 Regarding to local aspect, the results of piers S5, S7, S8 are presented from Figure 6 to Figure 8. After 

Tran Thi Ly Bridge construction, the velocity at pier location increase similarly to the general aspect (Figure 
10). Therefore, the value fluctuates so significantly. The maximum change reaches to 0.52m/s, occurring at 
piers S7, S8 (Figure 7, 8). Besides that, the simulation also demonstrated that there are eddies appearing 
after piers. As the reality, the eddy geometry and location change causally due to the interaction between flow 
and works. 

 

 
Figure 10. The difference of average velocity before and after Tran Thi Ly Bridge construction. 
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 The flow velocity after adding the piers augments in overall and unequally between locations. The flow 

between the piers is seemingly faster. Inversely, the one in front of the tents to decrease (Figure 10).  
 
5.2 Water level change 

 Tran Thi Ly Bridge construction is judged for causing the water level to change hugely. The modelling 
proves that water level after adding the construction will go up at upstream parts. The augmentation leads to a 
big disparity of water level between up and downstream parts. The maximum difference can reach to 0.17m 
(Figure 12). 

 

 
Figure 12. Water level along the river. 

 
5.3 River bed variation 
  The impact of bridge construction on flow velocity has been demonstrated at section 5.1. As a result, 
these lead to the change in bed evolution process.  
 

 
Figure 13. River bed evolution before Tran Thi Ly construction. 

 
  Following that, the erosion before building the bridge occurs apparently in right side of river where the 
bathymetry change significantly. However, the phenomenon appears locally and its depth is not very big. The 
sediment just moves and deposited around erosion area, so the varied depth of bathymetry fluctuates from -
0.44m to +0.4m. Therefore, the evolution process is not big in original case (Figure 13). Otherwise, the 
erosion and deposition occur more seriously with the case of adding construction. The phenomenon in this 
scenario appears not only on the right side but also in the area surrounding piers. The erosion and deposition 
depth after adding the bridge fluctuate from -0.82m to 0.7m, higher than that of the original case of -0.27m to 
0.3m, respectively. Due to the increase of velocity, the sediment around the piers might be removed and 
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transported easily. It happens considerably at location of pier S5, S7, S8 (Figure 15, 16, 17). The depth 
fluctuation of this phenomenon is from -1.0m to 0.95m. The sediment movement makes the bed evolution 
becomes more complicated. The big change concentrates at area around pier S5. This erosion process is 
showed in Figure 18. In the case of pier S5, 15.75 m from the piers is the length of erosion hole. Longer than 
this distance, the pier does not affect anymore on scour phenomenon. 
  The scour around the piers is expected to affect significantly on the stability of Tran Thi Ly Bridge. 
 

 
Figure 14. River bed evolution after Tran Thi Ly Bridge construction. 

 

    
Figure 15. Comparing the bed evolution at pier S5 before and after Tran Thi Ly construction (without bridge: 

left, with bridge: right). 
 

   
Figure 16. Comparing the bed evolution at pier S7 before and after Tran Thi Ly construction (without bridge: 

left, with bridge: right). 
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Figure 17. Comparing the bed evolution at pier S8 before and after Tran Thi Ly construction (without bridge: 

left, with bridge: right). 
 

  
Figure 18. Erosion process at pier S5 after constructing bridge. 

 
6 CONCLUSIONS 

 In this study, a coupling model TELEMAC-3D/ SISYPHE was used to simulate the bed evolution at the 
Han River under the impact of Tran Thi Ly Bridge. The study shows that after adding the bridge, the hydraulic 
flow regime at the area around the piers fluctuates considerably. The velocity increases generally. In 
particular, the maximum augmentation concentrates roughly around piers S5, S7, S8. The biggest change 
reaches to 0.52m/s in comparison with the original case. Furthermore, flow direction surrounding the piers 
varies locally and unstably due the obstruction of additional works. It leads to the appearance of eddies at the 
side as well as the downstream part. Subsequently, the erosion and deposition activity happen more seriously 
after constructing Tran Thi Ly Bridge.  

 The study is expected to provide an overview about the impact of Tran Thi Ly Bridge construction to 
enable authorities to mitigate its impact, and also for river bank protection. Additionally, the study 
demonstrates the high performance capacity of the TELEMAC-3D/ SISYPHE model in modelling river 
hydraulic regime, sediment transport, and bed evolution as well. 
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ABSTRACT  
  
The research of Mohamed F.M Yossef and Huid J. de Vriend published in the Journal of Hydraulic 
Engineering (2011) presented the dynamics of the flow near groynes in detail. By physical experiment, in a 
fixed bed flume, the authors found out the differences in nature of turbulence between submerged and 
emerged groyne stage. They provided insight into the flow pattern in vicinity of groynes, the shape and extent 
of the mixing layer at different flow stages, and the dynamic behavior of velocity along the mixing layer of the 
main channel and the groyne fields. With the aim of modeling, with a numerical tool, the observed results, this 
paper presents the work developed on the TELEMAC 3D modeling system and the hypothesis used by 
Yossef and De Vriend (2010). The simulation is very impressive. It could represent almost all characteristics 
existing in the experiment. The performance of the simulation demonstrates the strong capacity of 
computational modeling systems like TELEMAC 3D in representing the flow stage in different cases. The 
result also confirms the preeminence of computational program about flexibility, simulated time and result 
expression in comparison with experiment. The paper is expected to provide an insight about using 
computational model for hydraulic research and to be useful for studying the dynamics of flow near groynes by 
hydrodynamics simulation. 
 
Keywords: Flow near groyne; dynamic behavior of velocity; hydrodynamic; modeling; TELEMAC 3D. 

 
 

1 INTRODUCTION   
River flow regime influences much on the socio economic development of a region. However, under the 

development pressure, humans are expected to impact the river increasingly. These impacts have been 
judged to change the stream flow regime which are the main causes of bank erosion and bedform 
movements. These processes bring many negative consequences back to human society. Hence, it is 
necessary to determine and have solutions to maintain the bedform stability. In many solutions, training works 
such as groynes or spur dikes are seemly the most satisfactory (Przedwojski et al., 1995; Uijttewaal, 2005; 
Yossef & de Vriend 2010). The groyne or spur – dike is often constructed at an angle to the flow and begins at 
the riverbank with a root, and ends at the desired regulation line with a head. Due to its capacity in maintaining 
a deep, straight channel for improved navigation, a range of groynes are used to restrict the flow in a narrow 
channel to keep it away from erodible banks (McCoy et al., 2008). Therefore, the adding structures will cause 
a local significant disorder in river flow. Flow around them, in particular flow near groyne, alters complicatedly 
in three dimensions with different levels. Process consequences are the appearance of multiple secondary 
flows and eddy area which are quite difficult for modeling out of our limited knowledge about the exchange 
process between groyne fields and main channel (Chrisohoides et al., 2003; Nagata et al., 2005; Haltigin et 
al., 2007;  Raudkivi, 1986). Even if, these problems have been studied deeply in many aspects from theory, 
experiment or modeling, the comprehension on them is seemly still not enough to be able to represent 
accurately the phenomena at groyne area. For example, the famous study of Altunin (1962) supplied an 
theory about how to determine reasonable design of training work. Recently, due to the development of 
technology and equipment, many experiments have been realized to find out the effective structure and 
reasonable placement of groyne. In order to find efficient alternative designs, in the physical, economical, and 
ecological sense, for the standard groynes for large rivers in Europe, Uijttewaal (2005) released an 
experiment which concentrated to test the effects of various groyne shapes on the flow in a groyne field. 69 
scenarios were run by the setup of Yeo et al. (2005) to get the knowledge for writing down the Korean 
designed standard of river training works. These experiments concentrated to analyse the arrangements, 
structure of groyne system in Korean river system. Similarly, Shahrokhi & Sarveram (2011) also published an 
experience on 3D simulation for researching the effect of groyne on flow regime. 

 Although developing on two different methodologies, numerical and experimental, they have given results 
which are rather similar (Constantinescu et al., 2009), (Zhang et al., 2009). They have been expected to 
contribute remarkably to the understanding of the characteristic of flow, the interaction between the flow and 
morphology at groyne fields and also in designing the training works. Nevertheless, experiment and modeling 
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methodologies possess particularities which are believed as their advantages and disadvantages. The 
experiment which is realized via physical modeling is used to apply for designing large constructions 
(Przedwojski et al., 1995). Because of present technology, this method has been only able to demonstrate its 
performance in river segments having the simple shape where hydrodynamic regime is not complicated. In the 
case of complex locations such as junctions, high bathymetry variations or shallow areas, this approach 
seems inappropriate to simulate flow characteristics. Furthermore, the cost of physical modeling is also a big 
limitation, especially with medium and small works (Garde et al., 1961; Rajaratnam & Nwachukwu, 1983; 
Melville, 1992; Kuhnle et al., 1999). Inversely, nowadays with the developing of mathematics and 
computational system, numerical modeling is seen as a convenient, high performance, flexible and low cost 
tool for analyzing the hydrodynamic characteristics at groyne fields (Ge & Sotiropoulos, 2005). Lots of models 
have been developed such as TELEMAC 3D, Delft 3D, FLOW 3D. They have demonstrated their 
conveniences in comparison with experiment. However, the problem is that the experiment has to be carried 
out in advance to supply fundamental knowledge for developing the numerical model and also test their 
capacity. With these reasons, Mohamed F.M Yossef and Huid J. de Vriend realized a famous experiment 
which aims to study the dynamics of the flow near groynes. The process was executed on a fixed bed flume 
which was constructed based on the geometry of Dutch River Vaal, and model size is scale of 1:40 of the 
typical real dimension. By testing with different flow depth inputs, these authors observed and analyzed quite 
concretely, the flow stage in two dimensions (2D) at groyne fields, tips of groyne as well. Their achievement 
has been appreciated and contributed importantly for designing the training works and for developing 
numerical modeling. With the aim of modeling with a numerical tool the observed results, this paper presents 
the work developed with the TELEMAC 3D modeling system and the hypothesis used by Yossef and De 
Vriend (2010). The simulated results are quite similar with the experiment in many aspects. The performance 
of the simulation demonstrates the strong capacity of computational modeling systems like TELEMAC 3D in 
representing the flow stage in different cases. The result also confirms the preeminence of computational 
program about flexibility, simulated time and result expression in comparison with experiment. The paper is 
expected to provide an insight about using computational model for hydraulic research and to be useful for 
studying the dynamics of flow near groynes by hydrodynamics simulation. 

  
2 METHODOLOGY  

 
2.1 Study area 

 The Waal is the largest distributary of the Rhine River flowing through Netherlands (Figure 1). This river 
plays an important role in inland water transport in Europe where it is the major waterway connecting the port 
of Rotterdam to Germany. In order to protect river banks, guarantee a sufficient depth and width for waterway, 
a major hydraulic engineering work system has been constructed since long time ago. Until now, this system 
reaches to more than 500 groynes with a quite reasonable design (Hoffmans, 2012). 
 

 

Figure 1. Study area. 
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2.2 TELEMAC 3D 
 The TELEMAC-MASCARET system is a famous product of the National Hydraulic and Environment 

Laboratory, Electricity of France (EDF). By developing on the finite-element method and using unstructured 
grid of triangular elements to represent the space, this systems is expected to be a powerful integrated 
modeling tool for use in the field of free-surface flows (Villaret, 2004; Kabir, 2005; Hervouet et al., 2011; 
Smolders et al., 2014; Langendoen et al., 2016). TELEMAC-3D is a three-dimensional computational code 
describing the 3D velocity field (u, v, w) and the water depth h (and, from the bottom depth, the free surface S) 
at each time step. Besides, it solves the transport of several tracers which can be grouped into two categories, 
namely the so-called “active” tracers (primarily temperature and salinity1), which change the water density and 
act on flow through gravity), and the so-called “passive” tracers which do not affect the flow and are merely 
transported. (DESOMBRE, 2013). TELEMAC 3D solves problems with two different approaches, the first is 
based on Navier-Stokes equation with the assumption that the equation takes into account of the hydrostatic 
pressure and the second is with the assumption that the Navier-Stokes equation does not take into account of 
the hydrostatic.  

The Mohamed F.M Yossef and Huid J. de Vriend’s experiment, which concentrates measuring the flow 
velocity in three dimensional ways, determine the effect of training works on flow regime, is seemingly 
appropriate with principle of second approach, non – hydrostatic equation. Relying on above reason, in this 
study, the non – hydrostatic Navier-Stokes equation was used. 
 
2.3   Model setup 

The model setup was almost similar to the experiment realized in the Laboratory of Fluid Mechanics at 
Delft University of Technology. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Model setup, (a) Experiment in Laboratory, (b) TELEMAC 3D modeling. 
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Accordingly, a Waal river straight typical segment was re-traced through a miniature copy at a scale of 
1:40. The duplicate measured 5m in width, 30m in length, containing five groynes. Simulated groyne is the 
representative structure of this system which is straight, impermeable and perpendicular to river bank. This 
structure is expressed via Figure 2 with 0.25m in height, 1.5m in crest length, its slope on all sides is 1:3 and 
beach slope of groyne fields is 1:30. The bed of the model was fixed and flat in the main channel; and sloped 
towards the bank in the area between the groyne. All characteristics of experiment flume were represented in 
TELEMAC 3D via a mesh with 27,200 nodes and 53,824 elements. For simulating the flow characteristic 
accurately, the mesh structure was constructed varying due to bed topography, groyne location and flow 
regime. Relying on this principle, the mesh in this study was created with three different areas. The first was 
groyne, around groynes and transition area between groyne field and main channel. The second area is the 
space between groynes. The last area is the main channel. The mesh density factor was 0.05, 0.1 and 0.15 
respectively (Figure 2b).  

Experimental condition, which is key factor decided to the flow stage, is replaced by boundary condition 
in numerical model. In order to represent the emergent and submerged flow stages like in the experiment, the 
simulation was carried out with two different scenarios, described in boundary condition in table 1. Following 
that the mean velocity of main channel was maintained at a constant value about 0.3m/s, the flow dynamic 
variation was depended on water level inputs that were 0.248m and 0.31m corresponding with two flow 
stages. 

The simulation time lasted more than 1800s to ensure the observation of a full coverage of the largest 
turbulence structure. In comparison with the experiment of Mohamed F.M Yossef and Huid J. de Vriend, the 
simulation time is longer than three times. 

With the aims of obtaining subcritical flow as observe in the prototype, the Froude number (F) in 
experiment was around 0.2. Besides, the Reynolds number ® was maintained high enough to ensure 
turbulent flow in both channel region (R  6.106) and groyne fields region (R  6.104). In the TELEMAC 3D 
model, the Manning Coefficient was set up variously to agree with the above conditions. Depending on flume 
material, after model calibration, the manning number was defined for two regions as in table 2. 
 

Table 1. Boundary condition for TELEMAC 3D simulation. 
No State Velocity, V (m/s) Discharge, Q (m3/s) Water level, h (m) 

1 Emergence 0.3 0.248 0.248 

2 Submergence 0.3 0.305 0.310 

 
Table 2. Manning Coefficient. 

Polygons Manning, n 

Groyne and groyne field 0.015 

Main channel 0.025 

 
3 RESULTS AND DISCUSSION 

 
3.1 Horizontal velocity comparison 

 The simulation result showed that in case of emergent flow, high velocity field in u direction occurred at 
the entrance where it contained a lot of fluctuations in the main riverbed, then high velocity field tended to 
separate gradually from the region near the tip of groyne foot (Figure 3). Conversely, in submerged case, the 
velocity field was distributed quite uniformly, taking higher values in riverbed and appeared locally at the 
position of groyne 1; this field tended to move away from the top of groyne (Figure 4). The highest velocity 
(the maximum speed) belonged to the emergent case was higher than that of submerged case, corresponding 
to 0.45m/s, 0.43m/s respectively.  
 
 

 
 
 
 
 
 
 
 

Figure 3. TELEMAC 3D result: Velocity U (m/s) in the case of emergent flow. 
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Figure 4. TELEMAC 3D result: Velocity U (m/s) in the case of submerge. 

 

  
 

Figure 5. The flow velocity distribution at groyne 4 in emergent case. 
(a) TELEMAC 3D, (b) Experiment. 

  
 In considering the velocity field between two embankments, by comparing to the experimental result in 

submerged case, at the location of embankment 4, based on simulated results, the scale of turbulent region, 
which appeared near to the embankment 4, was larger than the distance from the top of this embankment 
nearly 1,24m and the main turbulent region fluctuated in a short scale of approximately 2,1m. Moreover, the 
turbulence also existed at the small scales which concentrates at the bottom of embankment 5. In contrast to 
the above experiment, the turbulence varied conveniently with the scale of 2.8m and further than embankment 
4 (Figure 5). 
                            
3.2 Velocity in special points 

 Regarding to the simulated and experimental results at points 2 and 3 in two cases (Figure 6, 7), the 
simulated result of velocity amplitude was smaller than the experimental result, especially with velocity v. The 
highest velocity amplitudes belonged to emergent flow in the direction of u, v are 0.066m/s, 0.067m/s 
respectively. Otherwise, the results corresponding to submerged case were 0.099m/s, 0.044m/s respectively 
while the others of experimental results were 0.17m/s, 0.2m/s and 0.15m/s, 0.28m/s. However, the values of 
average velocity were nearly approximated (Figure 6, 7). Comparing the similarity between experiment and 
modeling, the value and amplitude of the velocity in the direction of vector u were more similar than these of 
the velocity in the direction of vector v. 
 

 
 

Figure 6. U, V velocities at point 2 in the case of emergent flow. 
(a) TELEMAC 3D, (b) Experiment. 

 

 
 

Figure 7. U, V velocity at point 3 in the case of submerged flow. 
(a) TELEMAC 3D, (b) Experiment. 
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3.3 Velocity at cross sections 
In considering the velocity distribution in horizontal direction of all four cross sections at four different 

positions, the velocity at river banks in modeling and experimental was nearly approximated while the 
modeling result at area changing between embankment and river bed was smaller (Figure 8). 
   

Figure 8. Experimental and modeling velocity at groyne field 4. 
(a) Emergent, (b) Submerge. 

                                                             

  
Figure 9. Comparison of similar level between experimental and computational modeling. 

(a) Emergent flow, (b) Submerged flow. 
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 In particular, the bias in velocity between simulation and experiment at groyne foot, where there was an 
area changing between groyne and the main river bed (3 metres calculated from the right side) in four cross 
sections A, B, C, D in case of emergent flow were 0.13m/s, 0.117m/s, 0.13m/s, 0.116m/s respectively. The 
result corresponding to submerged flow case were: 0.047m/s, 0.051m/s, 0.026m/s, 0.045m/s respectively. In 
order to illustrate the similarity between experiment and modeling concretely, the results at 48 points were 
compared point by point. After comparison, the difference was divided into three groups: smaller than 10%, 
10% to 20%, and more than 20%. Comparing the average values of the above groups, the error result in the 
case of submerged flow was smaller than the one of emergent flow (Figure 9). The main reason to explain for 
this result is that k-ε turbulence model has not yet caught completely the velocity fluctuation at the groyne foot 
and the region which contains sudden variation in bathymetry.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Total turbulence intensity in the case of emergent flow (Continuous line presents for of groyne, 
break line presents fluctuated area of layers from bottom to top) (a) TELEMAC 3D, (b) Experiment. 
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Figure 11. Total turbulence intensity in the case of submerged flow (Continuous line presents for top of 
groyne, break line presents fluctuated area of layers from bottom to top) (a) TELEMAC 3D, (b) Experiment. 

 
Corresponding to this experiment, turbulent intensity in TELEMAC 3D began varying dramatically at the 

top of the groyne and increased the width in the direction of the downstream. The maximum turbulent intensity 
in the case of submerged flow and emergent flow were 0.055m/s, 0.051m/s respectively, calculated from the 
closer top of the groyne was 1,25m as compared to the downstream. Corresponding to the result in the 
experiment were 0,065m/s to 0.063m/s, calculated from the closer top of the groyne was 1,5m (Figure 10, 11). 
The uniformity of turbulent intensity in downstream region results in the no significant variation in the pressure 
of 4 cross sections A, B, C, D and maximum pressure was smaller than experiment. This problem will be 
discussed with more detail in the next section. 
 
3.4 Pressure 

 In two cases, the simulated pressure was always smaller than experimental one except cross section D 
in emergent flow case. There was no significant change in pressure value at four cross sections so their 
graphics were quite similar (Figure 12). In both cases, simulated results in case of emergent flow is more 
appropriate as compared to experiment. The large differences appeared at area where the bathymetry varied 
significantly - the area between main river bed and groyne fields.  
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The maximum bias, corresponding to cross section C, was located between two groynes where it 
contained the maximum turbulent intensity. Specifically, the TELEMAC values in case of submerged and 
emergent flow were 1.03N/m2, -0.76N/m2 respectively and the corresponding values in experiment were -
1.8N/m2, -1.9N/m2. 
 

Figure 12. Comparisons of transverse shear stress between experiment and modeling at cross section 4 of 
groyne field 4. (a) Emergent, (b) Submerge. 

 
4 CONCLUSIONS  

 The comparison between 3D simulation and experiment for flow around groyne helps to clarify the 
complexity of flow not only in front of and behind the groyne but also in the middle of main stream and groyne 
area. The modeling result presents a high coincidence with experimental result in many aspects. The 
maximum bias of result occurred at groyne foot, along the area, suffering a sudden variation in height between 
riverbed and groyne.  

 The amplitude of velocity fluctuation in simulated case was smaller than experimental case, especially 
with velocity v. The amplitude of velocity fluctuation reached the maximum in the case of emergent flow in the 
direction of u, v but the values of average velocity were nearly approximated. Velocity in the direction of u had 
value and amplitude fluctuation was more exact than the one of direction of v.  

 Turbulence intensity in TELEMAC began changing dramatically behind the crest of groyne and 
increasing the width along the downstream. The maximum turbulence intensity appeared near to the 
downstream. The uniformity of turbulent intensity in downstream region results in the no significant variation in 
the pressure of 4 cross sections A, B, C, D and maximum pressure was smaller than experiment. 

 In all 4 cross sections, the velocity along to river bank of modeling and experiment was almost similar. 
However, at the bathymetry variation, the modeling velocity was smaller than the experimental one. Regarding 

(a) (b) 
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to pressure, the value of transverse shear stress and the shape of diagram were quite similar between 
TELEMAC 3D and experiment. 
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ABSTRACT 
 
Optimal hydraulic section determines the maximum capacity of open channel, which plays a vital role in 
practical engineering. Based on our existing research, this paper focuses on the optimal hydraulic section of 
steady uniform flow in rectangular open channels. The results are as follow: (1) the optimal hydraulic section 
of steady uniform flow in rectangular open channels is concerned with Reynolds number and the width-depth 
ration. (2) For the laminar steady uniform flow in rectangular open channels, the optimal hydraulic section is 
the one when the width-depth ration is 5.8. (3) For the turbulent steady uniform flow in rectangular open 
channels, the optimal hydraulic section is influenced by Reynolds number and width-depth ration and the 
optimal hydraulic section of the flow with large Reynolds number is the one when the width-depth ration is 2. 

 
Keywords: Rectangular open channel; optimal hydraulic section; laminar flow; turbulent flow.  

 
 

1 INTRODUCTION 
 Optimal hydraulic section is an important research topic, which is of great importance in channel design 

in theoretical reach and practical engineering. The optimal hydraulic section is selected as the section of 
which the area is the smallest under the fixed design capacity or the section of which the flow capacity is the 
largest under the fixed area. At present, researches (Huang et al., 2005; Liu et al., 2006; Zhang et al., 1998) 
on the optimal hydraulic section generally focus on selecting the section with the maximum flow capacity 
under the fixed section area, canal bottom slope and roughness. In this process, the roughness has to be kept 
constant to ensure the above results are correct. However, the factors affecting the roughness are not a single 
one that it cannot be regarded as a fixed parameter while studying the optimal hydraulic section. Therefore, 
based on the mechanical energy loss which is inferred from the mathematical model of the viscous fluid in 
fluid mechanics, this paper redefines the optimal hydraulic section as the section with the maximum flow 
capacity under the fixed section form, fixed section area and fixed canal bottom slope. And further analysis of 
the influencing factors of optimal hydraulic section, and through the calculation of the channel flow under the 
same area and bottom slope conditions, the optimal section under the above computing conditions can be 
obtained.  

 
2 THEORETICAL ANALYSIS OF OPTIMAL HYDRAULIC SECTION 

 In terms of hydraulics, the optimal hydraulic section is the section with the maximum flow capacity under 
certain conditions. According to the formula of flow capacity i.e. the discharge in hydraulics: 
 
 3

2
8

8 b
b b

giR
Q AC Ri A gi A

 
    

[1] 
 

 

where, Q is the discharge in the section, C is the Chezy coefficient, R  is the hydraulic radius,  is the 

mechanical energy loss coefficient, bi  is the open channel bottom slope. 
Equation [1] can be rewritten as 
 

 2 38 bQ gi A   [2] 
 

 
Equation [2] shows that the flow capacity is mainly composed of mechanical energy loss coefficients , 

wetted perimeter  , the cross-sectional area A and the open channel bottom slope bi .Under the same cross-

sectional area and the same bottom slope, the flow capacity is mainly determined by the mechanical energy 
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loss coefficient  and wetted perimeter  . Existing results (Liu et al., 2014) show that the mechanical energy 

loss coefficient is affected by Reynolds number and the section shape of open channels. Above all, flow 
capacity Q is affected by Reynolds number, wide depth ratio and the mechanical energy loss coefficient. 

Define H R  as the shape parameter. 

Derivate H in equation [2] on both side, then: 
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When flow capacity is maximum, which requires 0
dQ

dH
 , then equation [2] can be simplified as: 
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Further reduces to equation: 
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When maxQ Q , then: 

 
 2

(Re )
ReR

R

d A
HdH
A


 

   





   
 

 

 
 

                            [6] 
 

 
2.1 Laminar open channel flow 

According to existing results (Liu et al., 2014), the mechanical energy loss coefficient is affected by 

Reynolds number and wide depth ratio under laminar flow condition. Define =
B

H
 ,

H

R
  , the formula of 

mechanical energy loss coefficient in laminar flow is:  
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From equation [7], the following equations are obtained:  
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Combining equations (9), (10) and (6), the following equation is obtained: 
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Equation [10] is a function of the wide depth ratio and ultimately, we get = 5.8B H  . Thus, for the 

laminar steady uniform flow in rectangular open channels, the optimal hydraulic section is the one of which the 
width-depth ration is 5.8. 

 
2.2 Turbulent open channel flow 

Based on our existing results, the mechanical energy loss coefficient changed with the varied Reynolds 
number and wide depth ratio. Mechanical energy loss coefficient is affected by Reynolds number and wide 
depth ratio under moderate Reynolds number conditions, while mechanical energy loss coefficient is only 
affected by Reynolds number in high Reynolds number conditions. The optimal hydraulic section was 
analyzed in moderate Reynolds number and high Reynolds number respectively as follows.  
 
2.2.1 Moderate Reynolds number flow 

In moderate Reynolds number, the mechanical energy loss coefficient is related to Reynolds number and 

wide depth ratio, thus (Re , )Rf B H  . The optimal hydraulic section satisfies equation [6], then from 

equation [6], 
ReR




and





vary relatively complicated. The changes still need to be further explored. 

 
2.2.2 High Reynolds number flow 

In high Reynolds number, the mechanical energy loss coefficient is only related to Reynolds number, 

thus (Re )Rf  . According to =0





, equation [6] can be simplified as:  

 
0

d
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[15] 
 

 

Equation [11] shows that 
d

dH


equals 0 when Reynolds number is increased gradually. 

In Rectangular open channels, = +2 = 2
A

B H H
H

  , then 2 0
d B

dH H


    , ultimately 2

B

H
 . That 

is, the optimal hydraulic section is the one when the width-depth ration is 2 in large Reynolds number which is 
consistent with the results in hydraulics (Rong, 2003). 
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3 CALCULATION OF OPTIMAL HYDRAULIC SECTION FOR LAMINAR OPEN CHANNEL FLOW 
According to equation [1], the calculation of optimal hydraulic section should fully considerate the impact 

of width-depth ration in rectangular open channel. The Reynolds number should be taken into account to meet 
the requirements of laminar flow in open channels i.e. the Reynolds number is between 0 and 500. The 

formula of Reynolds number is ReR

UR


 , where U  is the mean velocity in the section and it is based on the 

reference (Liu et al., 2014). 
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Flow capacity of rectangular open channel with different wide depth ratios was calculated under the 

condition of laminar flow and the results are shown in Figure 1. From Figure 1, the discharge in rectangular 
open channel was related to the Reynolds number and the width-depth ratio and the maximum discharge 
appeared in the area of which the width-depth ratio approximately equaled 6 and in large Reynolds number. 

 

 
Figure 1. Variations of Q against Re and B/H for laminar flow in rectangular open channel. 

 
4 CALCULATION OF OPTIMAL HYDRAULIC SECTION FOR TURBULENT OPEN CHANNEL FLOW  

The rectangular open channels with the same area and bottom slope were calculated by a three-
dimensional mathematical model based on Reynolds stress model to simulate the flow characteristics under 
these different conditions.  
 

4.1 Mathematical model and numerical calculation method 
 
4.1.1 Governing equations 

The governing equations for 3D flow with RSM are as follows: 
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where iu and p refer to the mean velocity and mean pressure;  and  t refer to the kinematical viscosity 

coefficient and turbulent eddy viscosity coefficient;  and jiuu
 
refer to the density of water and Reynolds 

stress tensor; ijG , ij and ijD refer to Reynolds stress generation term, pressure dependent variable and 

diffusion term, respectively; ijS refers to the strain-rate tensor of mean velocity field; k and  refer to the 

turbulent kinetic energy and turbulent kinetic dissipation rate; k ,  , 1C and 2C are empirical parameters.  

 
4.1.2 Boundary conditions 

The solid boundary was handled with no-slip condition, i.e. 0iu . The boundary condition for the free 

surface was determined according to the Rigid-lid Hypothesis. At the inlet, 1u  is given, while 032  uu . 

The open channels are long enough to ensure that the flow is fully developed at the outlet. So, at the outlet, 
the flow is considered as fully developed. 

 
4.1.3 Numerical scheme 

The 3D turbulent flow in the rectangular open channel with the same hydraulic radius and the different 
width-depth ratios were simulated. The governing equations were discretized by FVM (Finite Volume Method) 
over the control volume, a first-order accuracy SIMPLE scheme was used for the convection term, while 
central difference scheme for diffusion term. The variables were located in the center of the control volume 
and the collocated variables arrangement was employed to deal with the coupling relationship between 
pressure and velocity. 

The algebraic equations were solved by the Gauss-Seidel iteration method in this paper. The converging 
criterion is that the unit mass flow residual should be less than 0.01% of the inflow and overall mass flow 
residual should be less than 0.5% of the inflow. 
 
4.2 Calculation of optimal hydraulic section 

The flow in rectangular open channels with different wide depth ratios of which the section area and 
bottom slope are stable (A=0.72m2, i=0.0001) was calculated at different Reynolds numbers. The calculated 
cases are shown in Table 1. 

 
Table 1. Rectangular open channel calculation condition. 

B/H B (m) H(m) H/R 
1 0.85 0.85 3.00 
2 1.20 0.60 2.00 
5 1.90 0.38 1.40 

10 2.68 0.27 1.20 
15 3.29 0.22 1.13 
20 3.79 0.19 1.10 

 
In Figure 2, the variations of flow capacity against the shape parameter and the Reynolds number are 

given. It can be seen that (1) the discharge increased with shape parameter at first, then monotonously 
decreased for a given Reynolds number and the maximum discharge appeared when the width-depth ration 
equaled 2, (2) the discharge increased with Reynolds numbers for a given shape parameter. Figure 3 clearly 
shows the maximum discharge appeared in the area of which the width-depth ration equaled 2 and large 
Reynolds number which was consistent with the result in chapter 2.2 (the optimal hydraulic section is the one 
when the width-depth ration is 2 in large Reynolds number). 
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Figure 2. Variations of Q against B/H.       
 

 
Figure 3.  Variations of Q against Re and R/H. 

 
5 CONCLUSIONS 

Through theoretical analysis and numerical simulation, the results are as follow: 
(a) Optimal hydraulic section of steady uniform flow in rectangular open channels is concerned with 

Reynolds number and the width-depth ratio.  
(b) For the laminar steady uniform flow in rectangular open channels, the optimal hydraulic section is the 

one of which the width-depth ratio is 5.8. 
(c) For turbulent steady uniform flow in rectangular open channels, the optimal hydraulic section is 

influenced by Reynolds number and width-depth ratio and the optimal hydraulic section is the one of which the 
width-depth ratio is 2 in large Reynolds number. 
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ABSTRACT 
 
Experiments are conducted to investigate the influence of flow intensity (U/Uc, where U is the mean flow 
velocity and Uc is the critical velocity to initiate sediment motion) on relative scour depth (dse/D, where dse is 
the maximum value of the equilibrium scour depth and D is the pier diameter). Two sets of 3 tests are carried 
out at three values of U/Uc for two low values of blockage ratio. It is determined that for the range of flow 
intensity observed, relative scour depth increased with flow intensity. For tests with values of U/Uc < 1 in both 
sets, the form of scour is very similar; however, for tests with values of U/Uc = 1.00, there are differences in 
scour form in both centerline and contour profiles. 

 
Keywords: Bridge pier scour; scour prediction; blockage effects; flow intensity; bridge pier design. 

 
 

1 INTRODUCTION  
In North America, scour and erosion are responsible for a majority of bridge pier failures annually 

(Melville and Coleman, 2000; Wardhana and Hadipriono, 2003; Foti and Sabia, 2011. Hence, many design 
standards include provisions for design of bridge pier foundations with respect to scour. This design is 
frequently accomplished using code-specified empirical equations which have been developed using 
experimental results over the past several decades. Commonly used equations calculate relative scour depth, 
the depth relative to pier diameter below which bridge pier foundations should be placed to avoid the effects of 
scour and erosion, and functions of experimentally-defined scour-governing dimensionless parameters related 
to fluid, flow, time, pier and sediment characteristics.  

Dimensional analysis has indicated that for fully turbulent subcritical flow surrounding normally aligned 
circular piers, three dimensionless parameters are most highly influential in the scouring process.  Therefore, 
it is commonly used to predict the previously described relative scour depth (dse/D, where dse is equilibrium 
depth of scour and D is pier diameter), flow intensity (U/Uc), the ratio between mean flow velocity U and critical 
velocity of sediment Uc, flow shallowness (h/D), the ratio between mean flow depth h and pier diameter 
coupled with relative coarseness (D/d50), the ratio between pier diameter and median sediment diameter d50. 
The relationships between relative scour depth and each of these dimensionless parameters have been 
thoroughly explored and well documented (Ettema et al., 2011).  

Detailed analysis has determined that such equations have a tendency to over-predict scour depth 
(Williams et al., 2013; Williams et al., 2017), yielding unnecessarily high construction costs (Ettema et al., 
1998). Since design equations were primarily developed on the basis of experimental results from various 
investigations, the conditions under which these results were obtained require closer examination. 

Scale effects are prevalent in hydraulic models, and are usually manifested in the form of 
disproportionately high outputs (Heller, 2011). In the case of scour modelling, scale effects can be attributed to 
a number of experimental conditions. For instance, flow is typically uniform in experiments, which is an 
improbable characteristic in river flow. Sediment is normally distributed in most laboratory experiments, which, 
again, is very unlikely in a natural flow environment. Finally, close sidewall proximity to the pier is frequently 
seen in scour experimentation but does not often occur in the field. Many experiments which exceed the 
recommended maximum value of channel blockage of 10 percent (Chiew, 1984) have been used for 
development of scour-predicting equations. Therefore, use of these equations and the conditions under which 
they were carried out require re-examination. This includes further exploration of the relationship between 
relative scour depth and flow intensity.  

The present investigation explores the influence of flow intensity, U/Uc on scour geometry over a range of 
values in and just at the threshold of clear-water classification (U/Uc < 1, U/Uc = 1) at two low blockage ratios. 

 
2 METHODOLOGY 

Experiments were carried out at the University of Windsor in a 1.22 m wide flow recirculating flume with a 
length of 10 metres and a height of 0.84 metres. Two flow straighteners of decreasing diameter were placed 
upstream of the test section near the inlet tank of the flume in order to regulate incoming flow. A PVC ramp 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1620 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



  
          

  

 

was constructed just downstream of the second flow straightener, leading up to a PVC box which held the 
required sediment. A schematic of the general experimental set-up can be found in Figure 1. 

 

 
Figure 1. Experimental set-up. 

 
A Nortek USA acoustic Doppler velocimeter (ADV) was used to determine the depth-averaged velocity of 

flow for each case in the absence of the pier. Prior to each experiment, the bed sediment was levelled using a 
flat trowel and a model pier of the required size was centered between the flume walls. The water level was 
slowly increased so as to not disturb the control surface of the channel bed, until the desired water depth was 
reached. The pump was then turned on and the flow controller was adjusted until the desired flow intensity 
had been reached. Each test was conducted for duration of 48 hours, after which the pump was turned off and 
the flume was slowly drained to preserve the generated bed forms. The scour geometry (centerline and 
contour) was then measured using a laser distance meter and photographed. 

The sediment used for experiments in the current investigation was uniformly distributed and had a d50 of 
0.77 mm and a standard deviation σg of 1.34. Two sets, each encompassing of three experiments were 
carried at each of two blockage ratios, 2.5 and 5.0 percent. Pier diameter was held at 0.03 m for set A and 
0.06 m for set B, where the flow depth was 0.12 m in all tests in order to maintain constant flow shallowness 
h/D in each set. For each set, three tests under these conditions were carried out for flow intensity U/Uc of 
0.77, 0.88 and 1.00. The parameters for each test can be found in Table 1. 

 
Table 1. Experimental parameters. 

D/b U/Uc h/D D/d50 dse/D 

A1 0.025 0.77 4.0 39 1.31 
A2 0.025 0.88 4.0 39 1.85 
A3 0.025 1.00 4.0 39 2.39 
B1 0.050 0.77 2.0 78 0.69 
B2 0.050 0.88 2.0 78 1.42 
B3 0.050 1.00 2.0 78 1.79 

 
3 RESULTS AND DISCUSSION 

Figure 2 shows the relationship between dse/D and U/Uc for set A with D/b = 2.5% and set B with D/b = 
5%. For the range of U/Uc in this study (0.77 – 1.00), it can be seen that relative scour depth increases linearly 
with increasing flow intensity, which is in agreement with literature. Closer examination of the scour geometry 
for each test demonstrates the greater influence of U/Uc, particularly in the wake region of the pier. 

Figures 3 and 4 show the centerline profiles for set A and set B tests. For all figures, the x-direction is the 
stream-wise direction, the y-direction is transverse to the flow or span-wise and the z axis is normal to both 
the x and y axes. It can be seen that the form of the scour profiles upstream of the pier was very similar for all 
tests. Scour depth increases very nearly linearly from the start of the scour hole to the upstream face of the 
pier. However, greater differences can be seen downstream of the pier. In both centerline superimpositions, it 
can be seen that, as U/Uc increases, the length of the scour hole in the x-direction also increases. In effect, 
location of the primary deposit (defined as the point at which the scour profile first crosses the mean bed level 
line downstream of the pier) moves further downstream.  
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Figure 2. dse/D vs. U/Uc for set A (D/b = 2.5 %) and set B (D/b = 5%). 

 
This can be related to the nature of the large-scale turbulence structures surrounding the pier. As the flow 

intensity increases, so do the size and strength of the horseshoe vortex upstream of the pier, resulting in 
greater scour depth with greater flow intensity. Similarly, the strength of the vortices in the wake region 
increases with flow intensity, carrying and depositing sediment further downstream with increasing mean flow 
velocity (and subsequently, flow intensity). These observations are evident for both set A and set B centerline 
profiles.  In addition, it is interesting to note that for each set A and set B test with U/Uc = 1.00 (A3 and B3), 
the length of the primary deposit was very long (in both cases, at least longer than 10D).  

Figures 5 and 6 show the contour profiles for set A and B tests and Figures 7 and 8 show photographs of 
scour for set A tests. It can once more be seen that the size (in this case, the width in the y-direction, or span-
wise, and length in the x-direction, or stream-wise) of the scour hole increases with increasing flow intensity. 
While the shape of the scour centerline on upstream of the hole is quite similar for all tests, the shape of the 
scour contour for tests A3 and B3 (U/Uc = 1.00) differs slightly. The shape of the scour hole contour upstream 
of the pier for tests A1 and B1 (U/Uc = 0.77) and A2 and B2 (U/Uc = 0.88) is rounded and very similar in form. 
However, for tests A3 and B3, the scour hole contour upstream of the pier is slightly less rounded and more 
pointed in the upstream direction.  

The relative orientation of the scour hole around the pier is also dependent on the value of flow intensity. 
For set A, the centre of the scour hole relative to its stream-wise length was closer to the pier in test A1. The 
centre of the scour hole progresses further downstream of the pier in tests A2 and A3. Similarly, for set B, the 
centre of the scour hole was on upstream of the pier in test B1, close to the pier in test B2 and downstream of 
the pier in test B3.  

Downstream of the pier, none of the scour contours for any of the six tests reach the sidewalls, which is 
to be expected for tests with lower blockage ratios. The photographs for the downstream view of all set A tests 
(Figure 8) show the propagation of the primary deposit towards downstream as flow intensity increases. It can 
also be seen that while the scour hole was relatively circular with a small divot downstream of the pier for all 
tests with U/Uc < 1, the scour holes for tests A3 and B3 with U/Uc = 1.00 are elongated with adjacent troughs 
developing downstream.  

It is interesting to note that for centerline and contour profiles, the form of scour for all tests with U/Uc < 1 
is quite similar. However, for all tests with U/Uc = 1.00, scour form demonstrates small but clearly visible 
differences.  

In addition, it should be noted that it is not reasonable to compare tests between the two sets because, 
as shown in Table 1, all tests in set A have differing values of D/d50 and h/D as well as D/b from all tests in set 
B. Any differences noted in scour geometry between, for example, tests A1 and B1 could not be attributed to a 
change in any one of these parameters as more than one of the scour-governing parameters was changing. 
Analysis for this section had been restricted to each of the two sets separately with associated similarities. 
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Figure 3. x/D vs. z/D for set A. 
 

 
Figure 4. x/D vs. z/D for set B. 
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Figure 5. x/D vs. y/D for set A. 

 

 
Figure 6. x/D vs. y/D for set B. 
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Figure 7. Contour view photographs of set A tests (top: A1, middle: A2, bottom: A3). 

 

 
Figure 8. Upstream view photographs of set A tests (left: A1, middle: A2, right: A3). 
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4 CONCLUSIONS AND RECOMMENDATIONS  

This investigation explores the role of U/Uc for low blockage ratios, as the parameters of many 
investigations used for analysis in this area has employed blockage ratios exceeding the minimum value 
described by Chiew (1984). Two sets of three tests each indicated that relative scour depth increases with 
flow intensity, and the shape of scour geometry for all tests with U/Uc < 1 is very similar. However, scour for 
tests with U/Uc = 1.00 differs slightly in form.  

Although the role of blockage ratio is not explicitly explored in the current investigation, its role in the 
relationship between relative scour depth and flow intensity could be isolated by changing the proximity of test 
section sidewalls as opposed to pier diameter, allowing for constant h/D and D/d50. Similarly, while the present 
study deals with scour within and just at the threshold for clear water conditions (U/Uc < 1, U/Uc = 1), further 
experimentation could be carried out in order to determine changes in scour form which may occur under live-
bed conditions just beyond the threshold (U/Uc > 1), in order to gain a more detailed understanding of the role 
of U/Uc in clear-water and live-bed scour. 
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ABSTRACT 
 
A seepage simulation is focused on clay core-rock fill dam all the time. In this study, Putrajaya dam is taken as 
a case study, the saturated stable seepage computation model was used to analyse Putrajaya dam seepage 
problem. Two-dimensional finite element model of the clay core-rock fill dam was established by the Geo-
Slope/SEEPW Software. The numerical simulation computation was carried on dam seepage situation under 
different conditions. A proposed model is describing the flow pattern and seepage behaviour through the dam. 
The flow is assumed to be two-dimensional and under steady-state condition. The non-linear differential 
equation governing the flow is solved using an iterative finite element scheme. The finite element formulation 
is computer-implemented into a flexible computer program called SEEPW. The results show that the seepage 
amount through the dam was equal to 3.5620 x 10-8m3/sec. 
 
Keywords: Seepage; hydraulic conductivity; finite elements; modelling; SEEP/W. 
 
 
1 INTRODUCTION  
 It was found (Hasan, 1999) that from 1000 of dams being built today, almost 10 of the dams are failed 
with the ratio of 1:100. From the records available, more than 200 dams that failed in the 20th century involved 
the dam’s size of either more than 15 meters high or less than 15 meters high. Of the total failures, 30 
incidents are recorded between 1950 and 1959 and 25 incidents are recorded between 1960 and 1965. Since 
1998, the number of unsafe dams in United States has risen by 33% to more than 3500, while federally owned 
dams are in good condition and there have been modest gains in repair, the number of dams identified as 
unsafe is increasing at a faster rate than those being repaired. US$10.1 Billion is needed over the next 12 
years to address all critical non-federal dams, which pose a direct risk to human life should they fail (ASCE, 
2005). 
 There are many types of dam failures but the two common failure modes are hydraulic failure 
(overtopping) and piping or seepage. According to ICOLD, The International Commission on Large Dams, the 
most common cause of failure of earth fill and rock fill dams is seepage and piping (Fell, 1992), as shown in 
Table 1. 
 

Table 1. Causes for dam (over 15m height) failure (Fell, 1992). 

Causes Failure  Percentage (%)  

Piping and Seepage  38  

Overtopping  35  

Foundation  21  

Others  6  

 
 This survey was carried out in 1973. Hydraulic failure accounts for over 40% of earth dam failure and 
may be due to one or more of the following:  

i. By overtopping: When free board of dam or capacity of spillway is insufficient, the flood water will 
pass over the dam and wash it downstream; 

ii. Erosion of downstream toe: The toe of the dam at the downstream side may be eroded due to heavy 
cross-current from spillway buckets or tail water. When the toe of downstream is eroded, it will lead 
to failure of dam; 

iii. Erosion of upstream surface: During winds, the waves developed near the top water surface may cut 
into the soil of upstream dam face which may cause slip of the upstream surface leading to failure; 

iv. Erosion of downstream face by gully formation: During heavy rains, the flowing rain water over the 
downstream face can erode the surface, creating gullies, which could lead to failure. 
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Seepage always occurs in the dams. If the magnitude is within design limits, it may not harm the stability 

of the dam. However, if seepage is concentrated or uncontrolled beyond limits, it will lead to failure of the dam. 
Following are some of the various types of seepage failure: 

i. Piping through dam body. When seepage starts through poor soils in the body of the dam, small 
channels are formed which transport material downstream. As more materials are transported 
downstream, the channels glow bigger and bigger which could lead to wash out of dam as shown in 
Figure 1; 
 

 
Figure 1. Failure of dam due to piping through dam body. 

 
ii. Piping through foundation: When highly permeable cavities or fissures or strata of gravel or coarse 

sand are present in the dam foundation, it may lead to heavy seepage. The concentrated seepage 
at high rate will erode soil which will cause increase flow of water and soil, as shown in Figure 2. As 
a result, the dam will settle or sink leading to failure; 

 

 
Figure 2. Failure of dam due to piping through foundation. 

 
iii. Sloughing of downstream side of dam: The process of failure due to sloughing starts when the 

downstream toe of the dam becomes saturated and starts getting eroded, causing small slump or 
slide of the dam. The small slide leaves a relative steep face, which also becomes saturated due to 
seepage and also slumps again and forms more unstable surface. The process of saturation and 
slumping continues, leading to failure of dam. 

 
2 PROBLEMS STATEMENT  
 Most of the past studies have involved seepage under the dam foundation (Ersayin, 2006). However, in 
embankment dams, there is seepage in the dam body following a phreatic line. An earth fill dam’s body 
prevents the flow of water from dam’s back to downstream. However, with the most impermeable materials 
used in the dam’s body, some amount of water seeps into dam’s body and goes out from downstream of body 
slope. Seepage through or under an embankment may occur at a high enough rate to cause a boil, usually 
called a sand boil. Presence of sand boils can play a major role in embankment failure. Seepage of floodwater 
through or under an embankment is a normal process. However, when seepage occurs at a high rate, the 
seepage water can carry soil material with it. 
 
3 STUDY AREA AND BASIC DATA 
 Putrajaya Dam is owned by Perbadanan Putrajaya and was constructed in 2001 with a 400-hectare man-
made lake created. It is a zoned earth filled embankment located upstream of the confluence of Sg. Chuau 
and Sg. Bisa in the state of Selangor. The dam embankment was raised to EL 21.0m. It has a crest length of 
about 735m and a maximum height of 18 – 30m with 145m length of embankment. The seepage chamber 
location is shown in Figure 3.  
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Figure 3. Seepage measurement chamber location – SC 02. 

 
 The type of spillway is labyrinth with a reservoir capacity of 24 million cubic meter and a maximum flood 
discharge at spillway is 904m3/s. The main purpose of the dam is to provide recreational facilities to Putrajaya 
communities. 
 
4 METHODOLOGY 
 In this study, the analysis computation was used for dam’s seepage by GEO-SLOPE/SEEPW finite 
element software. This software’s function includes process kinds of non-uniform nature soil layer distribution 
and complex dam situation; set assign head and current capacity, water-proof boundary, and so on many 
kinds of boundary conditions; compute saturation line automatically; output equipotential line, streamline, 
saturation line, kinds of computed result curve and seepage quantity, slope fall of seep export, etc. 
 The boundary conditions were hydraulic conductivity, pore water pressure, and reservoir levels. We can 
find pore water pressure at different point by multiplying the piezometric reading with unit weight of water, 
which is 9.81kN/m3. SEEP/W divided the entire flow domain into a finite element mesh. Each element in the 
mesh must be associated with a soil type. At some points, it is needed to forecast the seepage fluxes across 
some sections. We can predict the critical section for the seepage rate and it is usually located at filter outlet 
of the dam. It has been noted several times earlier that in seepage analyses only the head (H) or flow (Q or q) 
can be specified as a boundary condition. There are, however, situations where neither ‘H’ nor ‘Q’ is known. A 
typical situation is the development of a downstream seepage face, as illustrated in Figure 4. Another 
common situation is the seepage face that develops on the upstream face after rapid drawdown of a reservoir. 
 

 
Figure 4. Seepage on down slope dam face (no toe 

under drain in this case). 
 

A flow net is in map of contours of equal potential crossed with flow lines. For the flow net to represent a 
correct solution to the Laplacian equation, the equipotential lines and flow lines must follow certain rules. The 
flow lines must for example cross the equipotential lines at right angles. Also, the area between two adjacent 
flow lines is called a flow channel and the flow in each channel has to carry the same amount of flow. A 
correctly constructed flow net is a graphical solution to Laplacian equation. SEEP/W does not create a true 
flow net because flow nets can be created for a few special situations. SEEP/W, however, does compute and 
display many elements of a flow net, which are useful for interpreting results in the context of flow net 
principles. For example, flow lines must be approximately perpendicular to equipotential lines. Features like 
this provide a reference point for judging the SEEP/W results. SEEP/W is formulated in terms of total hydraulic 
head. Contours of total head are the equivalent of equipotential lines. So, equipotential lines can be drawn 
and displayed by creating a plot of total head contours. They are identical to equipotential lines in a flow net. 
In this example, there are eight equipotential drops from 20 to 12, one meter each. In SEEP/W, we can draw 
paths as illustrated in Figure 5 and flow net approximation as shown in Figure 6. These are lines that an 
imaginary droplet of water would follow from entrance to exit; they are not flow lines in the true context of a 
flow nets. In flow net terminology, the area between two flow paths is called a flow channel. In a flow net, the 
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amount of the flow between each flow line must be the same; that is, the amount of flow is the same in each 
flow channel. It is possible for simple cases to compute flow lines so that they create exact true flow channels. 

 

 
Figure 5. Plot of total head contours or equipotential lines. 

 

 
Figure 6. Flow net approximation. 

 
 The permeability of embankment and foundation materials adopted in the design based on Angkasa 
Consulting Services S/B Consulting Engineers are as in Table 2. Only two main parameters were adopted in 
this simulation study. Three seepage measurement weirs are installed to facilitate the measurement of the 
seepage water through the dam embankment, the foundation and ground water at the abutments draining into 
the dam toe area (which is not significant in the case of Putrajaya main dam considering the abutment 
elevation is low.  

 
Table 2. Permeability of embankment and foundation materials. 

Material 
Coefficient of Permeability 

(m/sec) 
Rock fill 1 x 10-2

Clay core 2 x 10-9 
Shoulder Material 1 x 10-8 
Sand fill 1 x 10-3 
Organic soils and soft clay 1 x 10-8 
Alluvial silty sand 1 x 10-7 
Naturally occurring residual soils 1 x 10-8 

 
 Based on suggestion by Angkasa Consulting Services S/B, the maximum allowable seepage value at 
each seepage chamber estimated is 0.5 litre/sec. This seepage measurement chambers comprise of a 900 V-
notch weir, stick gauge (depth indicator) and basin. The objective of the V-notch weirs is to measure the 
amount of dam seepage water. Based on Angkasa Consulting Services S/B, the seepage quantity is 
estimated using the following equation: 

 
Q =  1340 * H2.5   [1] 

 
where Q is the flow, litres/sec. 
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 ‘H’ is the head of water upstream over the bottom of the V-notch, meter. The measured seepage rate will 
be compared against the permissible seepage rate by International Committee of Large Dam (ICOLD), which 
is 0.5l/s (as suggested by Angkasa Consulting Services S/B) for each seepage chamber set by the dam 
designer for dam safety evaluation. The Table shows the seepage V-notch weir Conversion Table 3 and the 
dam cross section is shown in Figure 7.  
 

Table 3. The seepage V-notch weir Conversion Table. 
Water depth 
above weir 

(mm) 

Flow 
(I/sec) 

Water depth 
above weir (mm) 

Flow 
(l/sec) 

Water depth 
above weir (mm) 

Flow 
(l/sec) 

0.00 0.00 28.00 0.19 56.00 1.05 

2.00 0.00 30.00 0.22 58.00 1.15 

4.00 0.00 32.00 0.26 60.00 1.25 

6.00 0.00 34.00 0.31 62.00 1.36 

8.00 0.01 36.00 0.36 64.00 1.47 

10.00 0.01 38.00 0.40 66.00 1.58 

12.00 0.02 40.00 0.46 68.00 1.71 

14.00 0.03 42.00 0.52 70.00 1.83 

16.00 0.05 44.00 0.58 72.00 1.96 

18.00 0.06 46.00 0.65 74.00 2.10 

20.00 0.08 48.00 0.72 76.00 2.25 

22.00 0.10 50.00 0.80     

24.00 0.13 52.00 0.88     

26.00 0.16 54.00 0.96     
 

 
Figure 7. Dam cross-section. 

 
5 RESULTS AND DISCUSSIONS 
 The seepage simulation values obtained from seepage analysis using SEEP/W is 3.5620 x 10-8m3/s.m, 
as shown in Figure 8 and Figure 9. Based on field data collection and using equation 1, the result for seepage 
collecting data for one-year period time (in 2010) is shown in Table 4.  

 

 
Figure 8. Contour and phreatic line (q = 3.5620 x 10-8m3/sec). 
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Figure 9. Phreatic line at 14.0m water head level (q = 3.5620 x 10-8m3/sec). 

 
Table 4. Seepage rate base on varies value. 

Scenario 
Hydraulic Conductivity Seepage rate 

(m3/s.m) Rock fills (m/s) Clay core (m/s) Reduce by 

1 5 x 10-3 1 x 10-9 2 times 1.73 x 10-8 

2 1 x 10-3 2 x 10-10 10 times 3.53 x 10-9 

3 1 x 10-4 2 x 10-11 100 times 3.56 x 10-10 

 
 Based on the analysis carried out on the parameters and data of seepage flow on Putrajaya dam 
provided, it is found that the quantity is theoretically lower than the value set by the seepage of the 
International Committee of Large Dam (ICOLD) of 3.5620 x 10-8m3/sec. The analysis and simulation of 
seepage on Putrajaya dam found the seepage rate decreases with the reduction of hydraulic conductivity, k. 
Based on the analysis done by simulating three different values of hydraulic conductivity, the seepage flow 
rate is found decreases with the decrease of hydraulic conductivity. All simulation of these analysis as shown 
in Figure 10, Figure 11 and Figure 12. The lower rate of seepage is better for stability of the dam. It is 
important for selecting material for filling the dam embankment with low permeability material. This is to 
ensure the minimum seepage through the dam embankment. 
 

 
Figure 10. The seepage flow rate and phreatic line in reduce by 2 times. 

 

 
Figure 11. The seepage flow rate and phreatic line in reduce by 10 times. 
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Figure 12. The seepage flow rate and phreatic line reduce by 100 times. 

 
6 CONCLUSIONS 
 In this study, the seepage problem through Putrajaya dam was carried out: 

i. A seepage flow rate value is not similar as compared with the actual seepage monitoring value done 
by Perbadanan Putrajaya. The simulation value is less than combination of three seepage chamber 
values at Hydraulic Conductivity, k value of 1 x 10-2m/sec for rock fill and 2 x 10-9m/sec for clay core, 
respectively. The seepage simulation value is 3.5620 x 10-8m3/sec.m, where the total seepage is 
0.0262l/s; 

ii. The simulation values of total seepage through the Putrajaya Dam decrease when the value of 
Hydraulic Conductivity, k is reducing 2 times, 10 times and 100 times as compare with allowable 
combined seepage limit of 1.5l/sec, where the total seepage reduced to 0.0127l/sec, 0.0026l/sec 
and 0.0003l/s, respectively; 

iii. The seepage amount is reducing when the Hydraulic Conductivity, k is reduced. It shows that the 
seepage is dependent on k; 

iv. Finite element method can analyse the seepage problem faster and more accurate than the other 
method such the flow-net method; 

v. The difference between the observed value of seepage and the predicted value of seepage is due to 
the limitation of two materials were considered as compared to the seven varies of materials zoning 
in the actual dam bodies. 
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ABSTRACT  
 
Accurate estimation of scour depth at complex pier leads to an economic and correct design for level of 
foundation. Due to technical and economic reasons, complex piers (pier including foundation) are more 
general for bridge design. In this study, two robust techniques, artificial neural networks (ANNs) and Gene 
Expression Programming (GEP) were employed for prediction of scour depth at complex piers. A wide range 
of dataset was collected from present study as well as literature, the clear water condition was chosen for 
experimental tests. The result shows that the scour depth at complex piers is a function of pier diameter (bc) 
and foundation level (Y). The RBF (Radial Base Function) network with R2=0.945 and RMSE =0.031 provides 
better prediction in comparison with previous equations and the GEP techniques (R2=0.811and 
RMSE=0.263). A formula was developed using GEP to predict local scour at complex piers. Although, 
accuracy of the RBF is higher than GEP, the GEP based formula is more useful for practical purposes and 
can be easily employed to predict the depth of scour at complex piers. This paper highlights that the 
mentioned techniques can be successfully used for accurate estimation of local scour and lead to the 
protection of bridge piers. 
 
Keywords: Neural Network; GEP; Local scour; Complex piers scour; Erosion. 

 
 

1 INTRODUCTION 
Accurate estimation of scour depth at bridge pier is one of the major concerns during a flood hazard. 

Bridge piers are usually constructed on the foundation (pile cap) with or without the group of piles (complex 
piers). Due to technical and economic reasons, complex piers are more general for bridge design (Ataie-
Ashtiani et al., 2010; Sheppard and Glasser, 2004). Generally, the foundation of complex piers can be found 
below the initial bed. Moreno et al. (2016) showed that scour around pile groups is caused by two types of 
mechanisms: (1) those causing local scour at individual piles, i.e., downflow, horseshoe vortex, wake vortices, 
and bow wave; and (2) those attributable to the interaction of the different piles, i.e., scour reinforcement, 
sheltering, wake vortex interaction, and compressed horseshoe vortices (Figure 1).  

 
 

 

 

 

 

 

 

 

 

 

Figure 1. Flow structure around complex piers (Moreno et al., 2016). 
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 During the flood hazard, the flow erodes sediments and the foundation will be exposed to flow and 
influences the scour depth (Melville and Coleman, 2000; Jones et al., 1992; Ferraro et al., 2013).  

Different methods have been suggested for estimation of local scour around complex piers. The Federal 
Highway Administration (FHWA) suggested a superposition method to determine the scour depth at complex 
piers in HEC-18 (Richardson and Davis, 2001). Florida Department of Transportation (FDOT) proposed an 
alternative methodology, based on superposition method to estimate scour depth (Sheppard and Renna, 
2005). In this methodology, complex pile is represented by a single pier with an effective diameter.  Amini et 
al. (2014) indicated that superposition method which is used in HEC-18 and FDOT gives inadequate 
prediction of scour depth at complex piers. However, robust methods such as Artificial Neural Networks 
(ANNs) and Gene Expression Programming (GEP) can be used for accurate estimation of local scour at 
complex piers.  

Several investigations have already been carried out to estimate local scour at uniform pier and abutment 
(Melville and Coleman, 2000; Mohammadpour et al., 2013a, 2015a,b; Kothyari and Raju, 2001; Ballio and 
Orsi, 2001). Only some studies are available in literature to predict the maximum scour depth at complex piers 
(Parola et al. 1996; Melville and Coleman 2000; Ferraro et al., 2013; Mohammadpour et al., 2014b; Ghani and 
Mohammadpour, 2015).  Over the past two decades, soft computing techniques such as GEP and ANNs are 
successfully used in water resources field (Guven and Gunal 2008, Guven et al., 2012; Muzzammil, 2011; 
Muzzammil et al., 2015;  Mohammadpour et al., 2014a, 2015b, 2016). Azamathulla et al. (2010) have applied 
GEP to predict the scour depth around piers. The GEP provides better prediction in comparison with other 
regression methods. The GEP gives satisfactory results compared to empirical equations and ANNs. 
Mohammadpour et al. (2013a) used GEP and ANNs to estimate variation of local scour around short 
abutment. Results indicated that although the accuracy of ANNs is better than the GEP, the GEP is a more 
practical technique.   

In the present study, ANNs and GEP were used as robust techniques to predict the local scour around 
complex pier. Several experimental tests were conducted for different shape of complex piers under clear 
water condition. To evaluate the mentioned techniques, a wide range of dataset was collected from present 
study and literature. Finally, result of GEP and ANN is compared with conventional equations. 

  
2 EXPERIMENTAL SETUP 

The experimental investigations were conducted in a concrete flume with rectangular cross section and 
dimension of 30.0 m length, 1.0 m width and depth of 0.75 m. To make sure a fully developed boundary layer 
was obtained, the working section was selected at 21.0 m downstream of flume entrance. As shown in Table 
1, cylindrical shape was chosen for foundation while three different shapes, circle, square and lozenge, were 
selected for piers. In all experiments, the foundation was located below the initial bed and level of foundation 
(Y) was measured from the initial bed (Figure 2). Four series of tests were performed and in each series, pier 
diameter (bc) and foundation diameter (bpc) were held constant while the Y was variable (Table 1). Melville 
(1992) indicated that the maximum scour depth around uniform piers is 2.4 times of pier diameter (dsmax= 
2.4bc). However, for Y>2.4bc, the foundation level is below the maximum depth of scour and the scouring 
around complex pier is similar to uniform pier. In this study, the case of Y=12 cm has similar condition. 

 
Table 1.  Summary of tests for the present study. 

Test 
Pier 

shape 
Foundation 

Shape 

Foundation 
elevation 

Y (cm) 

Foundation 
Diameter 
bpc (cm) 

Pier 
Dimension 

bc (cm) 
C-0 Circle Cylinder 12.0 7.9 4.8 
C-1 Circle Cylinder 6.3 7.9 4.8 
C-2 Circle Cylinder 1.0 7.9 4.8 
C-3 Circle Cylinder 0.0 7.9 4.8 

      
S-0 Square Cylinder 12.0 7.9 4.8 
S-1 Square Cylinder 6.3 7.9 4.8 
S-2 Square Cylinder 1.0 7.9 4.8 
S-3 Square Cylinder 0.0 7.9 4.8 

      
L-0 Lozenge Cylinder 12.0 7.9 4.8 
L-1 Lozenge Cylinder 6.3 7.9 4.8 
L-2 Lozenge Cylinder 1.0 7.9 4.8 
L-3 Lozenge Cylinder 0.0 7.9 4.8 
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Figure 2.  Foundation below the initial bed 
 

The uniform sediment with d50 = 0.92 mm and geometric standard deviation, σD=1.20 was selected in all 
experiments. To avoid the effects of sediment on local scour, the ratio of bc/d50 should be more than 50 
(Melville and Chiew ,1999). Raudkivi and Ettema (1983) reported that for d50 ≥ 0.7 mm, the experiments can 
be run successfully without ripple. To provide the clear water conditions and maximum depth of scour, the 
mean velocity of flow was set close to the critical sediment velocity. The expressions given by Melville and 
Coleman (2000) and Shields diagram were used to estimate the critical velocity of sediment (Uc ). A gate was 
used to adjust the flow depth at the downstream end of the flume. At the end of each experiment, a point 
gauge with high accuracy was used to measure the topography of scour hole around the complex pier. 
 
3 DIMENSIONAL ANALYSIS 

In this study, the complex pier included pier and foundation. The effect of pier, foundation, fluid and 
sediments on scour depth (ds) can be expressed functionally as (Ataie-Ashtiani et al., 2010): 

 

 spcsccfupccs KKUUdYLLhbbfd ,,,,,,,,,, 50  [1] 

 
where, bc=pier diameter/width; bpc=foundation diameter/width; h= approach flow depth; LU and Lf =extensions 
of the foundation at upstream and side of the pier, respectively; Y=foundation level; d50=median size of 
sediments; U= flow velocity ; Uc = sediment critical velocity ; Kspc and Ksc = shape factors for foundation and 
pier, respectively.  Melville and Sutherland (1988) indicated that for h/bc ≥3.4 and bc /d50>5, the depth of flow 
and sediment size have no significant effect on the local scour. In present study, the collected data was 
chosen in such a way that the flow depth and sediment size have no effect on the scour depth. Therefore, a 
functional relationship based on the dimensional analysis may be written as: 
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[2] 

This equation was used to develop ANNs and GEP models. 
 

4 EXPERIMENTAL RESULTS  
Table 2 shows the maximum scour depth at complex pier. For Y=0 cm, the scour depth is 10.1 cm, 10.6 

cm and 10.5 cm for circle, square and lozenge pier,  respectively. It can be concluded that the shape of pier 
has no significant effect on scour depth when the foundation level is located at both initial bed (Y=0) and 
under scour hole (Y≥12). In this condition, extension of foundation in front of pier is similar to an obstacle and 
weakens the effect of pier horseshoe vortices (Figure 1). Over time, the scour hole in front of the pier is 
gradually enlarged and the foundation horseshoe vortices form at upstream of the foundation which increase 
the scour depth. However, in range of 0< Y<12, the effect of pier shape is considerable.  
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Table 2. Summary of tests in the present study. 

Test 
Flow depth 

h (cm) 

Foundation  
level 

Y (cm) 

d50  
(mm) 

dsmax 

(cm) 

C-0 17.60 12.0 0.92 9.1 
C-1 17.60 6.3 0.92 7 
C-2 17.60 1.0 0.92 7.7 
C-3 17.60 0.0 0.92 10.1 

     
S-0 17.60 12.0 0.92 9.2 
S-1 17.60 6.3 0.92 8.2 
S-2 17.60 1.0 0.92 10 
S-3 17.60 0.0 0.92 10.6 

     
L-0 17.60 12.0 0.92 9.0 
L-1 17.60 6.3 0.92 8.5 
L-2 17.60 1.0 0.92 9.7 
L-3 17.60 0.0 0.92 10.5 

 
Figure 3 shows a comparison between present and previous studies at complex pier. The circle and 

square piers from this study were chosen for this comparison.  Previous studies included the experiments 
conducted by Chabert and Engeldinger (1956), Melville and Raudkivi (1996), Parola et al. (1996), Coleman 
(2005) and Ataie-Ashtiani et al. (2010). As shown in Figure 3, three cases were observed regarding the 
foundation level ratio(Y/bc). In Case I, level of foundation is under the base of the scour hole; therefore, scour 
depth depends on pier diameter (bc), and the scour hole around the complex piers is similar to uniform piers. 
In this condition, maximum scour depth is 2.4bc. In Cases II and III, the top of foundation exposes into scour 
hole and the scour depth is usually smaller than maximum scour depth for uniform abutment. Starting from a 
Y/bc approximately equal to 2.4 and subsequently decreasing, the foundation rises to the scour hole, and the 
scour depth decreases and reaches a minimum at Y/bc =1.1~1.3. In Case II, the pier horseshoe vortices are 
weakened by the foundation and, the depth of scour is confined by the foundation. In the next step (Case III), 
scour depth ratio (ds/bc) increases when Y/bc decreases again, it can be due to formation of foundation 
horseshoe vortices in front of complex pier. 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 3. Variation of scour depth at complex pier in terms of foundation level. 
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5 DEVELOPMENT OF GENE EXPRESSION PROGRAMMING (GEP) 
The GEP as a learning program has been developed using genetic programming (GP) and genetic 

algorithms (GA). In this technique, a fitness function was employed to evaluate the chromosomes which are 
randomly generated in each individual population. Several operators were used to modify chromosomes such 
as, cross-over transpositions, mutation and inversion. 

Firstly, the optimum size of population was selected to be equal to 30 (Ferreira, 2001). In the next step, 
the Root Relative Squared Error (RRSE) was selected to evaluate the chromosomes. In the third step, in each 
gene, a basic mathematical function (power) and the operations of +, -, *, / (four basic arithmetic operators) 
were selected for generation of chromosomes. The architecture of chromosome was chosen based on the 
number of genes, length of head and tail. Mohammadpour et al. (2013b) showed that three genes per 
chromosome provide the best results. In the next step, the operators of multiplication and addition were 
assessed to determine the best GEP linking function. However, the addition function provides more accurate 
results and it was employed for linking between the chromosomes (sub-expression). In the last step, the 
mentioned operators were used to develop the GEP. A summary of the parameters is shown in Table 3. 
 

Table 3. Parameters of the optimized GEP model. 
Description of parameter Setting of parameter 

Function set  (+, -, *, /,  power)  

Population size 30 

Head length 8 

Number of genes 3 

Mutation rate (%) 50 

Linking function Addition Addition 

Inversion rate (%) 10 

One-point recombination rate (%) 30 

Two-point recombination rate (%) 30 

Gene recombination rate 0.1 

Gene transportation rate 0.1 

 
In total, 128 datasets were used to estimate the scour depth at complex pier from present and earlier 

studies  by Jones et al. (1992); Parola et al. (1996); Melville and Raudkivi(1996), Coleman (2005),  Oliveto 
(2012), Umeda et al. (2010), Ataie-Ashtiani et al. (2010), Eghbali et al. (2013) and Amini et al. (2014). Out of 
the total dataset, approximately 80% (100 datasets) were selected randomly for training and remaining 20% 
(28 datasets) of dataset were employed for testing. The range of data is shown in Table 4.  

 
Table 4. Range of data for training and testing. 

Parameter 
Training  Testing 

Min Max  Min Max 

Lu/Lf 0.00 3.48  0.00 3.48 

Lf/bc 0.00 3.55  0.11 1.50 

bc/bpc 0.25 1.00  0.25 1.00 

Y/bc 0.00 20.00  0.00 5.10 

U/Uc 0.55 1.00  0.64 1.00 

Ksc 0.90 1.10  1.00 1.10 

Kspc 1.00 1.10  1.00 1.10 

ds/bc 0.08 3.28  0.13 2.93 

 
As shown in Table 5, set of functions and terminals were chosen for each gene to create the 

chromosomes. In this work, the set of terminals included the six independent parameters in Equation 2, i.e T={

spcsc
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,,,,, } and dependent variable of ds/bc. The simplified analytic form of the proposed GEP 

model may be expressed as: 
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[3] 

The expression trees of this model are indicated in Figure 4. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Expression trees for the GEP formulation. 

6 DEVELOPMENT OF ARTIFICIAL NEURAL NETWORKS 

The artificial neural networks (ANNs) attempt to represent the low-level intelligence of the human brain. 
An ANNs typically consists of input, hidden and output layers which shows a random mapping between the 
input and output dataset. The neuron is the main and smallest part of ANNs. In this research, the Softmax 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1640 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



          
 

 

 

transfer was employed as a function at each node. A radial basis function (RBF) is a network for function 
approximation and can be expressed as (Bateni and Jeng, 2007): 
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where: x= input dataset, µj= radial basis function centre for the Jth hidden node, σ j= radius for the Jth 

hidden node and 
2

jx  = the Euclidean norm.  

To assess performance of the selected techniques, three statistical parameters, coefficient of 
determination (R2), mean absolute error (MAE) and root mean square error (RMSE), were used in this 
research. Expression of these parameters are given in the following:  

 

 

 






p
i ii

p
i ii

OO

PO
R

1
2

1
2

2

)(

)(
1  [5] 

   p
i ii PO

n
MAE 1

1
 [6] 

n

PO
RMSE

p
i ii  

 1
2)(

 
[7] 

 

where Oi= observed data, Pi=calculated data. iO = average of observed value and n= the number of data. To 
find the best network of RBF-ANN method, the spread coefficient (α) should be found based on trial and error. 
However, a range of value between 0 and 1.2 was chosen for spread coefficient to train the RBF.  As shown 
in Table 5, the best result for testing data was obtained for a network with 20 neurons in hidden layer and 
spread constant of 0.8 (R2=0.945 and RMSE=0.031). 
 

Table 5.  Result of RBF based on statistical measures. 
No. of  

Neurons 
Spread 

Constant 
 Training   Testing 
 R2 RMSE MAE  R2 RMSE MAE 
  

1 0.8  0.513 0.095 0.069  0.370 0.104 0.076 

2 0.8  0.553 0.091 0.066  0.474 0.095 0.073 

3 0.8  0.601 0.086 0.062  0.530 0.090 0.074 

5 0.8  0.700 0.075 0.049  0.665 0.076 0.053 

7 0.8  0.718 0.072 0.046  0.657 0.077 0.052 

10 0.8  0.728 0.071 0.043  0.732 0.068 0.045 

12 0.8  0.733 0.071 0.042  0.777 0.062 0.040 

14 0.8  0.737 0.070 0.040  0.802 0.058 0.039 

16 0.8  0.738 0.070 0.040  0.798 0.059 0.040 

18 0.8  0.787 0.063 0.035  0.851 0.051 0.036 

20 0.8  0.828 0.057 0.035  0.900 0.042 0.031 

30 0.8  0.863 0.051 0.029  0.945 0.031 0.023 

40 0.8  0.878 0.275 0.142  0.897 0.243 0.201 

50 0.8  0.883 0.269 0.124  0.897 0.242 0.201 
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7 RESULT AND DISCUSSION 

Table 6 compares the performance of the selected techniques with the equations recommended by 
Melville and Raudkivi (1996), Coleman (2005) and HEC-18. In overall, the ANNs-RBF with R2=0.945, 
RMSE=0.031 and MAE=0.023 gives better predictions in comparison with GEP and other methods.  

 
Table 6.  Performance of various approaches to predict scour depth at compound piers. 

 
Figure 5 shows a comparison between the RBF and GEP methods. The RBF outperforms in best-value 

prediction, as reflected a high value of R2=0.945 and a lower RMSE = 0.031. A comparative result was 
observed between RBF and GEP method with R2=0.811, RMSE=0.263. 

Although the RBF predicts the scour depth with high accuracy, it is not as easy to use as the empirical 
equations and do not give enough insight into the generated model. However, GEP based formula is more 
useful for practical purposes and can be easily employed to predict the depth of scour at complex piers. 

 It should be mentioned that prediction of HEC-18 (with R2=0.811, RMSE=0.263) is better than the 
empirical equations suggested by Coleman (2005) and Melville and Raudkivi(1996). However, in comparison 
with HEC-18 method, the GEP approach can be recommended as rapid and direct methods to reduce 
substantial time and effort by minimizing the process and calculation. This study should encourage other 
researchers and managers to apply these techniques as highly reliable alternatives to predict scour depth and 
can be commonly used for accurate predication of aquatic system in the world.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Comparison of ANNs-RBF and GEP. 

Model 

Training Testing 

R2 RMSE MAE R2 RMSE MAE 

ANNs-RBF 0.863 0.051 0.029 0.945 0.031 0.023 

GEP 0.856 0.276 0.224 0.811 0.263 0.204 

HEC-18 0.687 0.59 0.41 0.612 1.332 1.05 

Coleman (2005) 0.505 1.303 0.916 0.550 1.582 1.25 

Melville and Raudkivi(1996) 0.421 1.64 1.15 0.492 1.827 1.448 
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8 CONCLUSIONS 
In this study, ANNs-RBF and GEP techniques were employed to predict the scour depth at complex 

piers. The clear water condition was chosen for all experimental where the top of foundation was located 
below the initial bed level. The results indicated that the minimum scour depth occurs in range of 
Y/bc=1.1~1.3. Furthermore, the shape of pier has no significant effect on scour depth when the foundation 
level (Y) was located at initial bed. A high value of the coefficient of correlation (R2=0.945) and low error 
(RMSE =0.031) indicated that the ANNs-RBF provides better prediction in comparison with GEP technique 
(R2=0.811and RMSE =0.263). Although the accuracy of ANNs-RBF is high, the GEP-based formula is more 
practical and can be easily used to estimate the scour depth at complex piers. This research highlights that 
the mentioned techniques can be commonly used for accurate predication of aquatic system in the world. 
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ABSTRACT  
  
Determination of form drag by a blunt object in fluid flows is practically useful and an important topic for 
fundamental research. Flow resistance has been described by N-S equations, i.e., the boundary shear stress 
or the skin friction dominates the flow resistance. The skin friction has been well defined and understood, but 
the definition of form drag is not so successful even in the simplest case, i.e., the pipe flow with roughness like 
Nikuradse’ experiment. To make attempt to understand those, this paper first defines form drag as

wdd gkVgUCgAF   2/2
1 , where ρ = fluid density, g = gravitational acceleration, k = coefficient, A1 = 

projection area of an object and U = approaching velocity. Yang (2013) noticed that U2/2g has the length 
dimension, and the product of area A and a length yields a volume of Vw. He interpreted that the form drag is 
actually an alternative form of Archimedes’ law, i.e., the drag force is proportional to the volume of wake 
behind an object. This paper verifies this interpretation by examining the measured volume of wake behind 
cylinders and spheres using the available data in the literature. It is found that in the existing expression of Cd, 
the skin friction on the front part is included. If the skin friction is excluded, the Cd should be a constant, not a 
variable dependent on the Reynolds number. This paper extends the basic idea of boundary layer flow (or the 
1st type of boundary layer flow) formed by a flat plate to a blunt object, and “the 2nd type of boundary layer 
flow” is proposed to express the fluid zone of wake behind the object. The 1st type of boundary layer has been 
proposed by Prandtl to express the skin friction where the near boundary flow is parallel to the main flow 
direction, and the viscous effect generates the skin friction that is proportional to the contact area. The 2nd type 
is caused by the back flow, and its magnitude is proportional to a volume. 

 
Keywords: Green's theorem; form drag; skin friction; boundary layer theory; wake volume.  

 
 

1 INTRODUCTION   
  Determination of flow resistance is an important topic that has been studied by many researchers in the 
history of hydraulics and fluid mechanics, like Chezy, Manning, Darcy, Prandtl, Nikuradse, Schlichting, 
Colebrook & White, etc. It is widely agreed that the most important unresolved problem in fluids engineering is 
how to determine frictional force or energy loss (Flack and Schultz, 2010). The existing formulae available in 
the literature have been proven to be not sufficiently robust and applicable in practice (i.e., eco-hydraulics). 
Generally, the work done by Nikuradse has been widely extended from circular pipes to ship design, open 
channel flows and atmospheric boundary flows. He correlated the friction factor f with two parameters i.e., 
Reynolds number Re (=UR/ν) and relative roughness R/ks, in which U = mean velocity, R = hydraulic radius, ν 
= kinematic viscosity, ks = equivalent roughness height. Nikuradse observation has not been well understood 
and explained. For example, it is not clear on why roughened pipes behave like a smooth pipe when the grain 
Reynolds number (Re* = u*ks/ν) is less than 5; if the Reynolds number is high enough, the friction factor 
becomes a constant and is independent of Reynolds number (or fully rough). Between these two extremes, 
the measured friction factor depends on both Re and R/ks and it is termed as the transition region. In other 
words, the friction factor is independent of other factors like roughness shape, roughness density and even 
when the Reynolds number is very high.  
 However, many researchers like Schlichting (1936) have found that the friction factor f depends on many 
factors including the shape of roughness elements and its distribution. These following experimental 
phenomena cannot be explained by any existing theory: 
1) When sphere is used to roughen the surface and packed tightly, the result that ks = 0.627d is different 
from Nikuradse’s conclusion that ks = d. When spherical segment is used to roughen the surface in a tightly 
packed tightly condition, the result is ks = 1.404k (where k = roughness height). As Nikuradse’s conclusion of ks 
= d cannot be repeated in many cases (e.g., for sediment transport ks = 2.5d is widely used, Yang and Tan, 
2008), many explanations have been proposed, and one of the widely accepted assumption is that the 
roughness height in Nikuradse experiments was less than d/2, because the lower part of the grains was 
immerged in the smoothened concrete and the roughness surface was also painted in order to stabilize the 
particles on the pipe wall.  
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2) The friction factor also depends on the density of roughness distribution λ and the roughness shape. In 
other words, Nikuradse’s results of friction factor f = Fn(Re, R/ks) is incomplete, and more parameters should 
be considered. Wooding et al. (1973) have collected extensive data describing the variation of ks with 
concentration λ and the results are shown in Figure 1. 
  

 
Figure 1. Variation of equivalent roughness with concentration of roughness elements after Wooding et al. 
(1973) where m is the coalescing factor introduced by Koloseus and Davidian (1966), the concept of K, D 
(pipe diameter or boundary layer thickness) type roughness was introduced by Perry et al. (1969). 
 
For the dependence of ks on λ, many useful investigations have been done and comprehensive reviews can 
be found in Raupach et al. (1991), Jimenez (2004) and others. An important conclusion by Raupach et al is 
that the roughness sublayer is the region directly above the roughness extending about 5k from the surface in 
which the turbulent motions are directly influenced by the roughness length scales whilst the important 
conclusion by Jimenez is that the D-type roughness suggested by Perry et al (1969) is inconclusive. 
3) Nikuradse’s experimental results show that in the laminar flow regime, the friction factor of roughened 
pipes is identical to the smooth pipes. At very high Reynolds number, the friction factor is independent of Re 
and f is a constant. However, the experiments in roughened pipes by cutting square threads on its internal 
surface show that large discrepancy exists in the laminar flow (small Reynolds number), at very high Reynolds 
number the measured friction factor never becomes a constant, but always depends on Re number. Based on 
some experimental data available in the literature, together with their own experimental data from a wind 
tunnel, Perry et al., (1969) proposed that there are two types of roughness, referred to K- and D- type 
roughness. The K-type roughness performs like Nikuradse roughness in the f and Re relationship. The D-type 
roughness is roughened by spanwise grooves, its ks is not proportional to the roughness height k, but to the 
boundary layer thickness (D). 
 The discrepancy between Nikuradse’s observation and other researchers’ data has stimulated intensive 
experimental, theoretical and numerical investigations, and many important progresses have been made. 
Most of the researchers investigated the roughness effect by assessing the similarities of turbulence 
structures over smooth and rough surfaces, the parameters examined include: 1) the velocity distribution u, or 
the velocity retarded by the roughness elements Δu over the distance from the crests of the elements to a 
reference level, from which level the log-law can be obtained (e.g. Perry et al., 1969); 2) velocity fluctuations 
distribution u’ or v’ (e.g. Ligrani and Moffat, 1986); 3) two point correlations of the velocity and swirling (e.g. 
Volino et al., 2009); 4) Reynolds shear stress distribution (e.g., Roussinova and Balachandar, 2011), etc.  
The Nikuradse data have been explained using the hypothesis of viscous sublayer in almost all text books in 
hydraulics and fluid mechanics: if the roughness elements are completely submerged in the viscous sublayer, 
then the flow resistance is entirely unaffected by roughness. If the sublayer is very small relative to the 
roughness height, k, then the flow resistance depends on k only. This hypothesis can explain many interesting 
phenomena (Yang and Dou, 2010), but obviously it cannot sufficiently explain the above-mentioned problems 
quantitatively.      

Relative to the variation of sublayer thickness, the research community has paid less attention to the 
variations of vortex created by roughness elements, like its length, area and volume. Yang et al. (2011) 
attribute Nikuradse’s observation of hydraulically smooth, transition and fully rough regimes to the horizontal 

D
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variation of eddies induced by roughness elements as shown in Figure 2, in which the surface irregularities 
are represented by a dune. If there is no flow separation or backflow, then only skin friction exists, which is 
proportional to the contact liquid-solid area, the viscosity and the velocity gradient, or the hydraulically smooth 
regime termed by Nikuradse. If the trough is fully covered by a backflow, then the flow resistance is 
independent of viscosity, but depends on the eddy size that is proportional to the size of roughness elements. 
Between these two extremes, the friction factor varies with both Re and relative roughness R/ks as the 
backflow only occupies part of the trough. Mathematically, the energy loss over the dune can be written as: 
 

"'
LLL hhh                                                                                                                 (1) 

where hL = energy loss over L, hL’ = energy loss by skin friction over L’ and hL” = energy loss by the large eddy 
over L”. The energy slope can be accordingly determined as: 
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where S = energy slope, S’ energy slop associated with skin friction and S” = energy slope related with form 
drag. Alternatively, Eq. 2 can be rewritten as: 
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Figure 2. Combination of skin friction and form drag over a trough between roughness elements 

 
Eq. 2 is different from those equations proposed by Engelund (1966) and Meyer-Peter and Muller (1948) with 
the following form 
 

S = S’ + S”                                                                                                                                             (4) 
 
Einstein and Bank (1950) used the following equation to study the flow resistance over composite roughness: 
 

"'  0                                                                                                                         (5) 

Yang et al. (2011) successfully used Eq. 3 to express the measured data by Nikuradse and good agreement 
has been achieved, and the horizontal variation of eddy zone can also explain Nikuradse’ observation. As a 
continuous effort, this paper will investigate the flow resistance over 2-D roughness distribution by extending 
Eq. 3 from 1-D roughness in Figure 2. The research objectives of the paper are: 
1) To interpret and redefine the hydraulic radius and roughness height, so that the influence of roughness 
on friction factor in laminar flows can be explained;     
2) To develop a unified f versus Re theory, so that the observed discrepancy between Nikuradse’s 
observation and other experimental data can be explained; 
3) To explain why the measured friction factor in D-type roughness depends on the viscosity or Reynolds 
number in fully rough region. 
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2      NEW DEFINITIONS OF SKIN FRICTION AND FORM DRAG AND INTERACTIONS 
 

Prandtl (1904) proposed a revolutionary theory to divide the flow domain into two zones, i.e., the 
boundary layer flow and the outer flow (Table 1). The boundary layer thickness is defined as the distance 
away from the surface to someplace where the velocity reaches 99% of the free-stream velocity. Beyond this 
layer, the flow is inviscid or ideal, without significant energy dissipation induced by the immersed object, while 
within the boundary layer the flow velocity is retarded by the object and this induces the friction force. The 
novel idea of Prandtl’s boundary layer theory is not his mathematical treatment for Reynolds equations, but 
the flow region division, which suggests that for an external flow, a solid object only has its influence to a small 
region adjacent to it. Out of this small region, the fluid can be treated as undisturbed. Similar to this, this study 
also divides the flow field as shown in Figure 2 into the undisturbed region and the dead zone region by 
assuming that the energy dissipated in the undisturbed region is only small part (≈1%) of the energy 
dissipated in the dead zone, thus the former is negligible in practice. Thus, the very difficult form drag 
determination has been converted to the prediction of dead zone, a relatively simpler work. Direct 
determination of skin friction is very difficult, but this picture simplifies the calculation of friction. 
Different from the skin friction, form drag is an integration of pressure around an object in a moving fluid, the 
former is the force tangent to a surface, but the latter, normal to the surface. Both integrations are also 
extremely difficult, if not impossible. Therefore, it is useful to seek its alternative expression. Similar to 
Prandtl’s treatment, we can assume that the flow beyond the dead zone of a bluff object is inviscid or ideal, 
the energy dissipation in the “outer region” is negligible.  The drag force can be assumed to be proportional to 
the dead zone volume, this is somewhat similar to Archimedes’ principle i.e., the force can be determined from 
a volume of the submerged object. This may greatly simplify the prediction of form drag. It also indicates that 
the resistance is minimum if Vw = 0, this explains why a streamlined object has very small flow resistance. 
 

Table 1. Comparison the boundary layer flows of a flat plate and a bluff object 
 A flat plate A bluff object 

Flow pattern  
Force caused by Viscosity and velocity gradient  

 
 
Pressure difference 

Characteristics of boundary 
layer 

By 99% of U, divergence, open, By 99% of P, convergence, 
closed 

Force is proportional to Contact area (τA) Wake volume Vw 
Drag can be reduced by Keeping laminar flow regime Decreasing the wake volume 
Turbulent energy is dissipated 
by 

99% in the boundary region by small 
eddies  

99% in the wake by large 
eddies 

Location of boundary layer Both sides of the an object Rear of an object 
 
In real flows, the flow resistance is always comprised of skin friction and the form drag, their difference can be 
seen from the flow direction near a solid boundary:  

1) if the flow is opposite to the incoming flow, the boundary bears the form drag; 
2) if the flow follows the direction of incoming flow, the boundary is governed by the skin friction that 

depends on the velocity gradient or u*, viscosity, etc..  
For the form drag, the velocity gradient and viscosity are no longer important, and the force depends on the 
separation zone (or dead zone). The coexistence of form drag and skin friction can be widely observed, and 
their difference can be defined as shown in Figure 3: 
It is well known that the form drag Fd can be expressed as 
 

2

U
ACF

2

pdd                                                                                                                               (6) 

 
where Ap is projection area of the object in the flow direction, Cd is the drag coefficient, ρ is the density of fluid, 
U is the approaching velocity. The U2/2g has length dimension, or 
 

       
g

U
kLdz 2

2

1                                                                                                                                                    (7) 
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Therefore Eq. 6 states that  

wD gVkF                                                                                                                                                    (8) 

wpw LAkV 0                                                                                                                                                  (9) 

 
where k and k0 are coefficients. In Eq. 8, we argued that the volume Vw is actually the volume of the dead 
zone (see Figure 4) because the form drag disappears when the dead zone volume is zero. It implies that the 
form drag can be expressed by water volume.  
 
                                                                   Flow resistance 
                                                                    Co-existence  
 
     Skin friction:                                                                                         Form drag by pressure: 
      Near boundary flow follows                                                                near boundary flow opposite    
       the main flow                                                                                       to the main flow or vortex        
 
 
 
       Physical parameters:                                                                                   physical parameters: 
         Reynolds no. Re                                                                                            roughness, r   
                            

Figure 3. Flow resistance and parameters 
 

 
Figure 4. Dead zone after a sphere as a typical example after Ozgoren et al. (2011). 

 
Eq. 8 reveals that similar to the buoyant force, the form drag is also proportional to fluid volume, also it 
extends the concept of boundary layer theory that tells an object’s influence on its flow is constrained within a 
boundary region, majority of the energy to overcome the form drag is dissipated in the dead zone, the larger 
the zone is, the higher the drag force will be.  
Eq. 8 states that the form drag is proportional to the stagnant fluid’s volume. If the fluid’s volume is replaced 
by a solid, no flow energy is dissipated by the turbulence, thus the drag force becomes very small and only the 
skin friction bears the flow resistance, in such case the object becomes streamlined.  
Eq. 8 provides a very simple law to explain our daily observations, for example, an opening at bridge pier can 
significantly reduce the form drag. Eq. 8 shows that the reduction of form drag is caused by the reduction of 
dead zone volume. In a windy day, the trees tend to bend its branches and trucks in order to reduce the dead 
zones, and then the form drag.  
Although the buoyant force is caused by the pressure distribution in static state, Archimedes principle avoids 
the complex measurement of pressure distribution around an object submerged in fluid, this makes the 
calculation of buoyance become very easy and simple. Similarly, the form drag is also caused by the uneven 
distribution of pressure in a flowing environment, it is almost impossible to measure the local pressure 
everywhere abound a submerged object, Eq. 8 greatly simplified the troublesome work as Archimedes 
principle achieves. 
Alternatively, the skin friction and the form drag are shown in Figure 5 where an object is submerged in 
flowing fluid. When the Reynolds number is low, the drag on a streamlined body is dominated by the skin 
friction, but this dependence diminishes when the Reynolds number is sufficiently high. Let F be the drag force 
in the flow direction and n be the normal direction to the boundary. Let nx be the component of n, in x (i.e. the 
flow) direction. The skin friction and form drag can thus be theoretically expressed as follows:   
 

Ldz 

Flow separation, induced drag and 
wave drag. Proportional to wake size 

Proportional to contact area 
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(a) skin friction 
(b) form drag 

Figure 5. Two types of flow resistance on a solid surface. 0.99U forms the “1st type boundary layer line” for 
skin friction (a); 0.99P forms the “2nd type boundary layer” for form drag. 

 

 


 dA
n

u
F

boundary
sf                                                                                                                     (10) 

 
where the subscript “sf” denotes the skin friction, and dA is the surface area, μ = fluid dynamic viscosity, u = 
point velocity. 
The form drag on a blunt body shown in Figure 6a has a dead zone behind it, in which a flow separation 
occurs and the form drag is induced. The pressure difference around the object yields the drag force, or it can 
be expressed as follows: 
 

 dAnpF xboundaryd                                                                                                                   (11) 

 
where Fd is the form drag and  p is the pressure. 
For an object submerged in water, it is primarily the direction of near boundary flow which determines whether 
Eq. 10 or 11 should be used for its resistance. Eq. 10 is applicable if no reverse flow near the body is 
observed. Otherwise Eq. 11 should be applied. Actually, Eq. 11 is also valid for determining the buoyancy in a 
static fluid, but its integration is very difficult as it is necessary to know the pressure at every point. 
Archimedes linked the force to the volume, but his idea becomes invalid to determine the form drag as shown 
in Eq. 11.     

        
Figure 6, pressure distribution for a plate in a moving fluid (a); distribution of net pressure force per unit area 

around the plate (b). 
 
The integration of Eq. 10 or 11 is extremely difficult, if not impossible. Therefore, it is useful to seek its 
alternative expression. Similar to Prandtl’s treatment, it is assumed that the flow beyond the dead zone in 
Figure 5b is inviscid or ideal, the energy dissipation in the “external region” is negligible, and the pressure 
along the red solid line of Figure 5b is the same as the free stream pressure. Similarly, for a plate in Figure 6b, 
the integration of pressure along the “2nd type of boundary layer” yields 

0
redline

xdspn                                                                                                                                  (12) 

(a)

(b) 

U, P 

“2nd type boundary 
layer p = 99% P” 

“1st type boundary layer”, 
u = 99% of U 

n U 
P 

0.99U
P 

Separation point 

θs
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Alternatively, Eq. 12 can be written in the following form: 
 

0 
wake

x

body

x

redline

x dspndspndspn                                                                                            (13) 

 
Substituting Eq. 13 into Eq. 12, one has 
 

w

wake

xxboundaryd gkVdspndsnpF  
                                                                               (14) 

where ρ is the fluid density, k is a proportionality factor and Vdz denotes the volume of the dead zone. It can be 
seen from Figure 6 that the distribution of ∆pdA has the similar shape like the dead zone, or it is proportional 
to Vdz. Obviously, the skin friction plays a dominant role if Vdz = 0. Eq. 14 indicates that the form drag 
disappears if Vdz = 0 and this explains why a streamlined object has very small flow resistance. 
 
3 EXPERIMENTAL VERIFICATION BY SHEPHE 

Dye visualization has been used to reveal the wakes by Magarvey & Bishop (1961) to show drops of an 
immiscible liquid in water. The vortex size of the flow past a sphere has been studied by a number of 
researchers at varying Reynolds numbers. Taneda (1956) used flow visualization methods to study the wake 
of a sting-mounted sphere for 5<Re<300, where Re is based on the velocity U and sphere diameter D. He 
determined that at Re ≈ 24, vortexes were formed and separation from the rear of a sphere occurred and 
resulted in the generation of an axisymmetric vortex ring. The rings remained stable and axisymmetric up to 
Re = 210. In the range 210≤ Re ≤270, the flow became non-axisymmetric as the ring vortex shifted off-axis 
and dye was released from the wake in two parallel threads. When a Reynolds number is higher than 300, the 
vortices begin to be periodically shed.  When a Reynolds number > 800, the hair-pin-shaped  vortices  begin 
to  change  from  the  laminar  to  turbulent vortices with alternate fluctuations, this pattern of vortex shedding 
continues as far as the region of  Re = 3.7 x  105,  which  is called  the upper  critical  Reynolds  number. 
Tomboulides (1993) presented results for the flow over a sphere for 25<Re<103 and with large-eddy 
simulation at Re=2×104. Natarajan & Acrivos (1993) investigated the stability of the axisymmetric sphere flow.  
 

 
Figure 7. Measured separation angle (a) and wake length (b) for a sphere in flowing fluid by Taneda (1956). 

From Figure 7, one can see that the higher Reynolds number generates the higher wake volume. 
Consequently, the drag force is increased.  
For 2-D bluff objects shown in Figure 8, the flat plate has not any skin friction in the flow direction. One can 
easily ascertain that its drag coefficient is independent on the Re. This is verified by the measured Cd shown 
in Figure 8. From Eq. 6 and 8, one can find that  

0.2

2
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2 

D

kD
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kA

g

U
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V
kC

p
p

w
d                                                                                                            (15) 

 
where Dmax is shown in Figure8c where the Reynolds number is the same and Re = 105, and the maximum 
cross section of objects with different shapes is unchanged, i.e., diameter is D.  If k = 1, visually one has 
Dmax/D = 1.8, and it gives Cd = 1.8, and the measured Cd = 2.0, the predicted value is 10% less.  
For the cylinder, Figure 8c gives Dmax/D = 36mm/30mm = 1.2, and Eq. 15 predicts Cd = 1.2, and the measured 
Cd = 1.2, both are the same. 
For the streamline body Dmax/D = 5mm/26mm = 0.19, and the measured Cd = 0.12. 

θ Ldz 

Re Re 100 200 100 200 
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For the cylinder diameter of 1/10d, the Dmax/D = 6mm/4mm = 1.5, and the measured Cd = 1.2. 
For the last figure in Figure 8c, Dmax/D = 18mm/27mm = 0.667, and the measured Cd = 0.6.    
 

 
Figure 8. Measured drag coefficients Cd from different objects. 

 

Similarly, for 3-D objects, Eq. 15 can be rewritten as its alternative form: 
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w
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U

A

V
kC 






 max                                                                                                                 (16) 

 
Figure 9 shows the measured Cd for typical objects and these figures can be found in textbook of fluid 
mechanics. The table on the left lists 3-D shapes like disks, cones, and spheres. On the right of Figure 9 is for 
2-D shapes like plates, wedges, and cylinders. On the 3D side, note the flat circular disk in shape No. 7. The 
drag coefficient for this shape is given as 1.17 which is different from the flat plate in Figure 8. If k = 1 is 
assumed, thus Eq. 16 gives Dmax/D = 1.08, the estimated wake width is shown in Figure 9 by red lines. It can 
be seen that this is similar to the sketch of separation line (black line). However, the difference between the 
black lines and red lines is big for small Cd. For example, the sphere’s drag coefficient is Cd = 0.47, and 
Dmax/D = 0.470.5 = 0.686, but the black line gives Dmax/D ≈ 1.0. It is not clear on why the difference is large for 
cases 1-6. It seems that the agreement between red lines and black lines for case 7-11 is acceptable.  
For 2-D objects list on the right of Figure 9, Eq. 15 can be used to estimate the width of separation zone, i.e.,  
 

d
d C

k

C

D

D
max                                                                                                                                                 (17) 

The estimated width of separation line is shown in Figure 9 by red lines. For 2-D cylinder in shape No. 12, the 
cylinder is oriented with its axis perpendicular to the flow rather than into the flow. The measured drag 
coefficient is about 1.17, the estimated boundary line or the separation line matches the original sketch very 
well, same for shape No. 13, 14, 16, 17, and 22. The remaining shapes have large discrepancy and the 
reason is not clear, and more research is needed to understand the error source. This explanation shown in 
Eq. 15 has provided a simple way to estimate the drag coefficient. Understanding the drag characteristics of 
these simple shapes can often be very useful in predicting how more complicated objects behave. It also 
explains the similarities between these different shapes, such as how they all collapse into flat disks and 
produce the same drag. Simple rules of thumb like these are often very useful as a method of quickly 
evaluating the accuracy of experimental data compared to theoretical predictions.  
Based on the above mentioned relationship, one can roughly estimate the drag coefficient of smooth ball and 
golf ball based on the flow wake zone shown in Figure 9c, which is downloaded from website. It can be seen 
that for a smooth ball Dmax/D ≈ 1.35, and Eq. 16 gives that Cd = 1.16. But at the same Reynolds number, for a 
golf ball Dmax/D ≈ 0.70, and Eq. 16 predicts that Cd = 0.84. This clearly shows that a golf ball has less flow 
resistance by observing its separation line. Similarly, by observing the wave volume shown in Figure 10, one 

Dmax
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can easily find that the experimental observation supports Eq. 14, i.e., higher wake volume corresponds to 
higher drag force.  
 

  
Figure 9. Measured drag coefficients for 3-D objects on the left and 2-D objects on the right and estimated 

wake width based on Eqs. 15 and 16. 
 

:  
Figure 10. Relationship between wake volume and drag force 

 
4 DEPENDENCE OF FRICTION FACTOR (Cd) ON Re AND SIZE OF K AND D TYPE ROUGHNESS 

As shown in Figs. 3 and 4, the skin friction and the form drag are always coexisted for any object. If the 
Reynolds number is very small, no separation occurs, and only the skin friction exists, this is why the 
measured friction depends on the Reynolds number. When the separation occurs, the form drag is induced, if 
the wakes covers the whole surface, the viscous effect disappears, this is why Nikurads observed that the 
friction factor depends on roughness size.  

Physically, his observation can be interpreted by Eq. 14, the roughness height is actually the index of 
wake volume as Vw/As = K (roughness height). Now, we link the observation of flow resistance with the skin 
friction and form drag in the following way: 
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wskdsk gkVAFFF                                                                                                       (18) 

 
As shown in Figure 2, the wake size Vw and the surface with skin friction A (contact area in flow direction) are 
interrelated. If Vw is very large and the wake can fully cover the surface, then A = 0, and the flow resistance is 
independent of skin friction or Reynolds number. This has been widely reported and summarized in 
Nikuradse’ observation, later this is termed by K type of roughness by Perry. However, when the wake size Vw 
is confined within groove on a surface, the skin friction will always exist, i.e., A ≠ 0 and this can be observed 
that on the top surface, the flow direction follows the main flow direction without reversing flows. As τsk 
depends on Reynolds number, so it is certain that Perry cannot repeat Nikuradse’ experiment, i.e., the friction 
factor is independent of Reynolds number, even Re is very high.The above argument can even be seen from 
Figure 11 for sphere or disk’s Cd. For a disk, it can be seen that when the separation is full, A = 0, thus Cd is 
constant (=1.17), giving Dmax/D = 1.08.  However, for a sphere, the front part of Figure 4 always has the skin 
friction. This implies that the Cd in Figure 11 has two components, i.e., 
 

wskpd gkVA
g

U
gAC  

2

2

                                                                                                      (19) 

 
Eq. 19 explains why in Figure 11a, the measured Cd depends on Re even Re is as high as 106-107. The 
reason is similar to Perry’s observation in pipes, i.e., the wake volume (or separation keeps changing). Figure 
11b shows flow separation at Re = 1.5×104. The measured Cd = 0.40, using Eq. 16, one has k = 
0.4/(28mm/26mm) = 0.345. Figure 11c shows that Dmax/D = 15/20 = 0.75, using Eq. 16, one can estimated Cd 
= k(Dmax/D)2 = 0.345*0.752 = 0.194. Figure 11a shows that at Re = 3×105, the measured Cd = 0.2, and the 
error is 3%. This shows that if k in Eq. 16 is calibrated, very accurate Cd can be obtained.  
 
 

 
 
 
 
 
 
 
 
 
 

Figure 11. Measured drag coefficient for a sphere and disk (a), and flow separation at Re = 3×105 (b). 
 
5 CONCLUSIONS 
 This paper investigates the mechanism of form drag. It clarifies that the flow resistance can be divided 
into skin friction and form drag, and they are proportional the contact area and dead zone volume, 
respectively. It shows the idea of boundary layer theory developed by Prandtl can be extended to a bluff 
object placed in a flow, and the mechanism of flow resistance is the same for both internal and external flows. 
Reynolds number is the measurement of skin friction. The relative roughness defined by Nikuradse lacks very 
clear physical interpretation. This paper redefines the parameter as the ratio of potential energy carried by 
volume V to the dead zone volume, i.e., the energy from the main flow is dissipated by the eddies in a dead 
zone. 
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ABSTRACT 
 
Today hydrology´s change affects the performance of original water structures; as a consequence, their 
design results are insufficient. The implementation of labyrinth weirs has been proven to be beneficial 
elements in water reservoir or water conducts because they increase the discharge in high events. This 
characteristic is an advantage because it can increase the body´s normal level of water to replace losses, 
while maintaining the same level of “high water”. This structure can also be applied to a new design too, so 
that some developing projects can bear this situation in the future. The first important characteristic of 
labyrinth weirs is the position of weirs segments in alternative position, looking in plant like teeth. It increases 
the effective length of discharge for the same channel width. However, various aspects in regard to the 
functions of these structures have not been investigated. .In simple cases, it is still advisable to carry out the 
study of the hydraulic operation in reduced physical models. The labyrinth weirs can present some problems 
because the hydrodynamic adaptation to the water flow depends on the construction requirements. In 
previous structures that use these elements, it has been found that nape interference occurs over the crest 
and disturbance flow zones happen along the weir. For these reasons, it is necessary to incorporate several 
characteristics like specific shapes and long apex. The purpose of this research is to implement a hydraulic 
device to reduce the nape interference effects and increase the discharge. For this reason, this study 
investigates this device as an equivalent to the physical geometric scale of a labyrinth weir. It is necessary to 
test various designs and optimizing the configuration. The values obtained from measurements of hydraulic 
head and flow transited, are processed to obtain the coefficients of discharge. This coefficient is a 
dimensionless value related to the characteristics of the weir and the flow rate. 
 
Keywords: Labyrinth; weirs; hydrodynamic; coefficient; upstream. 
 
 
1 INTRODUCTION 

Recently, dam’s designers have started to use labyrinth weirs in spillways. Today’s climate change 
affects the performance of original dams; as a consequence, their design results are insufficient. The 
implementation of labyrinth has been indicated as a beneficial element in water reservoir because it increases 
the discharge in high events. This weir design is an advantage because it can increase the body´s normal 
level of water to replace losses of dam volume, while maintaining the same level of “high water” in case of 
rehabilitation reservoir. Climate change has contributed to a different basin hydrologic regime, which can 
increase the input water over the dam and as a consequence in the spillway. This structure can be used in a 
new design too, so that some developing projects can bear this situation in the future. 
The first most important characteristic of labyrinth weirs is the position of discharge segments in alternative 
position, looking in plant like teeth. It increases the effective length of spillway discharge for the same channel 
width. There is extensive literature that provides the design of a labyrinth weir (Tullis, et al., 1995). 

However, many aspects of the functioning of these structures have not been investigated. In simple 
cases, it is still advisable to carry out the study of the hydraulic operation in reduced physical models. 

The labyrinth weirs can present some problems because the hydrodynamic adaptation to the water flow 
depends on the construction requirements. In previous spillways that use these elements, it has been found 
that nape interference occurs over the crest and disturbance flow zones along the weir. For this reason, it is 
necessary to implement several characteristics to the design like specific shapes and long apex. The main 
purpose of this research is to implement a hydraulic device to lower the nape interference effects and increase 
the discharge. 

For this reason, it is important that we have resorted to the study of this device as an equivalent to 
physical geometric scale of a labyrinth weir spillway. The values obtained from measurements of hydraulic 
head and flow transited, are processed to obtain the coefficients of discharge. This coefficient is a 
dimensionless value related to the characteristics of the weir and the flow rate. Stands primarily when low 
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hydraulic load values are used in all the configurations, is that almost similar behavior is observed in 
magnitude and in the curves describing the relationship with the discharge coefficient. 

It is necessary to know the real performance of the apex upstream hydraulic devices by the discharge 
coefficient, and build a research model to test several flow conditions and other characteristics. Also, it is 
necessary to obtain several numerical performances to several devices design. Finally, it is necessary to 
obtain graphics that show the discharge coefficient related to the implementation of upstream devices. 
Usually, the discharge coefficients can present a numerical graphic to give a better idea about the weir 
performance and understand its best implementation in a real project. 
 
2 PROCEDURE 

This research will determine the hydrodynamic device influences of the apices labyrinth spillways, where 
discharge coefficient provides qualitative and quantitative information to be used by Engineers and Planners 
in rehabilitation and design of new dams. 

To conduct this research, a model was built in industrial acrylic. The model used generic scale labyrinth 
spillway with three straight crest cycles with 0.5 chutes slope and circular sides approach. As for the three 
hydrodynamic devices on the apexes of the spillway, they had a pyramidal geometry with variable length (6, 
12 and 18 cm). 
 

 
Figure 1. The Labyrinth model configuration to be used in several cycles. 

 
Once the model was made, it was installed in a channel hydraulic test water flow by changing level of 

volume, with rectangular section of 38 cm width and variable height, which had a “V” weir that will gradually 
change the flow spillway discharges in the study. Subsequently, readings will take hydraulic head by a meter 
edge upstream and over the spillway, and 150 measurements will be taken for each of the three 
characteristics studied. One calibration comparative analysis was made. Therefore, all precautions to 
decrease the frictional energy losses and allow a laminar flow in the test channel were taken. 

 
Figure 2. The complete model configuration. 

 
Finally, the research will be oriented to show, observe and measure the different heights of hydraulic load 

on a model of a generic labyrinth spillway level and report their status according to the indicators and the 
selected work. To obtain the discharge coefficient, it will use the equation given by Tullis et al. (1995), without 
making any intervention in the variables. 
 
3 CHARACTERISTIC OF THE MODEL 

The model required several characteristics in order to develop a discharge of high performance, so it 
referred to previous studies to simulate the high conditions of the coefficients. These previous studies were 
about the physical characteristics and design.  

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1656 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

 
3.1 Configuring a trapezoidal labyrinth weir 

Numerous weirs were designed using this type of structure for discharge, in which the number and the 
direction of cycles were varied. Varying the direction of cycles was performed in order to be able to extend the 
effective length or adding more cycles. Orientation can project cycle in a linear way, being located next to 
each other was also considered including an axis perpendicular to the flow.  

Previous studies2 showed that according to empirical tests on the structure geometry with three cycles (N 
= 3), it was possible to observe the highest rates of discharge based on the options studied. This fact can be 
attributed to the low interference suffered by the nape effluent to pass through the weir crest because ground 
geometry provides increased effective length straight discharge. 
 

 
Figure 3. View plant. Flow over three labyrinth weirs cycles. 

 
3.2 Crest length 

The trapezoidal labyrinth weir type crest length for a cycle is given by the equation: 
 

Lt = 2b + 4a                                                                                   [1] 
 
where "b" is the measured weir wall and "a" is the value of half the apex. 
But in another study (Taylor et al., 1970), a methodology of calculation was developed that resulted in a graph 
where the weir discharge length with respect to a length of spillway crest was drawn straight. 
 
3.3  Angle between walls weirs (α) 
In another study (Tullis, 1994), a series of assemblies was developed to determine the angle that occurred 
between the cycle´s walls in a trapezoidal weir, where the author presented graphics results for different 
values subjected to experimentation. It expressed values for angles from 6° to 90°, which was equivalent to a 
weir crest rect. The value of 8º was the best discharge coefficient value obtained. 
 
3.4  Apex A 
The complete equation for calculating the apex was deduced previously (Falvey, 2003) that in his research 
indicated that the lowest value, by which the interference of a trapezoidal weir discharge occurs, is given by: 
 

A = sin ((w-4 α) / (α L-4))                                                               [2] 
 
The complete equation for calculating the apex indicates that the lowest value in which the interference of a 
trapezoidal weir discharge happens. 
 
3.5  Approach conditions 

As for other authors (Tullis, 1994), they highlighted the need to develop experimental models using 
symmetrical lateral approach. It was further based on the chess-river dam studies for the structure design 
approach channel. They conducted important studies regarding variants of the approach flow and breaking 
schemes to locate the weir structure entirely within the reservoir.  

The labyrinth cycles extension within the reservoir for observations in discharge was his initiative, but it 
did not express graphics about his results (Houston, 1983). 

Using a linear model of a generic type scale concluded that if the weir was introduced into the water 
reservoir, it influenced the discharge (Delgado, 2009). 
 
3.6  The channel output 

According to this author, his previous studies determined that the best conditions to the output pieces 
between the weirs segments was 0, 5 inclinations (Delgado, 2009). 
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3.7 Dimensionless scaling factors 
The dimensionless parameters included in this relationship were typical fluid mechanics problems and 

special names associated with those who had made significant contributions to related aspects, or that had 
been proposed for specific problems, among them were: R, Reynolds number; F, Froude Number; M, Mach 
number; W, Weber number; E, Euler number.  
 
3.8  Crest form 

The crest used in the weir top was Quarter Round type, because it has the best performance opposite to 
the nape interference. 

 

 
Figure 4. The Quarter round Profile. 

 
Finally, the model characteristic is as follows: 
 

Table 1. Dimensions used in the model. 
Dim LON 
W 30 cm 

WC 10 cm 
LC 41,5 cm 
B 18,25 cm 
A 
α 
P 
N 
Lt 

1,25cm 
8º 

8 cm 
3 

124,5 
 

 
 

Figure 5. Model`s dimensions. 
 

4 DISCHARGE COEFFICIENT 
It is a dimensionless coefficient which implies the weirs characteristics and the flow increase. Many 

authors have attempted developing their own discharge coefficient equations, but in the same way have 
pointed out shortcomings in the results, especially when making comparisons between obtained experimental 
setups and measured on the prototype. Tullis1 used a discharge coefficient equation widely cited by some 
researchers similar as Falvey (2003). The equation is based on weir elements and the discharged flow (the 
hydraulic head height H). The discharge coefficient can be determined by several formulas, but the most 
relevant, directed from previous studies was that developed by Tullis et al. (1995). This equation states that 
the discharge coefficient is a function of the weir and the values of Ho extent discharge. 
 

ܳ ൌ ௗܥ	 ∗ ܮ ∗
ଶ

ଷ
∗ ඥ2݃ ∗ ܪ

మ
య                                                   [3] 
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5 THREE-DIMENSIONAL VIEW OF THE DIFFERENT CONFIGURATIONS OF APPROACH TO BE 

TESTED 
 

                          

 
 
 
 
 
 
 
 

Figure 6. Upstream Hydrodynamic Device L=6 cm.          Figure 7. Upstream Hydrodynamic Device L=12 cm. 
 

             
Figure 8. Upstream Hydrodynamic Device L= 18cm.                Figure 9. The model during testing. 

 
6 RESULTS 

Finally, after testing, the flow rate values were obtained, and these were computed, to obtain the 
coefficients of discharge. These values were plotted in graphs that were nominated according to the terms Cd 
and Ho/P. “Cd” was obtained from the equation, “Ho” is the flow level over the crest weir and “P” is the weir 
height. The results were relevant to the hydrodynamics devices 6, 12 and 18 cm. 
 

 
Figure 10. The graphics of the discharge coefficients for 6 cm, 12 cm and 18 cm devices. 

 
Considering the three tested devices, it is necessary to build a length for evaluation by analyzing the 

indicated average discharge coefficient. It is considered as finding the best performance in the discharge 
event. 
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Figure 11. The graphics for the Optimization Apex Device Approach Length. 
 
7 RESULTS ANALYSIS 

As shown in the graph of discharge coefficients, the influence of the hydrodynamic approach favored the 
tested weir discharge coefficient. The device significantly increased the discharge flow of the system tested. In 
turn, it should be noted that among the tested configurations, the length equaled to 8 cm could be the most 
efficient hydraulically. Further, this configuration (8 cm) was not tested. However, the approach leads to a 
more expensive construction which is a factor to consider when designing and implementing. 
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ABSTRACT  
 
The PosoI Hydropower Station is located on the Poso River, at the downstream section of the Poso Lake in 
Central Sulawesi Province. The weir site is about 14 km away from Poso Lake outlet. At  the  weir  site,  the  
catchment  area  is  1906.30  km2,  and the structures are designed for a 50 year return period and flood 
discharge of 1456,50 m3/s. According to the hydraulic calculation results, stilling basin of 45,0m length is 
arranged in the downstream of the weir bay. The aim of the model test is to evaluate and achieve the perfect, 
safe and optimum hydraulic design of the Hydropower Station. The model is using an undistorted model with 
scales of 1 to 60. Based on the research results, it can be concluded that the hydraulic performance of the 
original design is good and high speed in the escape gate is more than 15 m/s. In order to improve the 
hydraulic design, it is recommended to modify the stilling basin and make cascade on the downstream to 
reduce pulsating flow that happens by considering 25% sloping river on downstream.  
 
Keywords: Physical hydraulic model test; stilling basin; cascade. 

 
 

1 INTRODUCTION 
The PosoI Hydropower Station is about 45km from the Poso Harbor and about 235km from Palu, the 

capital of Central Sulawesi Province. The PosoI Hydropower Station takes advantage of Poso Lake to form 
the reservoir. The weir site is about 14km away from Poso Lake outlet. At the weir site, the catchment area is 
1906.30 km2, the mean annual discharge is 127.85m3/s, the full supply water level is 510.50m, and minimum 
operating level is 506.00m. The power plant is developed in two phases, with an installed capacity of 2 
×35MW for Phase I, additional 2 ×35MW for Phase II, and a total installed capacity of 140MW. The PosoI 
Hydropower Station applies low-gate diversion type development. The main structures include the weir, the 
water intake on the right bank, water diversion culvert pipes, surge chamber, steel penstocks, surface 
powerhouses, and tail water structures. 
Hydropower Station design refers to design of dams with barrage type that has important problems in the 
downstream area, where there is a steep slope of the river bottom. Stilling basins are any device designs to 
protect downstream areas from erosion by reducing the velocity. 

Stilling basin below hydraulic structures has attracted the attention of many researches. A.J. Peterka 
(1958) conducted  experiments with six test flumes and classified the different types of stilling basin for high 
dam, canal structure ,and outlet works. Hanger (1992) investigated the performance of free jets hydraulic 
jump with Bremen stilling basin, while Chanson (1999) classified the stilling basin type, plunge pool type, and 
flip bucket type for stilling basins. 

The studies about stilling basin are of great importance for the construction, maintenance and  safety of 
the large hydraulic structures. The increase of the efficiency of the energy dissipation has  shortened the risk 
of the downstream area. The  main  purpose  of  this  study  is  the  development  of design  criteria  for  
estimating  the  stilling basin length located at the downstream end of  the  gate. Since tailwater depth is 
variable and completely dependent on downstream conditions, the advantage of the present work is the 
elimination of the tailwater depth from the analysis. 

 
2 MATERIAL AND DATA COLLECTIONS 

The aim of the model test was to evaluate and to achieve the perfect, safe and optimum hydraulic design 
of the Hydropower Station. The model was based on undistorted model with scales of 1 to 60. Experiments 
were conducted at the Hydraulics Model Laboratory of Water Resources Department, University of Brawijaya. 
Some characteristic operation conditions from radial gate to stilling basin were analyzed in the physical model. 
The water levels, mean velocities and instantaneous pressures, in various points of the flow were measured 
with point gauge, pitot tube, and current meter. The capacity of diesel pump laboratory is approximately 150 
lt/dt. 
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2.1 Hydrology Design 
 According to the calculation results of hydrology, the design results with different flood frequencies at the 
weir site of Poso-I Hydropower Station are shown in Table 1. 
 

Table 1. Results of design floods for PosoI Hydropower Station. 
S/N Return period (year) Design flood discharge (m3/s) 

1 2 758.1 
2 25 1319.9 
3 50 1456.5 
4 100 1591.7 
5 1000 2039.5 

The models were simulated by various discharge at 2, 25, 50, 100, and 1000 return period year which were 
previously estimated to be 42.89, 74.67, 82.39, 90.00, and 115.37lt/s, respectively in scale model. 
 
2.2 Water retaining structures, water release structures  

Gravity dams were arranged respectively on both banks of the gate bay for water retaining. The left-
bank gravity dam was arranged on the left side of the 1# release sluice with a total length of 45.0m. It was 
divided into 3 dam sections. 1# and, 2# dam monoliths were ordinary dam sections, with dam crest of 6.0m 
wide and maximum dam height of 14.0m; 3# dam monolith was dam section for store gate slot, with dam 
crest of 12.0m wide and dam height of 19.0 m-22.0m.The right-bank gravity dam was arranged on the right 
side of the 2# water intake, with a total length of 32.0m.  

According to the calculation results of the discharge capacity, the layout scheme of the water release 
structure was designed as one scouring sluice and three release sluices. The riverbed elevation in the gate 
line was about 494.00m. According to the terrain and geological conditions of gate site, as well as 
comprehensive consideration of reservoir operation method and requirements on full scale sand sluicing for 
watercourses, the bottom slab elevations of the scouring sluice and release sluice were selected as 
494.00m. The bottom slab was 3.0m thick and basically built in the silty sand with boulder and gravels. 

There were three release sluices, with an average gate outlet dimension of 8.0m×7.0m (width × height). 
The elevations of the bottom slab and gate crest were 494.00m and 513.00m, respectively. One arc service 
gate was arranged for each outlet for water retaining, and a flat steel gate was added as bulkhead gate. The 
bottom slab of the flood discharge gate was 3.0m thick, with maximum gate height of 24.0m. Deep gullet in 
2.0m was respectively arranged for upstream and downstream to improve the anti-sliding stability of the gate 
bay. 

There was one scouring sluice, with an average gate outlet dimension of 3.0m×4.0m (width × height). 
The elevations of the bottom slab and gate crest were 494.00m and 513.00m, respectively. An arc service 
gate was arranged for outlet for water retaining, and a flat steel gate was added as bulkhead gate. The 
bottom slab of the sand sluicing gate was 3.0m thick, with maximum gate height of 4224.0m. Deep gullet in 
2.0m was respectively arranged for upstream and downstream to improve the anti-sliding stability of the gate 
bay. 
Weirs of the project were built in soft foundation. Joints set in the center of the weir pier were employed in the 
design to avoid impact on the gate operation due to the settlement and deflection of the gate bay. The 
detailed scheme is as follows: 1# and 2# release sluices were poured as a whole (the total width was 24.5m). 
3# release sluice and scouring sluice were poured as a whole (the total width was 19.5m). Side pier was 2.5m 
wide, middle pier with joint was 5.0m wide, and middle pier without joint was 3.0m wide. 

According to the calculation results of stable stress of weir bay, as well as the consideration of foundation 
bearing capacity and requirements on the gate layout, the length of the gate bay was selected as 35m. 
Concrete blanket, which was 15m in length and 1.5m in thickness, was arranged in the upstream of the gate 
bay. The upstream and downstream sides of the blanket bottom were all equipped with gullets.  
 
2.3 Layout of water intake structure 

Since sands from the upstream can be deposited in the Poso Lake, so sediments of the PosoI 
Hydropower Station are mainly originated from the section sediments of the 14km watercourse from the Poso 
lake outlet to the PosoI weir site. According to the materials provided by the owner, average annual discharge 
at PosoI Hydropower Station is about 30,400t, and the average annual sediment concentration is 7.7g/m3. 
The sediment concentration is relatively small, which indicates that sediment prevention and discharge are 
not control elements in the PosoI water intake layout. 
Therefore, according to the terrain and geological condition of gate site, as well as the comprehensive 
consideration of the layout of primary buildings and cut-off walls of PosoI Hydropower Station, the layout of 
water intake was designed as forward direction intake. 1# and 2# water intakes were all arranged at the right 
bank of the riverbed, and connected to the scouring sluice. The crest elevation was 513.00m. The water  
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intake can be divided as trash racks and gates, transition sections and intake gates along the axial direction of 
the water intake. The crest elevation of the bottom slab of trash rack section was 496.00m, and the length 
along the flow was 10.0m. 1# and 2# water intakes were respectively divided into two holes, and the width of 
each hole was 8.0m. The top slab elevation was 509.00m, and the bottom slab was 5.5m to 5.0m thick. The 
middle pier was 1.5m thick, and the side pier was 2.0m thick. A working trash rack and a maintenance trash 
rack were arranged in each hole, with breast wall arranged on the top. The orifice dimension was of 
8.0m×11.0m. The transition section was 17m long. The width of the transition section was gradually changed 
from the 21.5m of the top to about 12.5m, while the crest elevation of the bottom slab was also gradually 
changed accordingly. The layouts of the weir are shown in Figure 1. 
 
 
 
 
 
 
 
 

 
 
 
 
 
（a）From the upstream 

 
 
 
 
 
 
 
 
 
 
 
 
（b）From the downstream 

Figure 1. 3D display of weir and intake layout 
 
2.4 Discharge capacity calculation of scouring sluice and release sluice 

The dam crest elevation is mainly controlled by the full supply level, and at this point, the calculated 
minimum dam crest elevation was 512.47m. With the consideration of the uncertainty of the flood data, for 
the dam crest elevation, apart from the free board, a certain margin shall be considered. Therefore, the 
proposed dam crest elevation of the gate dam of the PosoI Hydropower Station was 513.00m. 

The design flood discharge with 100 year return period was 1591.70 m3/s, and the check flood discharge 
was 2039.50 m3/s. The discharge capacity of the scouring sluice and the release sluice can be calculated as 
per the weir flow formula (Equation 1) and orifice outflow formula (Equation 2): 
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where: 

σ—submergence coefficient of weir flow;  
m—discharge coefficient of weir flow; 
ε—side-contracta coefficient of weir flow;  
B0—orifice clear width, (m); 
H0—weir head included in the water head of the approach velocity, (m); 
σ´—submergence coefficient of orifice flow; 
μ—discharge coefficient of orifice flow;  
he—Height of orifice, (m). 
 

The calculation results of discharge capacity of scouring sluice and release sluice are shown in Table 2. 
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2.5 Calculation of Energy Dissipation Structure 

According to the hydraulic calculation results, stilling basin of 45.0m length was arranged in the 
downstream of the weir bay. In which, the former 15.0m was the transition section with a slope of 1:10, and 
the latter 30.0m was the flat section. The elevation of bottom slab of stilling basin was 492.50m, and gullets 
were respectively arranged in upstream and downstream. In which, the upstream gullet was 2.0m deep, and 
the downstream gullet was 34.0m deep. In order to reduce the uplift pressure of the bottom slab of the stilling 
basin, filtration gutter, which was connected to the downstream watercourse through drainage hole, was 
arranged on the bottom of the bottom slab. 

50-year flood data was used for the design flood of the dissipation. The corresponding flood discharge 
was 1456.5m3/s. Calculation of stilling basin consisted of depth calculation, length calculation and calculation 
of thickness of bottom slab. 

 
Table 2 Calculation results of discharge capacity of scouring sluice and release sluice of PosoI Hydropower 

Station 
Upstream 

Upstream 
Discharge of 1 Discharge of 3 Total  

water level scouring sluice, Q1 release sluices, Q2 discharge, Q3 Remarks
depth, H0 (m) (m) (m3/s) (m3/s) (m3/s)  

494.50 0.50 1.69 13.54 15.24  
495.00 1.00 4.79 38.31 43.09  
496.00 2.00 13.54 108.34 121.89  
497.00 3.00 24.88 199.04 223.92  
498.00 4.00 38.31 306.44 344.75  
499.00 5.00 53.53 428.26 481.80  
500.00 6.00 70.37 562.97 633.34  
501.00 7.00 85.22 709.42 794.64  
502.00 8.00 97.21 866.75 963.96  
503.00 9.00 107.82 1034.24 1142.05  
504.00 10.00 117.44 1211.31 1328.75  
505.00 11.00 126.32 1360.03 1486.35  

     Design flood 
505.78 11.78 132.82 1459.45 1592.28 discharge of 1591.70

     m3/s 
506.00 12.00 134.60 1486.06 1620.66  
507.00 13.00 142.40 1600.59 1742.99  
508.00 14.00 149.80 1706.53 1856.32  
509.00 15.00 156.84 1805.70 1962.54  

     Check flood 
509.76 15.76 162.79 1877.33 2040.12 discharge of 2039.50

     m3/s 
510.00 16.00 163.58 1899.36 2062.94  
511.00 17.00 170.05 1988.39 2158.44  
512.00 18.00 176.29 2073.46 2249.75  

 
 (1)  Depth calculation formula 

 

d0hc
''hs

'Z (3) 
 

 ''  h  1 8aq2

1)( b )0.25 
 

h  c (    1         

c  2    gh 3
 b

2
  

           

        c             (4) 

h 3  T h 2  aq2 
 0   (5) 

       

c  0   c  
2g2     

           

Z  aq2

 aq2

   (6) 
2g 2 h ' 

2 
2gh '' 

2
   
 s  c   

 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1664 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 

 

 

Where: 
d—depth of stilling basin, (m); 
σ0—submergence coefficient of hydraulic jump, 1.05-1.10;  
hc’’ —water depth after hydraulic jump, (m);  
hc—contracted depth, (m); 
a—correction coefficient of flow kinetic energy, 1.00-1.05; 
q—discharge per unit width at the gate, (m3/s); 
b1—width of head end of stilling basin, (m); 
b2—width of terminal of stilling basin, (m); 
T0—Total potential energy calculated from top of bottom slab of stilling basin, (m);  
∆Z—water drop of stilling basin outlet, (m); 
hs'—downstream depth of stilling basin outlet, (m); 

 —velocity coefficient of flow out of stilling basin outlet.
 

(2) Calculation of stilling basin length 
 

L
sj  LsL j (7) 

L 
j 
 6.9(h '' h ) (8) 

 c c  
 
Where: 

Lsj—length of stilling basin, (m); 
Ls—horizontal projection length of slope section of stilling basin, (m);  
β— correction coefficient of hydraulic jump length, 0.7-0.8;  
Lj—length of free hydraulic jump, (m); 
hc’’ —water depth after hydraulic jump, (m);  
hc—contracted depth, (m). 
T0—Total potential energy calculated from top of bottom slab of stilling basin, (m);  
∆Z—water drop of stilling basin outlet, (m); 
hs'—downstream depth of stilling basin outlet, (m); 

 —velocity coefficient of flow out of stilling basin outlet. 
According to the calculation results and relevant engineering layout achievements, the scheme of stilling 
basin behind the gate bay of PosoI Hydropower Station was selected, in which the depth was 1.5m, length 
along the flow direction was 45.0m, bottom slab elevation was 492.50m and bottom slab thickness was 
2.0m. Flexible concrete apron with length of 25.0m was arranged at the back of the stilling basin. 

 
3 RESULT AND DISCUSSION 

The perfect flow condition was obtained by the original design running test with 2 until 1000 years return 
period discharge. Experimental data was obtained from measurement in the laboratory. Those results of 
barrage capacity are shown in Figure 2. 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Graph of Barrage Capacity 
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The main purpose of this study was the development of design criteria for estimating the stilling basin 

length where it was located at the downstream end of the gate. Since tailwater depth is variable and 
completely dependent on downstream conditions, the advantage of the present work is elimination of the 
tailwater depth from the analysis.  

Based on the research results, it can be concluded that the hydraulic performance of the original design 
was relatively good, but the stilling basin problems were still present. From the experiment, flow occurred 
rotating on stilling basin that happened from 2 return period years. The condition of stilling basin is shown in 
Figure 3. 

 

  
Figure 3. The flow condition of the model 

 
According to the experiment with various flood discharge, the average velocity from the gate more than 

15 m/s, and 25% sloping on the downstream river resulted in the turbulence waves over the flow. To reduce 
these effects, the height of the riverbed should be made as cascade, in addition to modifying the stilling basin. 
Peterka recommended that the tail water depth should be 10% greater than the conjugate depth. Based on 
model tests, detanted end sill was added with 3,5m height, 2,4m width, and the distance between detanted 
sills of 1,8m. The final design condition is shown in Figure 5. 

 

 
Figure 4. The model’s change condition 
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The upstream flow condition 

 

 
The stilling basin flow condition 

 

 
The stilling basin flow condition 

 

 
The cascade flow condition 

Figure 5. Final Design’s Flow condition 
 
4 CONCLUSIONS 
 The studies about stilling basin are great of importance for the construction, maintenance and safety of 
the large hydraulic structures. The increase of the efficiency of the energy dissipation has shortened the risk 
of the downstream area. The modification of stilling basin is its simplicity in practice to increase end sill height 
and make a cascade structure for controlling the velocity of the stilling basin downstream. 
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ABSTRACT 
 
The Malwathu Oya (called Aruvi Aru in the lower reaches), the second largest river basin in Sri Lanka, is 
flowing through the Anuradhapura city which is its ancient capital. This paper describes the cost benefit 
analysis of this project. The total project cost is Rs. 12,500 million, which consists of irrigation infrastructure 
development cost of Rs. 11,000 million and the other infrastructure development cost of Rs. 1,500 million. The 
main benefit of the project is the cropping intensity of the combined command areas of the two reservoirs 
Giant’s Tank and Akitamuruppu Tank, a total of 30,680 acres of lands, will be increased from around 1.0 to 
1.7. In addition, the project entails a number of benefits which include generation of 4.0 gWh hydropower and 
provision of 2 MCM of raw water for drinking purposes. 
 
Keywords: Water resources management; cost benefit analysis; irrigation; cropping intensity. 
 
 
1 INTRODUCTION 

The implementation of large-scale dams for irrigation is in the political agenda of several developing 
countries for the purpose of increasing their local food production and promoting food security. These 
countries seek the assistance of funding agencies and governments that could support the required 
investments in new irrigation projects worldwide. The funding agencies invariably seek a comprehensive but 
simple cost-benefit analysis before granting any funds for a water resource development project. 

Most of the research studies conducted in this subject domain are concerned with various advanced 
quantitative methods for evaluating and comparing alternative water resources projects. Loucks et. al. (1981) 
and Major (1977) deal with a number of advanced quantitative methods for evaluating water resource projects 
which involves multi objective modeling, simulation and optimization models. 

Water resource planning decisions are typically based on multiple objectives measured in a range of 
financial and non-financial units (Gough and Ward, 1996). The expectations of water resources projects are 
varying and numerous due to the different types of beneficiaries. According to Hajkowicz and Higgins (2008), 
often the outcomes are highly intangible and may include items such as biodiversity, recreation, scenery and 
human health. These characteristics of water planning decisions make multiple criteria analysis (MCA) a 
versatile approach. A lot of research work has been carried out studying different aspects of MCA (Hajkowicz 
and Higgins, 2008; Hajkowicz and Collins, 2007; Theodor J. S. and Scott L., 1995). Although, MCA has a 
widespread and growing usage in the field of water resource management, the application of it is extremely 
tedious. There is a tendency that more and more research work are undertaken in order to fine tune MCA. As 
a result, less and less research studies are undertaken to improve the simple cost benefit analysis. This 
situation has created a dearth of research articles which simply present the conduct of cost-benefit analysis 
using case studies showing how and what various factors are considered. Therefore, the purpose of this study 
is to demonstrate how and what factors are considered in a cost benefit analysis of a multipurpose water 
resource project. 

Under ‘Uthuru Wasanthaya Program’ the Ministry of Irrigation and Water Resources Management 
decided to carry out a fresh feasibility study on Malwathu Oya Reservoir Project in 2012 in response to the 
urgent need for the project shown by the people of Mannar District and to consider the changes taking place 
in this region over the last 50 years. Malwathu Oya has a catchment area of 3246 sq.km, average annual 
rainfall of 1226 mm and discharge volume of 192 MCM (Sri Lanka Water Development project, 2006). The 
lower Malwathu Oya Reservoir proposed in 1960 had a capacity of 282,000 ac.ft (348 MCM) with full supply 
level (FSL) of 57.1 m msl. However, with the currently proposed reservoir while FSL is lowered to 54.1 m, the 
capacity is lowered to 169,000 ac.ft (209 MCM) in order to minimize the requirement to clear forest in upper 
catchment for reservoir inundation; will be reduced from 16,652 acres to 10,720 acres. The extent of land 
required to be developed under Giant’s Tank and Akitamuruppu Tank in 1960, was 20,000 acres and it was 
suggested to develop further 12,000 acres of new lands just downstream of proposed Malwathu Oya 
Reservoir. At present, 30,680 acres have been developed under Giant’s Tank and Akatimuruppu Tank and 
only 2,000 acres of new lands will be developed (just downstream of reservoir) mainly to cater to the needs of 
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the people who will be displaced due to the construction of the new reservoir. Figure 1 shows the catchment 
of Malwathu Oya. 
 

 
Figure 1. Catchment of the Malwathu Oya 
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The lower Malwathu Oya Reservoir project includes the following: 
(i) Construction of 3,590 m long dam across Malwathu Oya at Kappachchi  
(ii) Construction of 7.62 m wide and 7.01 m high, 10 Nos radial gated spillway, incorporated with 1 mW 

power house, river release structure and LB sluice with 1 cumec capacity 
(iii) Construction of RB sluice with 1 cumec capacity 
(iv) Construction of 3.89 km long LB main canal  
(v) Construction of 87.17 m long RB main canal  
(vi) Construction of secondary and tertiary irrigation infrastructure for 700 acres of land just downstream 

of proposed reservoir on both banks 
(vii) 1,300 acres of new lands with drip irrigation facilities just downstream of proposed reservoir on both 

banks for fruit cultivation (under commercial agriculture)  
(viii) Improvements to existing irrigation infrastructure D/S of Tekkam Diversion weir and  
(ix) Construction of social infrastructure for the relocation of displaced people due to the new reservoir 
Malwathu Oya cascade is one of the largest and intensively cultivated small tank cascade systems in 

Anuradhapura district of Sri Lanka (Kumari et al., 2013). Under the new irrigation infrastructure development, it is 
proposed to provide 700 acres of lands for paddy and other food crop cultivation, and 1,300 acres of lands for 
fruit cultivation under commercial agriculture supported with drip irrigation facilities. As a result, the cropping 
intensity of the existing area of 30,680 acres of lands (under Giant’s Tank and Akitamuruppu Tank) will 
increase from around 1.0 to 1.7. Hence, together 2,000 acres of new area and 30,680 acres of existing area 
shall produce 24,450 metric tons of paddy, 16,750 metric tons of maize, 360 metric tons of green gram and 
2,340 metric tons of soya beans and 25,263 metric tons of fruits per year over and above the present 
production level in the region. In addition to agricultural benefits, 2 MCM of raw water will be available from the 
reservoir to provide domestic water to Cheddikulam and Thantrimale townships, and to new settlement areas. 
Under the project it is planned to generate 4.0 gWh of hydro power annually through a 1 mW power plant by 
using irrigation water released to Tekkam anicut from the lower Malwathu Oya reservoir. While a unit of raw 
water is priced at Rs. 5.00, a unit of energy is priced at Rs. 17.00. Standard conversion factor of 0.85 has 
been used in economic benefit calculations.  

In addition to direct benefits, other infrastructure development shall provide a lot of indirect benefits, 
which will enhance the quality of life and farm income due to investments on agriculture and livestock 
development in the project area. The implementation of the project especially investments on other 
infrastructure shall provide safe water and sanitation, improve accessibility to better markets, improve 
transport, improve agricultural technology and availability of better quality seeds and planting material leading 
to increased agricultural production in the region. Investments on irrigation infrastructure development shall 
produce net present value of 26,998 million Rupees, while achieving 32% internal rate of return with 4.48 
benefit-cost ratio on the investment.  
 
2 ESTIMATION COSTS AND BENEFITS 
 
2.1 Project Cost 
 
2.1.1 Basis of Cost Estimate 
 

The following assumptions were made in the estimation of project costs: 
i) Costs are based on January 2016 price levels 
ii) Construction unit rates are based on the ‘Approved Rates for 2016’ applicable for Irrigation and 

Drainage Works carried out in Anuradhapura District of Sri Lanka  
iii) Quantities in the estimates are obtained from the Engineering Surveys available for the area and the 

preliminary designs of works 
iv) iv)  Engineering and administration overhead costs are 6% of the total costs of civil and mechanical 

works 
v) Physical contingencies are 10% of the total costs of civil and mechanical work 
vi) Overheads and price contingencies are calculated as 10% of the total civil and mechanical works 
vii) Profit factor of 1.26 was used in headwork while a profit factor of 1.21 was used for Irrigation 

facilities 
Project cost estimate based on the above criteria is considered as the financial cost estimate of the 

project, which is used in the financial and economic analysis. 
 
2.1.2 Cost of Civil Works 

Most of the unit costs used in the estimates are based on quantities taken off from preliminary designs 
and unit rates approved by the Regional Director’s Office of Department of Irrigation for the year 2016.  
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2.1.3 Cost of Mechanical Works 

Cost of hydro-mechanical equipment such as spillway gates, stoplogs, intake gates, trash racks etc, are 
based on prices of similar items used for ongoing construction works. The costs of radial gates are 
incorporated in the spillway structure.  
2.1.4 Cost of Canal System 

The LB and RB main canal costs are based on quantities taken off from drawings, canal sections on 
ground levels available on 8 chains to 1 inch engineering survey sheets. Cross drainage structures have also 
been provided wherever necessary according to the ground conditions and designed bed levels of the main 
canals. The cost of the other conveyance and control structures are also included in the respective canal 
estimates. In the tertiary canal system to be provided in the proposed irrigable area (of 700 Acres) for the 
benefit of the farmers who would be relocated due to inundation, a pro rata cost of Rs. 125,000/- per acre was 
assigned. 
 
2.1.5 Project Cost Estimation 

The breakdown of project cost estimation is as follows: 
i) Cost of head works 
ii) Cost of conveyance system for new irrigation area 
iii) Cost of rehabilitation of existing irrigation area 
iv) Cost for the establishment of Operation and Maintenance (O and M) units 
v) Cost of social infrastructure development for the resettlement area 
vi) Cost of construction of a fence for elephants 
vii) Cost of land acquisition 
viii) Cost of general items 
ix) Cost of VAT 
The cost of rehabilitation of existing irrigation area is identified as Rs. 750 million. In order for the 

establishment of the O and M unit Rs. 375 million has been set aside. For the construction of Elephant Fence 
Rs. 75 million is set apart while for Land acquisition Rs. 1300 million is allocated. For general items, standard 
percentages were used as per the available departmental guidelines. 
 
2.2 Project Benefits 
 
2.2.1 Agricultural Benefits 

The total command area under the proposed project is about 32,680 acres, of this while 2,000 acres are 
new lands, the balance area of 30,680 acres is existing lands. At present, of the existing land area that comes 
under Giant’s Tank Scheme and Akitamuruppu Scheme, the entire extent is cultivated during Maha season 
and only 2,000 acres are cultivated during Yala season. Cropping pattern and crop areas for different crops of 
Giant’s Tank system, Akitamuruppu Tank Scheme and proposed area for relocated farmers are shown in 
tables 1.1, 1.2 and 1.3 respectively.  

 
Table 1.1. Giant’s Tank system –Cropping pattern and Crop Area (in acres) 

System FWOP/FWP Season CI Paddy Maize Green 
Gram  

Soya 
Beans 

Giant’s tank 
system 
(24,450 
acres) 

FWOP Maha 1.0 24,450    
Yala 0.08 2,000    

FWP Maha 1.0 24,450    
Yala 0.7 8,800 6,300 840 1,000 

 
Table1.2. Akitamuruppu’s Tank system –Cropping pattern and Crop Area (in acres) 

System FWOP/FWP Season CI Paddy Maize Soya Beans 
Akitamuruppu  
tank system 
(6,230 acres) 

FWOP Maha 1.0 6,230   
Yala 0.0    

FWP Maha 1.0 6,230   
Yala 0.7 2,200 1,100 980 
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Table 1.3. Proposed area for relocated farmers–Cropping pattern and Crop Area (in acres) 

System FWOP/FWP Season CI Paddy Maize Green 
Gram  

Soya 
Beans 

Proposed 
area for 
relocated 
farmers (700 
acres) 

FWOP Maha 0.0     
Yala 0.0     

FWP Maha 1.0 700    
Yala 0.7  100 100 290 

 
2.2.2 Expected Benefits of the Proposed Agricultural Crops 

A new irrigable area of 1,300 acres is proposed under the project for commercial agriculture where only 
the fruit crops will be considered. Cropping patterns and crop areas are indicated in Table 1.4. 

 
Table 1.4. Proposed area for commercial agriculture–Cropping pattern and Crop Area (in acres) 

System FWOP/FWP Perennial Crops 
Mango Pomegranate Guava Dragon 

fruit 
Papaya 

Proposed area 
of commercial 
agriculture 
(1300 acres) 

FWOP      

FWP 300 250 300 150 300 

 
2.2.3 Yields and Farm Gate Prices of Seasonal Crops and Fruit Crops 

With proper irrigation facilities and other inputs, the following seasonal yields are assumed for paddy, 
maize, soya bean and green gram in existing and new irrigation areas. In the area identified for commercial 
agricultural area, it is intended to grow fruits such as mango, pomegranate, guava, dragon fruit and papaya. 
The estimated yields and farm gate prices used in benefit calculations for seasonal crops and fruit crops are 
shown in tables 1.5 and 1.6 respectively. The average production of fruit cultivation is shown in Table 1.7. 
 

Table 1.5. Yields of Seasonal Crops and Farm gate prices  

 
Table 1.6. Yields of Fruit Crops and Farm gate prices 

Crop Yield kg / ha 
Farm gate 
Prices 
Rs/kg 

Mango 
5th year 6th to 9th year 10th year onwards 

105.00
6,429 30,714 100,714 

Guava 
2nd year 3rd year 4th year 5th year 6th year 

25.00
6,400 19,200 48,000 80,000 80,000 

Pomegranate 
2nd year 3rd year 4th year 5th year 6th year 7th year 

125.00
300 880 4,400 13,200 22,000 66,000 

Dragon Fruit 
2nd year 3rd year 4th year 5th year 6th year 7th year 8th year 

175.00
5,500 11,000 16,500 22,000 27,500 27,500 49,500 

Papaya 
2nd year 3rd year 4th year 5th year 7th year 8th year 10th year 

20.00 
38,500 42,778 37,250 38,500 42,778 37,250 38,500 

Crop Yield in District wise (kg/ha) Farm gate prices in District wise in (Rs/kg) 
Mannar Anuradhapura Mannar Anuradhapura 
Yala Maha Yala Maha Yala Maha Yala Maha 

Paddy  3,615 6,430 5,733 29.78 30.16  27.92 
Maize 5,523  5,523  31.98  31.98  
Soya Bean 2,548  2,548  70.00  70.00  
Green Gram 951  951  164.00  164.00  
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Table 1.7. Average Production of Fruit Cultivation 

Crop Area (ha) 
Average Yield 

(kg/ha) 
Average Yield 

(Mts/ha) 

Average Annual 
Production 

(Mts) 
Mango 121 67,150 67.2 8,152 

Guava 121 46,720 46.7 5,672 

Pomegranate 101 50,642 50.6 5,124 

Dragon Fruit 61 25,000 25.0 1,518 

Papaya 121 39,509 39.5 4,797 

 
2.2.4 Other Indirect Benefits 
 
(a) Inland fisheries Development 

The proposed reservoir can be used for inland fisheries development as a fairly large fishing community 
is living around the major reservoirs in the region. According to information from the Fisheries Ministry, a 
minimum yield of 200kg/ha can be expected from the proposed reservoir and a minimum price of Rs.50.00 per 
kilogram will be guaranteed. At the full supply level, the proposed reservoir has a water spread area of about 
4600 ha. 
 
(b) Creation of employment during construction 

It is estimated that skilled and unskilled labour force of about 1500 will be directly employed under the 
irrigation infrastructure development and another 500 people will be employed for other infrastructure 
development. In addition, a labour force of 1000 will be required for other services, indirectly connected with 
the construction work. 
 
(c) Development of other Infrastructure 

The implementation of this project will substantially contribute to the improvement of the infrastructure 
such as roads, telecommunication facility, power distribution system etc. in the area. With the introduction of 
large water body to the area, local and foreign tourist arrivals will be greatly improved. This will bring 
increased incomes to the people of the area as there are a lot of important archeological sites in the area. 
 
2.2.5 Benefits of Other Infrastructural Development 

These infrastructural improvements in addition will provide lots of social benefits that could be gained by 
investing in these sectors though quantification could be difficult. Pipe borne water supply will improve the 
access to safe water and sanitation, which will lead to better health standards in the project area. This will 
improve the productivity of the labour force of the project area and reduces the health sector expenses 
drastically. Improvements to road network in the area will improve the accessibility to better markets for the 
farmers and improve their incomes and consequently poverty levels in the region will drop. By regularizing 
lands, people will get the ownership of the lands and this will motivate the farmers to cultivate their lands in a 
more systematic manner resulting in higher yields per unit area.  Similarly agricultural and livestock 
investments will improve crop yields and milk production in the area contributing to enhanced farmer incomes. 
This will improve the quality of life in the area and reduction of poverty in the region largely. 
 
3 ECONOMIC ANALYSIS 

 
3.1 General 

The Lower Malwathu Oya reservoir project will generate benefits to the Sri Lankan economy by way of 
agricultural production, hydro power generation, domestic water supply and employment generation through 
irrigation infrastructure development. Investment in other infrastructural development will certainly improve the 
living standards of the people of project area although quantifiable direct benefits of these investments cannot 
be easily determined. Therefore, costs and benefits of other infrastructure development were excluded from 
the economic analysis.  

Quantifiable benefits of the irrigation infrastructure development could be computed and so economic 
analysis was carried out for the irrigation infrastructure development component of the investment. Economic 
viability of this component was established by evaluating economic internal rate of return (EIRR), benefit/cost 
ratio (B/C) and net present value (NPV) on the investment. The evaluation is based on the estimated costs 
and benefits of the irrigation infrastructure development component of the project. The works cost includes the 
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civil, mechanical and electrical works while benefits include increased agricultural production, raw water 
production and hydro-power generation. In the determination of costs and benefits, the economic life of all 
project works and equipment were taken as 25 years from the completion of the project.  
 
3.2 Construction Period 

It is programmed to complete the construction of the irrigation works in two years and ‘other 
infrastructure’ by the end of the third year. As the construction is to start at the beginning of the 2017 all 
project works should be completed by the end of 2019. 
 
3.3 Economic Benefits 

The benefits due to irrigation infrastructure were estimated by computing the incremental benefit from 
‘without’ project conditions to ‘with’ project conditions. The farm budgets were prepared after having worked 
out the rates in a similar done in the feasibility study of Kubukkan Oya reservoir project. While the market 
prices were multiplied by the standard conversion factor (SCF) of 0.85 to obtain economic prices, the 
production costs were too multiplied by SCF of 0.85 to obtain the economic value of the production costs. Net 
benefits are obtained by deducting the economic input cost from economic prices of outputs (per hectare) for 
each crop. The total net benefit is calculated by multiplying the net benefit with crop area with respect to each 
crop. 
 

The annual incremental agricultural benefits are calculated by deducting operation and maintenance cost 
from annual benefits. The Operation and Maintenance cost for gravity irrigation is taken as Rs.450/ha/season 
and to obtain economic cost this is multiplied with the SCF of 0.85. For raw water and hydro power, the 
financial benefit is calculated by multiplying unit price for raw water at Rs. 5.00 and that for hydro power at Rs. 
13.00 respectively. The economic benefit is calculated by multiplying net benefit with the SCF of 0.85. 
 
3.4 Economic Comparison 

The results of economic comparison are as displayed in Table 1.8.  
 

Table 1.8. Results of Economic Analysis 
EIRR % 
 

Net present Value at 10% 
Discount 
Rate (million Rs.) 
 

Benefit/Cost Ratio at 10% 
Discount Rate 
 

15.98% 3,375 1.49 
 

 
3.5 Sensitivity Analysis 

Sensitivity of the economic indicators of the project to the following changes has been investigated. 
Case I: Construction cost is increased by 10% 
Case II: The net benefit is reduced by 10% 
Case III: The project is extended by 1 year 
Case IV: The combination of Cases I, II and Case III 
The results of economic and sensitivity analysis are shown in Table 1.9. 

 
Table 1.9. Results of Economic and Sensitivity Analysis 

Economic Indicator Economic 
Analysis 

Sensitivity Analysis 
Case I Case II Case III Case IV 

NPV at 10% (Rs. 
million) discount rate 

3,375 2,702 2,350 2,796 1,250 

B/C ratio at 10% 
discount rate 

1.49 1.36 1.34 1.44 1.18 

Internal rate of return 
(%) 

15.98 14.43 14.25 15.24 12.23 

 
From the results of sensitivity analysis it could be observed that at 10% discount rate the benefit-cost 

ratio is greater than unity for all adverse conditions. However, it could be observed the net present value 
reduces from 3,375 million Rupees to 1,250 million Rupees in Case IV. 
 
4. CONCLUSIONS 

In this study, the cost-benefits analysis has been supplemented with an economic analysis. All costs 
such as headworks cost, canal construction cost and mechanical works cost have been considered in the 
computation of total cost. In working out the benefits, the agricultural benefit has been worked out in addition 
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to numerous other benefits such as inland fisheries, employment creation during construction and 
development of other infrastructure facilities. Economic viability of the irrigation infrastructure development 
component was established by evaluating economic internal rate of return (EIRR), benefit/cost ratio (B/C) and 
net present value (NPV) on the investment. Sensitivity of the economic indicators of the project to the 
following changes has been investigated for four cases when; construction cost is increased by 10%, net 
benefit is reduced by 10%, project is extended by 1 year and combination of Cases I, II and Case III. 

The project implementation would take place within the period 2017-2019, while irrigation infrastructure 
shall be implemented during 2017-2018 period by the Department of Irrigation. Other infrastructure 
development shall be implemented by the respective line agencies either at provincial level or national level. 
With the full development by the start of 2019, the irrigation infrastructure will be completed and the project will 
be in readiness to produce 24,450 metric tons of paddy, 16,750 metric tons of maize, 360 metric tons of green 
gram and 2,340 metric tons of soya beans over and above the present production levels in the area. 
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ABSTRACT  
 
Several approaches have been used for estimation of failure time when dam failure occurs. Generalized 
Regression Neural Network (GRNN) model has been proposed in this present study as a novel method to 
estimate the dam failure time. It has also made a comparison of the results of the GRNN models with the 
results obtained from the existing approaches. Various reservoir and dam characteristics have been used in 
the development of the GRNN models in order to estimate the dam failure time. To obtain the optimum results 
from the GRNN models, all models are optimized to smooth factor values. The values are found to range from 
0.001 to 0.03. Furthermore, training the network takes up 85% of the total data and testing the network takes 
up 15% of the total data. Three statistical indices are used to assess the results of GRNN models. They are 
the Root Mean Square Error (RMSE), Mean Relative Error (MRE), and Coefficient of Correlation (R2). The 
results show that the value of the MRE could be decreased more than 50% by using the GRNN models as 
compared to the values of the existing empirical techniques.  
 
Keywords: Dam safety; dam failure; failure time; generalized regression neural network.  
 
 
1 INTRODUCTION 

Dams are built to improve human life. They are constructed as multipurpose structures and are used to 
produce hydroelectric power, provide water for irrigation and water supply, for improvement of economics, and 
for the control of flooding (Hooshyaripor  et al., 2014). Thus, they have become a vital component of any 
country’s infrastructure (Wahl, 2010). However, the huge volume of water that is stored in the reservoir behind 
the dam wall can lead to a damaging flood to the population and their properties located downstream from the 
dam if the stored water is suddenly released (Razad et al., 2013). Therefore, an analysis of the dam break is 
considered as tremendously important so that the peak outflow and its associated Emergency Action Plan 
(EAP) can be determined (Wahl, 2010). There are three main stages in a dam break analysis; they are the 
geometric breach parameter estimations (height, width, and side slope), hydrologic breach parameter 
estimations (failure time and peak outflow), and downstream routing of the flood. A physical model and 
numerical modeling methods can be employed to study the analysis of the dam break. As the physical model 
is quite expensive, numerical modeling is thought to be a better and less expensive approach (Wahl, 2010). 

To carry out an analysis of the failure of the embankment dam, the parameters of the breach are 
considered to be the most important key parameters that must be estimated with accuracy because of their 
effect on the degree of the failure risk as well as the consequence of the peak outflow. As a result, many of 
the contributions to the literature in the past few decades have been focused on the development of precise 
and simple methods to handle these kinds of problems (Bentaher, 2013; Xu and Zhang, 2010; Wahl, 1998; 
2004; 2010; Froehlich, 1995; 2008). 

Over the past few decades, research has been carried out on noncohesive and cohesive embankment 
dams by employing experimental research works which have been able to explain how breaches develop. In 
addition, these experimental research works have contributed to the provision of data which is necessary for 
both statistical and numerical studies (Gaucher et al., 2010; Coleman et al., 2002). Moreover, some numerical 
and analytical tools have been utilized to solve the Sainte Venant equations for the study and analysis of flood 
waves which result from the dam failure (Xia et al., 2010; Tsai, 2005; and Ponce et al., 2003). Besides that, 
numerical techniques which solve the shallow water equation have been employed to estimate the hydrograph 
of the peak outflow, and to determine the velocity along the distance, time, and inundation area (Gallegos, 
2009; Liang et al., 2007). The eroding capacity of the flow can be determined by using a more reasonable 
methodology which takes the mean velocity of the flow and the mean shear stress as independent variables 
(Macchione, 2008). However, the fields as well as the experimental research works have given evidence that 
this methodology could possibly be suitable for only a few stages in the development of the breach, but cannot 
be applied for all the stages of the development breach (Wahl, 1998). 

The statistical analysis method is thought of as a traditional technique which can be employed to predict 
the characteristics of the flow and the breach in the dam.  In this technique, the characteristics of the reservoir, 

Proceedings of the 37th IAHR World Congress 
August 13 – 18, 2017, Kuala Lumpur, Malaysia

1676 ©2017, IAHR. Used with permission / ISSN 1562-6865 (Online) - ISSN 1063-7710 (Print)



 
 

  

 

such as the water volume and the depth were used as the dependent variables for determining the 
characteristics of the flow as well as the parameters of the breach (Xu and Zhang, 2009; Froehlich, 1995a, 
2004, 2008; Von Yhun and Gillette, 1990; and USBR, 1988). When the database of dam failure cases is 
highly documented, preferred equations can result from a case study analysis (Xu and Zhang, 2009). After the 
1970s, as shown in Table 1, various observational equations have been developed using the regression 
analysis. These relations, which are not very complex, are still needed, especially in situations where the 
intention is not to have detailed simulations or they are impossible to be applied easily or conveniently 
(Froehlich, 2008).  However, these relations need to be represented with the relevant uncertainty such as 
confidence limit. For instance, on the other hand, relations such as these must be represented with the 
relevant uncertainty like when confidence is limited. For instance, Wahl (2004) has given a description of an 
uncertainty analysis technique and has compared the uncertainty estimates for the equations of the peak 
outflow prediction and breach parameters. Following the work by Wahl (2004), Pierce et al. (2010) also gave a 
description of the uncertainty analysis of the parameters of a breach. Limited data sets and their low 
adaptability to data varieties cause the uncertainty of these equations. Furthermore, the databases do not 
cover a wide scope of included  

 
Table 1. Previous studies for breach width prediction. 

Investigator Number of case studies Equation 
Von Thun and Gillette (1990) 36 Tf = 0.15Hw  (for high erodible) 

  Von Thun and Gillette (1990) 36 Tf = 0.15Hw +0.25  (for erosion resistance)
Froehlich (1995a) 34 Tf = 0.00254(Vw)0.53(Hb)

-0.9 

Froehlich (2008) unknown Tf = 0.0176[(Vw/(gHb
2)]0.5 

Xu and Zhang (2009)-1 unknown Tf = C1Tr(Hd/Hr)
0.654(Vw

1/3/Hw)1.246 

Xu and Zhang (2009)-1 unknown Tf = 0.304 eBTr(Hd/Hr)
0.654(Vw

1/3/Hw)1.246 
 
where: 
 

Hd : Height of dam (m), Hb : Height of breach (m), Vw : Volume of water in reservoir at failure time (m3), 
Hw : Height of water in reservoir at failure time (m), C1 : Factor related to dam erodibility , Hr : Dam height 
reference = 15m., Tr : Time failure reference = 1hr. 
variables as they do not incorporate various cases of failures involving large dams (Nourani, 2012). Because 
of this, the mathematical statements made by employing such restricted databases are not very dependable 
for most cases. 

Estimating these parameters is considered to be a very complex task as the relationships of the 
parameters of the dam breaches are highly nonlinear and because of their time variations. Thus, if an 
appropriate database is available, the black-box models can be employed as an alternative method. With the 
black-box method, the targets inside the model and the inputs are mapped directly with no need to consider 
the details of the structure inside the physical process (Hakimzadeh et al.,  2014). An Artificial Neural Network 
(ANN) is known as a black-box model that has usefulness that exceeds the normally used statistical models 
like the free-pattern of forecasting model, a data-driven nature, and a toleration to data inaccuracy 
(Azmatullah et al., 2005). Besides its capability and simplicity, ANN has been employed in several common 
areas. These include hydraulics (Karunanithi et al., 1994), (Avarideh et al., 2001), (Liriano and Day, 2001),  
(Bateni and Jeng, 2006), (El-Shafie et al., 2007), (Zounemat-Kermani et al., 2009), and (Azamathulla and 
Gani, 2011); flood prediction (Chang et al., 2007); groundwater flow remediation (Ranjithan et al., 1993); 
rainfall forecasting (Ramirez et al., 2005); the design of reservoir operating policies (Raman and 
Chandramouli, 1996), (Chandramouli and Raman,  2001), (Cancelliere et al., 2002), (Liu et al., 2006); water 
resources management (Li and Huang, 2012); and the prediction of the peak outflow from a dam breach 
(Babaeyan et al., 2011; Nourani 2012; Hooshyaripor et al., 2012; Hooshyaripor et al., 2014;). In an ANN 
model that was developed recently, Nourani (2012) gathered data from laboratories, historical cases, and a 
numerical model that was physically-based, and then a simulation of an outflow hydrograph from the earth 
dam breach was created using the ANN model. The sensitivity analysis of his work verified that, when dealing 
with the breach process, not only is the depth of the water in the reservoir when the failure occurs a very 
important physical parameter but also the volume of the reservoir as compared to others. According to the 
review of the literature, Artificial Neural Networks are not employed to predict the width of a dam breach 
although they have the capability of estimating the nonlinearity of the relationship for any kind of data and 
although the already available techniques, which are employed to estimate the width of a beach in a dam, 
have a degree of uncertainty. As a result, this present study has been proposed to interduce the Generalized 
Regression Neural Network (GRNN) which is usually adopted for the function of approximating in order to 
improve the accuracy of the dam failure time estimation. This proposed GRNN has been trained and tested by 
applying real data so that its performance accuracy could be demonstrated.    
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2 DATA COLLECTION AND EXISTING APPROACHES 
The magnitude of the peak outflow is the main attribute of the hydrograph of the breach outflow which 

affects the losses of property and life in a dam break phenomena. This attribute is affected by the various 
parameters of the breach, such as the dam failure time (Costa, 1985). There are a few models available in the 
literature which are physically-based and used to simulate how breaches in dams develop (Hanson, 2005; 
Froehlich, 2004; Visser, 1998; Fread, 1984, 1993; Ponce and Tsivoglou, 1981; and Cristofano, 1965). These 
models have a poor understanding of the development of the breach although they are dependent on water 
discharge and sediment erosion equations (Wahl, 2004). The database applied in this work included data from 
the failures of more than 140 real dams, which were gathered from a variety of sources. The results from 
various related research works (Froehlich, 1995; Singh, 1988; Wahl, 1998; Taher Shamsi et al., 2003; Xu and 
Zhang, 2009; and Pierce et al., 2010) were used in this present work. 

A large number of the currently available methods employ the regression analysis to depict the value of 
the breach width as a function of the volume of water in the reservoir as well as the water depth behind the 
wall of the dam. The reported outcomes of the abundant regression analyses are illustrated for the 
incorporation of the prediction equation as well as the number of case study investigations employed as an 
element in the analysis, and can be seen in Table 1. Wahl (2004, 1998) introduced the case study data that 
were employed by previous researchers to determine the equations which can be utilized for the prediction of 
the peak outflow of the breach in a dam. 

 
3 ARTIFICIAL NEURAL NETWORK  

Neural Networks are normally thought of as black boxes which have been trained on a substantial 
number of data sets for a specific function. They are the worldview of data handling, which is motivated by the 
manner in which the natural biological nervous system processes information. Each network consists of 
numerous interconnected handling elements (neurons) working with each other as a single unit to deal with 
various problems. Neural systems have an impressive ability to determine the significance in loose or 
confounding information. In addition, they can be employed to focus on designs and identify patterns which 
are too complex to be noticed in any manner, either by people or even other computer strategies (Datt, 2012). 
The general structure of the neural network consists of three layers of neurons, which are the hidden layer 
and the output and input layers. An abundance of laboratory and hypothetical research works have explained 
that a complex nonlinearity function can be adequately approximated with an ANN having only one hidden 
layer. Similarly, it has been proposed that the furthest point for any number of the neurons in the layer that is 
hidden be less than 2n + 1, where n is the number of the input neurons (Hecht-Nielsen, 1987).  

GRNN is a kind of new neural system which was introduced by Specht. GRNNs have a design that is 
similar to the Multilayer Perceptron Neural Networks (MLNNs); however, there is an important distinction 
between them. GRNNs carry out regression where there is a consistent objective variable, whilst MLNNs carry 
out characterization where there is a categorical objective variable. GRNNs are set up to evaluate any 
approximate function of data which has been previously recorded. The GRNN is a modification of the Radial 
Basis Function Neural Network (RBFNN), which is dependent on kernel regression networks (Cigizoglu, 2005; 
Celikoglu, 2006). No iterative preparation methodology as back propagation networks is needed by GRNNs. 
Any discretionary function that has two or more variable vectors is approximated by the GRNN, drawing the 
function which has been evaluated in a straightforward manner from the data used for training. Moreover, it is 
consistent enough that, when a large data set has been used for training, the error of the estimation will 
approach zero and only slight limitations will be put on the function (Celikoglu, 2005). GRNNs are consisted of 
four layers. These layers are the input and output layers, the design layer, and the summation layer. The 
general structure of the GRNN which was employed in this present study is illustrated in Figure 1. GRNNs are 
thought of as standardized RBFNNs where there is a unit centered during each training stage.  
 

 
Input                       Pattern            Summation          Output 
Layer                         Layer                 Layer                Layer 

Figure 1. The general structure of GRNN. 
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The network is designed as a one-pass learning algorithm with a structure that is very parallel. 
Remarkably, the calculation provides smooth moves starting from one target value and moving to another 
even if using a poor data set in an estimation space which is multi-dimensional. An algorithmic structure can 
be employed with any problem of regression as a part of which there is no confirmation of a supposition of 
linearity. GRNNs are comprehensive approximations for a smooth function. As such, they are able to solve 
any problem of smooth function estimation (Disorntetiwat, 2001). Initial weight values cannot be arbitrarily 
appointed as the feed forward back propagation method’s execution is tremendously sensitive. However, this 
problem was not encountered in the GRNN simulation in any case (Celikoglu, 2005). It was explained by 
Specht that GRNNs do not require any iterative preparation process as is needed in the back-proliferation 
method. There was no problem of a local minima being encountered when the GRNN model was used. As a 
result, the preference was given to the GRNN model instead of the feed forward back propagation. The total 
number of data units present in the input layer is dependent upon the total number of parameters which have 
been employed. The pattern layer and the input layer are connected to each other; and in the pattern layer, 
each neuron represents a training pattern and the pattern’s output. The pattern layer is also joined to the 
summation layer. There are two distinct kinds of summation in the summation layer; they are the summation 
units and the division unit. The summation layer along with the output layer carries out the standardization of 
the output data. During the training of the network, the radial basis is employed in the hidden layer. At the 
same time, in the output layer, the function of linear activation is employed. In the summation layer, every two 
neurons (S and D) are joined to one of the units located in the pattern layer. All of the weighted output of the 
pattern layer is processed by the S summation neuron, whilst the unweighted output is computed by the D 
summation neuron (Kim 2004). The following equation is used to determine the output value from the GRNN 
model. 

Output ൌ 	

∑ y୧
୬
୨ୀଵ . exp ቆ

ି∑ ൫୶ି	୶ౠ൯
మౣ

సభ

ଶమ
ቇ

∑ expቆ
ି∑ ൫୶ି	୶ౠ൯

మౣ
సభ

ଶమ
ቇ୬

୨ୀଵ

																																																	ሾ1ሿ 

where:n: No. of training cases, 
m: No. of output data. 

The term of (xi – xij) is equal to the difference between the training data xij and the point of estimation xi of the 
ith data. 

The accuracy of the function resulting from the training stage of the GRNN was influenced by the factor 
for smoothing (spread), which was found to be equal to the standard deviation σ. The nature of the data is the 
key factor influencing the selection of the smoothing factor’s value. For example, a small value of the 
smoothing factor has to be chosen for regular data; whereas, a large value is appropriate for irregular data so 
that a good performance can be achieved from a GRNN. The GRNN was selected for this study because it 
learns quickly and has the capability of converging to the optimum regression surface. Simply put, the GRNN 
is a method employed to assess any function when presented with only the data used for training. As there is 
a probability of the density function coming from the training stage without any biases in regards to its shape, 
the framework is completely general. There is no problem if the functions are created out of multiple disjointed 
non-Gaussian locals, in a variety of measurements, and in addition to those of easier dispersions 
(Wasserman, 1993). 
 
4 METHODOLOGY 

Figure 2 below shows the proposed methodology that was utilized to build the GRNN models so that the 
dam failure time could be estimated and a comparison of the results with the results that were achieved by 
employing existing approach could be made. A database of 140 breached dams was employed to create the 
ANN models. The first stage in the building of the ANN model was to divide the data of the dam failures into a 
training and a testing set. To achieve this, the training set used 85% of the data and the testing set used the 
remaining 15%. 

For better accuracy of the results and to create a more efficient neural network, a preprocessing step had 
to be performed on the variables of the network. It is often helpful, to scale the targets and inputs so that they 
will, generally, fall inside a limit that is predetermined before beginning to train a network. In this present 
research work, the targets and inputs had been scaled so that they would fall in the range of -1 and +1. The 
preprocessing step was performed by applying the equation that follows: 

 

X ൌ 	
2ሺX୧ െ	X୫୧୬ሻ
X୫ୟ୶ െ	X୫୧୬

െ 1																																																																															ሾ2ሿ 

 
where: X is the standardized value of Xi, Xmin is the minimum value of data and Xmax is the maximum value of 
data. 
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The main explanation behind needing to standardize the data is that measurement of the variables is 
usually made in different units. By taking this step, the variance in the levels amongst the data could be 
avoided (Romesburg, 1984; Sudheer et al., 2002). 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Flowchart of proposed GRNN model for dam failure time estimation. 
 

After the simulation was completed, all of the output values were de-standardized by multiplying them by 
the respective factor of standardization to get the actual values of the peak outflow. This preprocessing step 
was made for a more efficient stage of training by enhancing the process of learning (Demuth, 2001). A 
variety of standard statistical performance evaluation measures was employed to evaluate how the developed 
GRNN models performed. The three statistical performance indices employed in this study have been 
presented below:- 

1- Mean Relative Error (MAE): measures the mean absolute error between the observed and the 
predicted values. 
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2- Root Mean Square Error (RMSE): measures the root square of the  
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3- Coefficient of Determination (R2) : this coefficient of efficiency is calculated as: 
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where: xo is the observed values, xp is the predicated values, xm1 is the average of the observed values 
and xm2 is the average of the predicated values. 

The statistical parameters were calculated by employing the data of the dam failure time which were 
estimated with the GRNN model and other existing approaches. Use of the optimum value of the factor for 
smoothing (spread) is necessary if more accurate results are to be obtained with the GRNN model. Thus, to 
obtain a more efficient GRNN model, the researcher carried out a sensitivity analysis for various values of the 
factor for smoothing. 

 
5 RESULTS AND DISCUSSION 

Two scenarios were performed to predict the dam failure time; each scenario employed different 
variables as the input. In addition, a comparison was made between the already available techniques for the 
linear regression analysis of width estimation of dam breaches and these proposed models. The details and 
results of each model are presented below. 

Collected of data from 
recorded dam fail 
around the world 

Application of the existing 
approach for dam failure 

time (Tf) estimation 

GRNN model build 
and application  

 

Data division for both 
training and testing and 

use different values of (S) 
 

Comparison between 
GRNN and existing 

approach  

Application GRNN model 
with the best value of (S) 

Conclusion 
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5.1 First scenario  
The water depth upstream (Hw) of the dam was used in this model to predict the dam failure time when 

dam break happens. Von Thun and Gillette employed a linear regression analysis in order to create a 
relationship between Tf and Hw. For the smoothing factor (spread) value, the range from 0.0001 to 1 was 
utilized to obtain the optimum value to achieve results with better accuracy. In Figure 3, it can be seen that, 
the optimum value for the smoothing factor (spread) with this model was equaled to 0.001.  

 

 
Figure 3. MRE variation with different smoothing factors values for first scenario. 

 
The performance of the GRNN model for each of the stages (training and testing) is presented in Figure 

4. For further analysis, the statistical analysis results for the GRNN model as well as the other empirical 
equations which were used for the estimation of the dam failure time depending on the depth of the water 
(Hw) are presented in Table 2. As can be seen from the results in Table 2, when comparing with the 
regression equation, the GRNN model had a high value of NSE and low value of RMSE. Furthermore, the 
MRE value was decreased by more than 90% when employing the GRNN model as compared to employing 
the Von Thun and Gillette equation. 

 

 
Figure 4. GRNN performance for Tf estimation for first scenario. 
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Table 2. Results of GRNN model and empirical method for first scenario. 
Method RMSE R2 MRE 
GRNN 0.20 0.995 0.09 

Von Thun and Gillette 2.093 0.614 0.57 
 
5.2 Second scenario  

In this scenario, an estimation was made of the dam failure time depending on the volume, depth of the 
water in the reservoir and the dam height. According to the literature, Xu and Zhang (2009) found the most 
well-known equations for the relationship between (Vw, Hb) and (Tf). Thus, a comparison was made between 
the results of the GRNN model and the results of that technique. The optimum spread value was found to be 
equal to 0.028 as can be seen in Figure 5. 

 
Figure 5. MRE variation with different smoothing factors values for second scenario. 

 
Figure 6 shows the performance of the GRNN model for both the training stage and the testing stage. It 

was obvious from the figure that the GRNN model was able to predict the value of Tf close to the value that 
was actually observed. 

 

 
Figure 6. GRNN performance for Tf estimation for second scenario. 

 
Table 3 tabulated the statistical evaluation of the GRNN model and Xu and Zhang (2009) for dam failure 

time estimation. As can be seen from the results in Table 3, the GRNN model can estimate the dam failure 
time with good accuracy in comparison to the regression equation. It was very clear from the high values of 
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the NSE and the low values of the RMSE and the MRE. In addition, when the GRNN model was used, the 
value of the MRE was reduced by about 50%. 

 
Table 3. Results of GRNN model and empirical method for second scenario. 

 
 
 
 
 
6 CONCLUSION  

In recent decades, the development of precise and simple models for the prediction of dam breach 
parameters have been quite a challenging task because of the importance of the preparation of emergency 
action plans as well as the assessment of risk when the failure of the dam occurs.  A generalized regression 
artificial neural network model is used in this present study for the estimation of the dam failure time. The 
results are later compared with the results of the existing empirical approaches. A study of the problem of the 
prediction of the dam failure time is carried out and the analysis is performed by employing data from more 
than 140 recorded dam failures worldwide, which are gathered from the related literature. Network training has 
made use 85% of the total data, and network testing has made use of the remaining 15%. The values of the 
RMSE, R2, and MRE, which resulted from the analysis, demonstrate the potential of employing the GRNN as 
a predictive tool for estimation of the breach width. Additionally, the results show that the MRE values of the 
breach width prediction estimated using the common regression analysis techniques can be decreased about 
50%. 
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